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A Software-Defined Recelver Architecture for
Cellular CDMA-Based Navigation

Joe Khalife, Kimia Shamaei, and Zaher M. Kassas
Department of Electrical and Computer Engineering
University of California, Riverside
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Abstract—A detailed software-defined receiver (SDR) architec-
ture for navigation using cellular code division multiple access
(CDMA) signals is presented. The cellular forward-link signal
structure is described and models for the transmitted and
received signals are developed. Particular attention is pd to
relevant information that could be extracted and subsequetty
exploited for navigation and timing purposes. The differertes
between a typical GPS receiver and the proposed cellular CDM
receiver are highlighted. Moreover, a framework that is bagd on
a mapping/navigating receiver scheme for navigation in a dkilar
CDMA environment is studied. The position and timing errors
arising due to estimating the base transceiver station clécbiases
in different cell sectors are also analyzed. Experimental esults
utilizing the proposed SDR are presented demonstrating a man
distance difference of 5.51 m from a GPS navigation solutian

Index Terms—Navigation, signals of opportunity, cellular
CDMA, software-defined radio.

I. INTRODUCTION
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and need to be estimated. Although, the 1S-95 standardsstate
that a CDMA BTS should transmit its position, local wireless
providers do not usually transmit such information [16]7][1
Hence, the position of the BTSs need to be manually surveyed
or estimated on-the-fly individually or collaboratively gL
[19]. Nevertheless, while the position states of a BTS are
static, the clock error states of the BTS are dynamic and
need to be continuously estimated via (1) a mapping regeiver
which shares such estimates with the navigating receivét)or
by the navigating receiver itself by adopting a simultarseeou
localization and mapping approach [20], [21], [22].

Whether it is for navigation or mapping purposes, a spe-
cialized receiver is needed to process the received cellula
CDMA signal and extract relevant positioning and timing
observables. Cellular CDMA receivers are routinely imple-
mented in hardware in mobile phones; however, hardware
implementations limits the ability to extract or modify anf

Over the past decade, research in navigation via signalsneétion within the receiver. As such, software-defined radio
opportunity (SOPs) has revealed their potential as an-alt¢eDR) becomes an attractive platform of choice for imple-
native or a complement to global navigation satellite systementing a cellular CDMA receiver for navigation purposes,
GNSS) [1], [2]. Such signals include AM/FM radio signals,[3]because of its inherent advantages: (1) flexibility: desigre

[4], iridium satellite signals [5], [6], cellular signal¥T], [8],
digital television signals [9], [10], and Wi-Fi signals [1112].

hardware independent, (2) modularity: different funcé@an
be implemented independently, and (3) upgradability: maii

The literature on SOP-based navigation answers theoretichanges are needed to improve designs. Although most SDRs
questions on the observability and estimability of the algnused to be limited to post-processing applications, pimres
landscape map for a different number of receivers, a diffierespecific optimization techniques allow for real-time opiena
number of SOPs, and varioaspriori knowledge scenarios [23]. Consequently, SDR implementations are becoming more
[13], [14]. Moreover, experimental results have demornstta prevalent. Moreover, graphical programming languages suc

receiver localization and timing via SOPs [2], [8], [15].

as LabVIEW and Simulink offer the advantage of a one-to-one

There are two main challenges associated with using SOdtsrespondence between the architectural conceptuatizait

for navigation: (1) the unavailability of appropriate pises

the SDR and software implementation [24].

low-level signal models for optimal extraction of stateslan This paper makes two contributions. First, it presents a
parameters of interest for navigation and timing purposes adetailed and reproducible navigation cellular CDMA SDR
(2) the absence of published receiver architectures capsbl architecture along with precise, low-level signal modelsdp-
producing navigation observables. This paper addressse thtimal extraction of relevant navigation and timing infortioa
two challenges for cellular CDMA signals. These signals afeom received signals. Second, the paper studies a nawigati
abundant, are transmitted at high power, and have a steuctframework in which a mapping receiver estimates the states
that is similar to the well-understood GPS signals, whichf BTSs and shares such estimates with a navigating receiver
renders them good candidates for navigation. To the authonghich navigates exclusively with cellular CDMA signals.€'h
knowledge, while previous work demonstrated experimenishper analyzes the induced error in the navigation solution
results for navigation via cellular CDMA signals, neithdr odue to having the mapping and navigating receivers listgnin
these two challenges has been fully addressed. to different sectors within a BTS cell. The paper also présen
Unlike GNSS, the states of a cellular CDMA basexperimental results comparing the trajectories corneging
transceiver station (BTS) are unknown to a navigating vecei to a navigation solution from GPS and that of the proposed



cellular CDMA SDR. The mean distance difference betwegqulse shaping filter that limits the bandwidth of the trartszai
the trajectories is shown to be 5.51 m with a standard dewiatiCDMA signal according to the 1S-95 standard. The signal is
of 4.01 m and a maximum difference of 11.11 m. finally modulated by the carrier frequeney to produces(t).
The remainder of the paper is organized as follows. Section
Il provides an overview of the cellular CDMA forward link
signal structure. Section lll presents a complete LabVIEW- E’]
based implementation of the navigation cellular CODMA SDR. . % .
Section IV analyzes a mapping/navigating receiver frantkwo mlt), ! Pulse-Shaping
for navigation with celluar CDMA signals. Experimental re- “@ Filter
sults are given in Section V and concluding remarks are AE’]_,
discussed in Section VI.

Fig. 1. Forward-link modulator.
II. CELLULAR CDMA FORWARD LINK SIGNAL
STRUCTURE

In a cellular CDMA communication system, 64 IogicaP" Pilot Channel
channels are multiplexed on the forward link channel: atpilo The message transmitted by the pilot channel is a constant
channel, a sync channel, 7 paging channels and 55 trafiffceam of binary zeros and is spread by Walsh code zero, which
channels [25]. In the following subsection, the modulatio@lso consists of 64 binary zeros. Therefore, the modulatet! p
process of the forward link channel is presented. Next, Signal is nothing but the short code. The proposed receiiler w
brief overview of the pilot, sync, and paging channels, fromtilize the pilot signal to detect the presence of a CDMA aign
which timing and positioning information can be extracted@nd then track it, as will be discussed in Section Ill. The fac

is provided. Finally, models of the transmitted and recgivéhat the pilot signal is data-less allows for longer intéigra
signals are given. time. The receiver differentiates between the BTSs based on

. . ) their pilot offsets.
A. Modulation of Forward Link CDMA Sgnals

The data transmitted on the forward link channel in celluldr- SYnc Channel
CDMA systems (i.e., BTS to mbile) is modulated through The sync channelis used to provide time and frame synchro-
guadrature phase shift keying (QPSK) and then spread nézation to the receiver. The cellular CDMA system uses GPS
ing direct-sequence CDMA (DS-CDMA). However, for theas the reference timing source and the BTS sends the system
channels of interest in this work, the in-phase and quacdkattime to the receiver over the sync channel. Other infornmatio
components] and Q, respectively, carry the same messageuch as the pilot PN offset and the long code state are also
m(t) as shown in Fig. 1. The spreading sequengeandcg, provided on the sync channel [16]. The long code is a PN
called the short code, are maximal-length pseudorandosenagtequence and is used to spread the reverse-link signal (i.e.
(PN) sequences that are generated using 15 linear feedbsieiver to BTS) and the paging channel message. The long
shift registers (LFSRs). Hence, the length @f and ¢ is code has a chip rate of 1.2288 Mcps and is generated using 42
215 — 1 = 32,767 chips [16]. The characteristic polynomials.FSRs. The output of the registers are masked and modulo-
of the short coded and Q@ componentsP;(D) and Py(D), two added together to form the long code. The latter has a
are given by period of more than 41 days; hence, the states of the 42 LFSRs

15 1213 1 110« 8\ AT . a5 and the mask are transmitted to the receiver so that it can

Pr(D) = D”+D"+D"+D°+D'+D°+1 readily achieve long code synchronization. The sync messag
Po(D) = DY +D"?+ D"+ D"+ D°+D°+D*+D%+1,  encoding before transmission is shown in Fig. 2.

where D is the delay operator. It is worth noting that an extra 64-chip Walsh Code 32

zero is added after the occurrence of 14 consecutive zeros to ; " 1.2288 Meps

make the length of the short code a power-of-two. In ordefc Channel iz
[ee}
~

to distinguish the received data from different BTSs, eachi®saee | Convolutional = | Block [*8 K“I)Sél-mg Meps
Repitition Interleaver m(t)

Symbol
station uses a shifted version of the PN codes. This shift2 Kbps P 215k 9
known as the pilot offset, is unique for each BTS and is Fig. 2. Forward-link sync channel encoder.
an integer multiple of 64 chips. The cross-correlation @& th
same PN sequence with different pilot offsets can be shown toThe initial message, which is at 1.2 Kbps, is convolutionall
be negligible [25]. Each individual logical channel is smle encoded at a rate= (1/2) with generator functiong, = 753
by a unique 64-chip Walsh code [26]. Therefore, at most §dctal) andg; = 561 (octal) [26]. The state of the encoder
logical channels can be multiplexed at each BTS. Spreadisgnot reset during the transmission of a message capsule.
by the short code enables multiple access for BTSs over fhiee resulting symbols are repeated twice and the resulting
same carrier frequency, while the orthogonal spreadindiby tframes, which are 128-symbols long, are block interleaved
Wilash codes enables multiple access for users over the sarsiag the bit reversal method [16]. The modulated symbols,
BTS. The CDMA signal is subsequently filtered using a digitalhich have a rate of 4.8 Ksps, are spread with Walsh code 32.

l?;—l Ksps




The sync message is divided into 80 ms superframes, and eitérleaver is different than the one used for the sync caknn
superframe is divided into three frames. The first bit of eadiecause it operates on 384-symbols instead of 128-symbols.
frame is called the start-of-message (SOM). The beginniiktpwever, both interleavers use the bit reversal methoalin
of the sync message is set to be on the first frame of eatle paging channel message is scrambled by modulo-two
superframe, and the SOM of this frame is set to one. Tlagldition with the long code sequence.
BTS sets the other SOMs to zero. The sync channel messagéhe paging channel message is divided into 80 ms time
capsule is composed of the message length, the message b&ldts, where each slot is composed of eight half-frames. All
cyclic redundancy check (CRC), and zero padding. The lengtie half-frames start with a synchronized capsule indicato
of the zero padding is such that the message capsule extend63CI) bit. A message capsule can be transmitted in both a
to the start of the next superframe. A 30-bit CRC is computesynchronized and an unsynchronized manner. A synchronized
for each sync channel message with the generator polynonmassage capsule starts exactly after the SCI. In this case,
30 . 29 . 21 20 . 15 . 13 the BTS sets the value of the first SCI to one and the rest
g(x) = @ +a7 +a” +aT +a +a of the SCIs to zero. If by the end of the paging message
+aP 4 4+t "+ P a4+ 1 capsule there remains less than 8 bits before the next SCI,

The SOM bits are dropped by the receiver and the framg’ée message is zero padded to the next SCI. Otherwise, an

bodies are combined to form a sync channel capsule. The Swéynchronized message capsule is sent immediately héer t
message structure is summarized in Fig. 3. end of the previous message [25]. The paging channel stauctu

is summarized in Fig. 5.

Sync Chan. Superframe =80 ms

Paging Channel Slot = 80 ms = 8 Half Frame _ _
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Fig. 5. Paging channel message structure.
D. Paging Channel
The paging channel transmits all the necessary overheadTransmitted Sgnal Model

parameters for the receiver to registe_r into the netv_vorli. [25 The pilot signal, which is purely the PN sequence, is used
lSom_? énobnethoperat_ors aAso trzlsmsr;_lththe B;S Iatl;[u_(zedzi%i acquire and track a cellular CDMA signal. The acquisition
ongitude on the paging channei, which can be exploited 1gf, tracking will be discussed in Section Ill. Demodulating
navigation. The major cellular CDMA providers in the Unite he other channels becomes an open-loop problem, since no
States, Sprint and Verizon, do not transmit the BTS latitu edback is taken from the sync, paging, nor any’/ of the
ang Ilong|_tu%e. %S Cﬁl_lular usgd tg transmit the BTS IatIHJd%ther channels for tracking. Since all the other channeds ar
an ongltu e, but this provider 0es not operate anymors?nchronized to the pilot, only the pilot needs to be tracked
The paging ch_annel message encoding before transmlssm%& it is required by the 1S-95 specification that all theled
llustrated in Fig. 4. channels be synchronized with the pilot to withirb0 ns

64-chip Walsh Code . . .
Cossas - [27]. Although signals from multiple BTSs could be received

simultaneously, a receiver could associate each individua
12288 Meps — Signal with the corresponding BTS, since the offsets betwee
m(t)

Paging Channel

9.6 Ksps
119.2 Ksps

@
a,
0

X

3]

=)

=

119.2 Ksps

Message| Convolutional Symbol Block
9.6 Kbps|r — 1/2 K —o|  |Repitition [|Interleaver the transmitted PN sequences are much larger than one chip.
4.8 Kbps 2 The normalized transmitted pilot signalt) by a particular
Long Code Mask for f BTS can be eXpreSSEd as
Paging Channel p (1-7) Long Code 1.2288 Mcps Decimator = , , )
Generator B S(t) = (7 [t - A(t)] COS (wct) - CQ [t - A(t)] S (wct)

= %{(C}[t —A(t)] + jcb[t _ A(t)]) . ejwct}
= % {cilt = A@)] + jeplt — A@)]} - 7

Fig. 4. Forward-link paging channel encoder.

The initial bit-rate of the paging channel message is either
9.6 Kbps or 4.8 Kbps arld is prov!ded in the sync channel +l {c}[t — A(t)] —jc’Q[t _ A(t)]} Cemiwet
message. Next, the data is convolutionally encoded in tme sa 2
way as that of the sync channel data. The output symbae¥ere c;(t) = c;(t) * h(t) and ci(t) = cq(t) * h(t); h is
are repeated twice only if the bit rate is less than 9.6 Kbpthe continuous-time impulse response of the pulse shaping
After symbol repetition, the resulting frames, which aret38 filter; ¢; andcq are the in-phase and quadrature PN sequences,
symbols long, are block interleaved one frame at a time. Thespectivelyw. = 27 f. with f. being the carrier frequency;



and A is the absolute clock bias of the BTS from GPS timavhere # is the beat carrier phase estimate ahid] is a

The total clock biasA is defined as pulse shaping filter, which is a discrete-time version of the

one used to shape the spectrum of the transmitted signal,
with a finite-impulse response specified in [16]. Nexf;] is

here PN is the PN offset of the BTST. — 1x10-6 correlated_wnh a Ioca_l repllca of the spreading PN sequence

WRETE ! Voftset 1S Te offset of the BTSI. 12288 The resulting correlation is used as a measure of the quality

is the chip interval, andt, is the BTS clock bias. Since the £ 1h de oh d the beat . h timat |
chip interval is known and the PN offset can be decoded gy the code phase an € beal carrier phase estimates. in a

the receiver, onlyt, needs to be estimated. It is worth notiné%lItaI receiver, the correlation operation is expressed a
that the cdma2000 standard requires the BTS’s clock to be  +Ns—1 A A
synchronized with GPS to within 10s, which translates to a Si = > @[k] {ezltr — ta(tx)] + jeqlte — £s(te)]} . (3)
range of approximately 3 km (the average cell size) [27]sThi k=i
requirement is enough to prevent severe interference eetwgvhere S; is the ith subaccumulation)N, is the number of
the short codes transmitted from different BTSs and maistaisamples per subaccumulation, ahdt;) is the code start
the CDMA system’s capability to perform soft hand-offs [16]time estimate over théth subaccumulation. The code phase
The clock bias of the BTS can therefore be neglected fean be assumed to be approximately constant over a short
communication purposes. However, ignoriftg in navigation subaccumulation intervaly,;; hence,t,(t,) ~ f,,. It is
applications can be disastrous, and it is therefore crdoial worth mentioning that7,,, can be made arbitrarily large,
the receiver to know the BTS’s clock bias. Estimationiof theoretically, since no data is transmitted on the pilotncieh.
is discussed in Section IV. Practically, T, is mainly limited by the stability of the BTS

_ _ _ and receiver oscillators [29]. In this papét,,; is set to one
F. Received Signal Model After Front-End Processing PN code period. The carrier phase estimate is modeled as

Assuming the transmitted signal to have propagated throu@ttx) = 27 fp,ti + 6o, where fp, is the apparent Doppler

an additive white Gaussian noise channel, a model of thhequency estimate over thgh subaccumulation, and, is
received discrete-time signalk] after radio frequency (RF) the initial beat carrier phase of the received signal. As in a
front-end processing: downmixing, a quadrature approach@PS receiver, the value @ is set to zero in the acquisition
bandpass sampling [28], and quantization can be expressedtage and is subsequently maintained in the tracking sTame.

1 . apparent Doppler frequency is assumed to be constant over a
r[k]zi{c}[tk—ts(tk)]— jepltr—ts(ti)]}-e??™)+n[k], (1) shortT,,,. Substituting forr[k] and z[k], defined in (1)-(2),

into (3), it can be shown that

A(t) - 64 . (PNoffsetTc) + 6ts(t),

wheret(t) = dtror + Aty — dtror) is the PN code phase

i+Ns—1
of the BTS¢, = kT is the sample time expressed in receiver S; = Ny Ro(At)) Z eIA0ER) | 4, (4)
time, T is the sampling periodjtror is the time-of-flight P

(TOF) from the BTS to the receivefi(t;) is the beat carrier . . .
. . . . where R, is the autocorrelation function of the PN sequences
phase of the received signal, antk] = n;[k] + jng[k] with A s N
. : . . o 1 andceg, At; =t,, —t,, is the code phase errahg(t) =
nylk] and nglk] being independent, |dent|cally—d|str|butedﬁ 3 . . A .
o ¢ . er(tk) — 0O(ty,) is the carrier phase error, amd = ny, + jng,
(i.i.d.) Gaussian random sequences with zero-mean and vari R : i g
9 . ) . . with n7, and ng, being i.i.d. Gaussian random sequences
anceo;,. The receiver developed in Section Il will operate on . : : . 9 .
the samples of k] in (1) ywth zero-mean and varianc®d/;o;,. The expression of5;
' in (4) assumes that the locally generated and ¢y have
I1l. CELLULAR CDMA RECEIVER ARCHITECTURE the same codg pha}se. To ensure this, both sequences must
. ] ] begin with the first binary one that occurs after 15 conseeuti
_The ceIIu_Ia_r.CDMA receiver conS|st_s of three. main ;tage§éros; otherwise},S;| will be halved. Fig. 6 showssS;|? for
signal acquisition, tracking, and decoding. The first sabs®  nsynchronized and synchronizedandc,, code phases (i.e.,
gives a brief description of the correlation process in théifted by 34 chips). The correlation peak for the synchzedi
cellular CDMA navigation receiver. The following subsetts  qges s four-times the peak for the unsynchronized case.
present a detailed software implementation of the three re-

ceiver stages. The main differences between a GPS receive
and the developed cellular CDMA receiver are highlighted.

A. Cellular CDMA Receiver Correlator

Given samples of the baseband signal exiting the RF front- G
end, defined in (1), the cellular CDMA receiver first wipe$-of
the residual carrier phase and match-filters the resultgmps
The output of the matched-filter can be expressed as

x[k] = |r[k] - e 0t | 4 h[—k], (2) Fig. 6. |S;|? for (a) unsynchronized and (b) synchronizedandc codes.



Code start time estimate (s)

The carrier wipe-off and correlation stages are illusttate 136
Fig. 7.

Doppler frequency estimate (Hz)
20

o | 3 TN 1] C/NO (dB-Hz)
(X i o S LR,
i o k=i I ; 0 60
3 \TJ Pulse-Shaping : 3 ) 3 i‘ /
| e (¢ Filter | }(‘I[tk — 1] +]CQ[tk — s ! £ PR
Carrier wipe-off Correlator

Acquire \' Track

PN Offset ;271

Fig. 7.  Carrier wipe-off and correlator diagram. Thick Bnéndicate a
complex-valued variable.

1 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380 400 420 440 460 480 512

L Fig. 8. Cellular CDMA signal acquisition front panel showifns; |2 along
B. Acquisition with Zs,, fp,, PN offset, andC'/Ny for a particular BTS.

The objective of this stage is to determine which BTSs are
in the receiver’s proximity and to obtain a coarse estimdte e Tracking

their corresponding code start times and Doppler freq@snci o o )
For a particular PN offset, a search over the code start timeAfter obtaining an initial coarse estimate of the code start

and Doppler frequency is performed to detect the presencelite and Doppler frequency, the receiver refines and maisitai

a signal. To determine the range of Doppler frequencies #Se estimates via tracking loops. In the proposed deaign,
search over, one must consider the relative motion betweise-locked loop (PLL) is employed to track the carriersgha
the receiver and the BTS and the stability of the receive/d @ carrier-aided delay-locked loop (DLL) is used to track
oscillator. For instance, a Doppler shift of 122 Hz will bdhe code phase. The PLL and DLL are discussed next.
observed for a cellular CDMA carrier frequency of 822.75 1) PLL: The PLL consists of a phase discriminator, a loop
MHz at a mobile receiver with a receiver-to-BTS line-offilter, and a numerically-controlled oscillator (NCO). &
sight velocity of 150 km/h. Furthermore, a Doppler shift uf1® receiver is tracking the data-less pilot channelagan2

to 250 Hz was experimentally observed for a stationary réiscriminator, which remains linear over the full inputarr
ceiver equipped with a poor temperature-compensatedatry$gnge of+m, could be used without the risk of introducing
oscillator (TCXO). Therefore, the Doppler frequency shard®hase ambiguities. In contrast, a GPS receiver cannot use
window is chosen to be between -500 and 500 Hz at a carrtBs discriminator unless the transmitted data bit valuethe
frequency of 882.75 MHz. The frequency spacigi, must navigation message are known [31]. Furthermore, while GPS
be a fraction ofl /T, which implies thatA fp < 37.5 Hz, receivers require second- or higher-order PLLs due to tee th
if T,., is assumed to be one PN code period. In this papgligh dynamics of GPS satellite vehicles (SVs), lower-order
Afp is chosen to be between 8 and 12 Hz. The code stEkLs could be used in cellular CDMA navigation receivers. It

time search window is naturally chosen to be one PN codé&S found that the receiver could easily track the carriasph
interval with a delay spacing of one sample. with a second-order PLL with a loop filter transfer function

Similar to GPS signal acquisition, the search could gHven by 9 9
implemented either serially or in parallel, which in turnuéd Fprr(s) = M, (5)
be performed over the code phase or the Doppler frequency. s
The proposed receiver performs a parallel code phase seamtiere( = \/% is the damping ratio and,, is the undamped
by exploiting the optimized efficiency of the fast Fourienatural frequency, which can be related to the PLL noise-
transform (FFT) [30]. If a signal is present, a plot [&f;|> equivalent bandwidtB,, pr1, by B, pLL = §—2(4(2+1) [32].
will show a high peak at the corresponding code start tinféhe output of the loop filteppr, is the rate of change of the
and Doppler frequency estimates. A hypothesis test couddrrier phase error, expressed in rad/s. The Doppler frexyue
be performed to decide whether the peak corresponds tasadeduced by dividingprr, by 27. The loop filter transfer
desired signal or noise. Since there is only one PN sequerftmction in (5) is discretized and realized in state-spdde
the search needs to be performed once. Then, the resultigse-equivalent bandwidth is chosen to range between 4 and
surface is subdivided in the time-axis into intervals of 68 Hz.
chips, each division corresponding to a particular PN ¢ffse 2) DLL: The carrier-aided DLL employs the non-coherent
The PN sequences for the pilot, sync, and paging channett product discriminator. In order to compute the code phas
could be generated off-line and stored in a binary file to dpeeerror, the dot product discriminator uses the prompt, eanky
up the processing. Fig. 8 corresponds to the front panel late correlations, denoted by,,, S.,, and S;,, respectively.
the acquisition stage of the LabVIEW cellular CDMA SDRThe prompt correlation was described in Subsection IlI-A.
showing|S;|? along with,,, fDi, PN offset, and carrier-to- The early and late correlations are calculated by corrajati
noise ratioC'/ Ny for a particular BTS. the received signal with an early and a delayed version of the



prompt PN sequence, respectively. The time shift betwfen the tracking loops of the LabVIEW cellular CDMA navigation
ands;, is defined by an early-minus-late ting,,;, expressed receiver: code error; phase error; Doppler frequency;ygarl
in chips. Since the autocorrelation function of the traridi prompt, and late correlations; pseudorange; and in-phade a
cellular CDMA pulses is not triangular as in the case afuadrature components of the correlation function.

GPS, a widett.,,,; is preferable in order to have a significant

difference betweers,,, S.,, and S;, [25]. Fig. 9 shows the ] (a) g (b)
autocorrelation function of the cellular CDMA PN code a g - é:wo—
. pe e 04
specified by the 1S-95 standard and that of the C/A code § 3 *
GPS. It can be seen from Fig. 9 that far,, < 0.5 chips, § * I & o
R(r) in the I1S-95 standard has approximately a consta § o s WZZ
B . . . - - 0.6 m T
value, which is not d_eswgble for precise tracking. In traper, £,
atemy Of 1 to 1.2 chips is chosen. s R
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Fig. 9. Autocorrelation function of GPS C/A code and celuEDMA PN g’m_ (e) T 1o (f)
sequence according to the 1S-95 standard. _§ 12220 g 162+
E 13210~ S
The DLL loop filter is a simple gaink, with a noise- =y "
equivalent bandwidthB, pr, = £ = 0.5 Hz. The output ™%+ & ¢ & 5% & Thouohos b bbb
of the DLL loop filter vpyy, is the rate of change of the code Time (sec) Offset (samples)

phase, expressed in s/s. Assuming low-side mixing, the codg 11.

Cellular CDMA signal tracking: (a) Code phase el(@hips), (b)

start time is updated according to

£S¢+1 = Esi - (UDLL,Z' + fDl/fc) : NsTs-

Fig. 10 depicts a diagram of the tracking loops.

Prompt Sp; Carrier Phase Loop |vpLL
* Correlator Discriminator Filter
r[k] i |
1 Vﬁa:;r Early Se; Code Phase Loop
P I—" Correlator Discriminator Filter
s I UDLL
-~ - Late S, .
= * Correlator 7 . : b
2 crlty — ts,] + jeglty — ts, ;
y 1tk — ts,] + jeqlt ]NCO&PN?
Generator |si
Fig. 10. Tracking loops in the navigation cellular CDMA raee.

carrier phase error (degrees), (c) Doppler frequency astirfHz), (d) prompt
(black), early(red), and late (green) correlation, (e) sueed pseudorange (m),
and (f) correlation function

D. Message Decoding

Demodulating the sync and paging channel signals is
performed similarly to the pilot signal but with two major
differences: (1) the locally generated PN sequence is fur-
thermore spread by the corresponding Walsh code and (2)
the subaccumulation period is bounded by the data symbol
interval. In contrast to GPS signals in which a data bit stre$
over twenty C/A codes, a sync data symbol comprises only
256 PN chips and a paging channel data symbol comprises 128
chips. After carrier wipe-off, the sync and paging signais a
processed in the reverse order of the steps illustratedginZi

In a GPS receiver, the pseudorange is calculated basedaod Fig. 4, respectively. It is worth noting that the starttof
the time a navigation message subframe begins in ordersimc message always coincides with the start of the PN code
eliminate ambiguities due to the relative distance betw&e8 and the corresponding paging channel message starts a@ter 3
SVs [32]. This necessitates the decoding of the navigatioms minus the PN offset (expressed in seconds), as shown in
message in order to detect the start of a subframe. Thédg. 12. The long code state decoded from a sync message

ambiguities do not exist in a cellular CDMA system. Thiss valid at the beginning of the corresponding paging channe
follows from the fact that a PN offset of one translates to message.

distance greater than 15 km between BTSs, which is beyondrhe long code is generated by masking the outputs of the 42
the size of a typical cell [33]. The pseudorange can theeefaregisters and computing the modulo-two sum of the resulting
be deduced by multiplying the code start time by the speed-aits. In contrast to the short code generator in cellular GOM
light. Fig. 11 shows the intermediate signals producediwithand to the C/A code generator in GPS, the 42 long code



Even second Sync channel — Sync channel
marks —

E. Cellular CDMA Navigation SDR Realization

superframe frame 4 sync channel superframes
80/3 ms 3 S .. . . .
Syne channel [© 50T Lo —— 320 ms - The acquisition, tracking, and signal decoding stages @f th
“‘ithl'[%“l‘f PN | | | " | | | | cellular CDMA navigation SDR were developed in LabVIEW.
offse T T .
. ; N— ; Each stage was expressed as a separate so-called virtual
PN offset tLast sync channel superframe ! : B . .
N " containing sync messoge i m_strument (VI), whose inputs and outputs are illustrated i
Sync channel VT - : Flg 15.
with non-zero| | | | . | | | | | | | :
PN offset : Long code state in this message is valid : Receiver Configuration
Do ' ; ;LIE tim(}e 320 insf }pil()t PN sequence offset ! k] RS Code start time estimate [s]
aging channel: after the  message . R _l i
gﬁ-;mo H after the end of the message : PN Offset | M L Dl.:uppler freq estimate [Hz]
Paging channel| . ) H Long code state E C/ND [dB-Hz]
with zero 20 s is valid at this time ~ <a> Tracking loops initial states
e T I I B o si°2
Recever Configuration mmmu
Fig. 12. Sync and paging channel timing. Code start tirme estimate [s] m—L Code phase error [chips]
Doppler freq estimate [Hz] - Byl Carrier phase error [deg]
C/MO [dB-Hz] E Doppler freq estimate [Hz]
. . i i . Tracking loops initial states Prompt correlation
g_enerator registers are configured to satisfy a linear semur Early correlation
given by Late correlation
<b) Pseudnr.ange[m]
p(z) = 12 4 o3 o3 4 g3 4 2T 4 4 2?2 C[i;relatlon sequence
—
21 19 18 17 16 10 7
+zr "+t T+ o Receiver Configuration
System D
+al S 4t a2 41, k] -1 LN}retWDrk D
. Decoded PN Offset
The long code mask is obtained by combining the PN offset BTSID (hex)
and the paging channel numheas shown in Fig. 13. (© EE t”t’_‘tg';”de
atitude
System Time
41 20 28 24 23 21 20 9 8 0 CDMA Channel £
[1100011001101[00000] P [000000000000] PN offset | L Long Code State
Fig. 13. Long code mask structure. Fig. 15. Navigation Cellular CDMA LabVIEW ViIs: (a) acquigih, (b)

tracking, and (c) signal decoding.

Subsequently, the sync message is decoded first and the
PN offset, the paging channel number, and the long code IV. NAVIGATION WITH CELLULAR CDMA SIGNALS

state are then used to descramble and decode the paging, making pseudorange observations via the cellular
message. It is important to note that the long c_ode is f'rébMA navigation SDR presented in Section Il to 4 or

decimated at a rate of 1/64 to match the paging chanfgh e BTss” one may estimate the position and clock bias
symbol rate. More deta|I§ are specified in [16]: F'g; 14 ShOWﬁ the SDR, provided that the BTS locations and their clock
the demodulated sync signal as well as the final |m‘ormat|('|5ri'%lseS are known. The observability of environments com-

decoded from the sync and paging channels. Note that Wesing multiple receivers making pseudorange obsematio

Verizon BTS position information (latitude and longitud® 1 yorrestrial SOPs was studied in [14] and the estimation of

not broadcasted. Moreover, note that the last digit in th& BTinknown cellular CDMA SOP states was addressed in [18].
ID corresponds to the sector number of the BTS cell.

This section describes a framework for navigating withudat
CDMA signals. The framework consists of two receivers: a

2646 SR peten mapping receiver and a navigating receiver, each equipped
VO L e s e e o, & Gy | ST B;:;:”hal with the proposed cellular CDMA SDR. The mapping receiver
9 » & & ¥ 2 ; ;
2 e PR RN R & — I is assumed to have knowledge of its own state vector (by
g oy LT SR EE - having access to GPS signals, for example) and is estimating
2 oo " Pp00,0% g T e the states of the unknown SOP BTS. These estimates are
Y so0000- o+ . L . .
5 ol i g ﬁ 3 ;?3 o — 0 shgred with the nawggtlng receiver, whlch has no I_movyledge
@ ZOE RO gy BN ap SenTime of its own states. This section considers the estimation of
e T AR < receiver and SOP states in a static framework. As such, the
-2E+6-1 0 o o 0 CDMA Channel # Long Cede State . . . ) .
5385 sd5 55 53 S0 P, time argument will be dropped for simplicity of notation.

Time [s]

Fig. 14. Message decoding: demodulated sync channel qigftaland BTS A PSEUdorange Measurement Model
and system information decoded from sync and paging chsur{right). The state of the receiver is defined as A [’I’I, C5tr]T,

where r, = [xr,yT,zT]T is the position vector of the re-



ceiver, §t,. is the receiver’s clock bias, andis the speed- on theith BTS as

of-light. Similarly, #he state of theth BTS is defined as 7y, — 7o || + Ot _p@) 5t — o
x,, 2 [rl.cdty], wherer,, = [r4,,Ys,2s] IS the sl o
position vector of theth BTS anddt,, is the clock bias. The #i = : = :
pseudorange measurement to #theBTS, p;, can be therefore |7ra — 7|l + Oty — pl(.M) clts, — ngM)
expressed as — oSty 1ar + 0,
pi = hi(zr, xs,) + vi, , . T
wherely; £ [1,...,1]" ando®) £ — U(J),...,v%) .The

A

yvhere hz‘(fcr,ms%) ||_7’r “Tsillp O [0t, — dts,] and v clock bias dts, is estimated by solving a weighted least-
is the observation noise, which is modeled as a zero-megfy,ares (WLS) problem, resulting in the estimate, —
Gaussian ran.dom_ varlablle with varianeg@ [14]. Assuming % (I&WIM)—I 11, Wz and its associated error variance
that the receiver is drawing pseudorangesMo> 4 BTSs

with known states, the receiver’'s state can be estimated rtﬁg = (1}\—,{W1]\4) , whereW = diag [O_(—})z, ) ﬁz]s
solving a weighted nonlinear least-squares (WNLS) problefg the weighting matrix. The true clock bias of thgn BT
as discussed in Subsection IV-C. The next subsection diesUscan now be expressed ds,, = ot,, + w;, wherew; is a

estimating the states of the BTS. zero-mean Gaussian random variable with variasie .

B. BTS State Estimation C. Fusion of BTS Clock State Estimates into the Navigation

Consider a mapping receiver with knowledge of its owigolution
state vector (by having access to GPS signals, for exampleBince the navigating receiver is using the estimate of the
to be present in the navigating receiver's environment &5S clock bias, which is produced by the mapping receiver,
depicted in Fig. 16. The mapping receiver's objective is tthe pseudorange measurement made by the navigating neceive
estimate the BTSs’ position and clock bias states and sharetheith BTS becomes
these estimates with the navigating receiver through araent .
database. If the mapping receiver has been estimating the pi = hi(@e, s,) + 1,
SOP BTSs' states for a sufficiently long period of time, i, = TTWC&S}T andn; 2 v — w; models the
the position state estimate uncertainties will be neglgib ’ S
Moreover, the position state estimates are physicallyiate overall uncertainty in the pseudorange measurement. KHence
(through surveying or satellite images, for example), aictvh

the vectorn = [n, ... 777N]T is a zero-mean Gaussian ran-
point these estimates are assumed to match the true stziitesdé?rﬁn vector with a covariance matri = C + R, where

— : 2 2 H H H
are subsequently stored in the database. Unlike the positg = diag [Uétsl""’a&szv is the covariance mairix of
state estimates, the clock bias state estimates are méiceildif w 2 [w;,...,wy] andR = diag [0f,...,0%] is the co-
to verify and are time-varying. Therefore, in the sequel, Viariance of the measurement noise veaiot [v1, ..., vy] .
is assumed that the mapping receiver is only estimating tiae Jacobian matrid of the set of observation functions
BTSs' clock bias states. h £ [hy(@,, &), ..., Ay (@, &,,)] With respect tox, is
Central oo given byH =[G 1y], where
pping
. X Database R iver LTyr—Tsy Yr—Ysy Zr—Zsq
Navigating 2 4 Il ece ||7',~77'51 ||7'T77'51 H HT‘TfTsl ‘
Receiver A
G A . . .
Tp—Ts Yr—Ysn Zr—Zs
[re=ranl [lrr=rsnll flrr=ron]

The navigating receiver's state can now be estimated by
solving a WNLS problem, where the incremental change in
the state vector estimate per iteration is given dy, =
[5rI,5(c§tT)}T, where §r, and §(cét,) are the incremental
change in the position and thelz clock bias states, respec-
Fig. 16. Mapping receiver and navigating receiver in SORrenment. tively, and éx, = HTE_IH) H'S"! (p — h), where
p = [p1,p2,...,pn] and H and h are evaluated at the
Considers\M mapping receivers an¥ SOP BTSs. Denote current iteration of the state estimaie and the BTS state
. ) ; = AN

the state vector of thgth receiver byz, , the pseudorange estimates{z, };- ;.

measurement by thgh receiver on the‘th‘BTS bypz(.j), land D. Clock Biases of Different Sectors of a BTS

the corresponding measurement noise:py. ASSL.JmeUz(J). 0 Atypical CDMA BTS transmits into three different sectors
be independent for all and j with a corresponding varianceyjithin a particular cell. Ideally, all sectors’ clocks stidbe

2
agj) . Define the set of measurements made by all receivelsven by the same oscillator, which implies that the same




clock bias (after correcting for the PN offset) should bthe common error and the vectap as the uncommon
observed in all sectors of the same cell. However, factarh sterror. It follows from this definition thats>™ | ¢; = 0.

as unknown distance between the phase-center of the seBrreplacing the expression of in a WNLS step, the
antennas, delays due to RF connectors and other componamsemental change in the receiver state estimate can be
(e.g., cabling, filters, amplifiers, etc.) cause the clockses expressed assz, = oz” + dz!*’, where sz =
corresponding to different BTS sectors to be slightly défe. p (HT2—1H) 1Ty 1y is the effect of the common error
This behavior was consistently observed experimentallyian 5nq 5.@@) _ (HTE—IH)_l HTS 14 is the effect of the

depicted in Fig. 17. uncommon error.
10 1) Effect of Common Error on Navigation Solution: The
i S 22 common error term will only affect the receiver clock bias
Sector Sector 7 g §222 estimate. This can be shown by realizing that
Anterlrla 8 §_2 24
~ T He, =[G 1n]es =1y, (7)
S -2.26 Y
?g‘g_m — Sector p wheree, = [0,0,0, 1]T. Then, using (7), the incremental
2 -+~ Sector ¢ change due to the common term becomes
Sector p O% 2% 2 40 6 8 100 .
Time [3 szl =b(H'S"'H) H'S '1y
BTS Cell b -1
(a) (b) =b(H'S'H) H'S 'He, =bes, (8)

Fig. 17. (a) A receiver placed at the border of two sectors afel, ) ) )
making pseudorange observations on both sector antenmastasieously. which has a non-zero component only in the clock bias state.
The receiver has knowledge of its own states (from GPS syraid has ; sl (p,q)
knowledge of the BTS position states. (b) Observed BTS cluak for the Thus.’ if ,the Im.j!VIdual .errorsi . happen to be all equal, the
two sectors (after Correcting for the PN offset). receivers pOSItIOI’l estimate W|” be unaffeCted
2) Effect of Uncommon Error on Navigation Solution:

Fig. 17 suggest that the clock biasééf) and §t§?) of Unlike the common error, the uncommon error will affect

sectorg andg, respectively, of théth BTS are related through all receiver states. Next, a bound on the error introduced
cét(q) _ c5t(”> n €§p7q) by fche uncommon error in the receiver's p0§|t|0n es_tl_mate is
derived. The incremental change in the recelver p03|t|atest

wherec!”? is a random variable that models the discrepan@an be expressed ds, = Tiz, = = Toz!” + Tsz(", where
between the sectors’ clock biases. The discrepapcy can T = [Isx3 Osxi1]. By replacmgéwrb with its expression
be particulary harmful if the mapping and navigating reeesv from (8), the change in position becomes

are listening to two different sectors of the same BTS call. | W) _

the following subsection, a bound on the error introduced in or = bTes + Tox(?) = Toa ©)
the navigation solution due to the sector clock dlscrepaﬂcyTakmg the 2-norm on both sides of (9) yields
characterized.

E. Navigation Solution Error Characterization Due to Pres- |67 = HTM’W)H
ence of Discrepancy in BTS Sectors' Clock B|a_5$_ o < |||l - H&ng)H — H(gmgw) (10)
The pseudorange measured by th(e navigating receiver in
sectorq of the ith BTS is given byp(” = ||r, —r,, J)F since | T|| = 1. Replacingsz'”) by its expression in the
ot — 6t qj + v;. If the navigating receiver use& ", WNLS update, (10) becomes
WhICh is produced b;/ the mapping receiver in secmr R B
as an estimate oﬁts , the seudorange model becomes l[or|| < H(H ) H) H % (e_blN)H
/(q) =||r, — rs,||+e |0t — 5t ! }—l—m—i—el(»p"n = pl(»Q)—i-ez(-p’q). <~lle—=0blyn], (12)
Generahzmg this expression to the caseNdofSOP BTS cells . .
with each mapping receiver listening to a different sectayhere v = H(HTE_lH) HTE_IH- Therefore, to de-
than the navigating receiver yielgg = p + €, wherep’ £ termine the upper bound of (11), the tera — b1y]||, or
[p/l(q)’ o 7p/](vq)}T ande 2 HM)’ o ’Eg\z;-,q)r' The effect of €duivalently its square, must be maximized, leading to
€ on the incremental changer, is (HTS'H) ' HTS e, maximize |e —bly|® = |A€|?, (12)
In general, the discrepancy vectoican be expressed as €
1 1 1
€=bly +1, 6) I-% -x Yy
A 1NV _(pa) 14T A AL N (1_N) N
where b = &>l ¢€ = ylye and ¢ = = : :
[eﬁ””) —b,...,eg\’,”” —b} . The termb is referred to as _1 _1 (1-1)
N N N



Motivated by experimental data collected in different BTl ¢
sectors and for various cells, it is reasonable to assunte tha

P <, Vi, (13)

whereq is some positive constant. As such, the maximizatio LT T aNgh) « SUE! s ]
problem in (12) becomes constrained by (13). The function i ; ; e
(12) is convex, since it is the composition of the norm with a = L 2
linear mapping, and the box constraints in (13) form a conve ”*’\:‘; - o maen || GRID
set. Therefore, the maximizer of (12) subject to the coirita RN \ \

(13) lies on the extreme points of the feasibility regiomnedy N

*
‘(el(.p’qj)\Q lz o, V.

If Is even, the maximum is achieved w*henever
SN P — 0; hence, the maximizer is<e§p7q))

i=1"1

(=1)"a, YV i. If N is odd, the maximum is achieved whenever
N (pq) _  h th . -{ (mg)\* __  Fig.18. Experimental hardware setup. 1: Vehicle-mouneeivers. 2: GPS
i1 € = |af; hence, the maximizer ig¢; = and cellular CDMA antennas. 3: USRPs. 4: Storage device.aBVIEW-
; . * based cellular CDMA SDR. 6: GRID GPS SDR. 7: MATLAB-basedmator.
(-1)'afori=1,....N—1,and(e®?) = +a. Therefore,

the maximum error introduced in the receiver's position is

bounded by where (C/Ny), is the measured carrier-to-noise ratio for the
JN N ith BTS andTco = 52+ s is the predetection coherent
|67 || < { S‘% ! IS even integration time. The weighting matrices for the WNLS were

- NN_loc’y, if N is odd calculated accordingly.

Since measurements to only 3 BTSs were available, all
measurements and trajectories were projected onto a two-
Navigation using the proposed mapper/navigater framewaflnensional (2-D) space. Subsequently, only the horizonta
discussed in Section IV was tested experimentally with #le ¢ position and the clock bias of the navigating receiver were
lular CDMA SDR developed on Section IlI. For this purposeseing estimated. The environment layout as well as the true

a mapping receiver and a navigating receiver were equippgst estimated receiver trajectories are shown in Fig. 19.
with two antennas each to acquire and track: 1) GPS signals

and 2) signals from nearby cellular CDMA BTSs. The receiver GPS Cellular CDMA
CDMA antennas used for the experiment were consumer  Estimated Estimated
grade 800/1900 MHz cellular antennas, and the GP'S antenn e <. Trajecm .
were surveyor-grade Leica antennas. The GPS and celluli & :
signals were simultaneously down-mixed and synchronousl 3
sampled via two universal software radio peripherals (U§RP
driven by the same GPS-disciplined oscillator. The recsive
were tuned to a 882.75 MHz carrier frequency, which is g
a channel allocated for Verizon Wireless. Samples of the
received signals were stored for off-line post-processirige
GPS signal was processed by a Generalized Radionavigatic
Interfusion Device (GRID) SDR [34] and the cellular CDMA NSvigating
signals were processed by the proposed LabVIEW-based SDF Receiver
Fig. 18 shows the experimental hardware setup
Over the course of the experiment, both receivers we
listening to the same 3 BTSs of which the position states w
mapped prior to the experiment according to the framework
discussed in [35]. The mapping receiver and the navigating
receiver were listening to the same sectors; hence, there we !
no additional errors due to the discrepancies betweenrsedtig. 19. Navigating receiver trajectory and mapping remeiand BTS
clocks. The mapping receiver was stationary during the expécations.
iments and was estimating the clock biases of the 3 knownI can be seen from Fig. 19 that the navigation solution

E;vsisét-irnher?cee?\?grrseTvggtcr;?éi?a;/:(gl?rnocme E‘gg]the mapping &lGained from the cellular COMA signals follows closely the
gating navigation solution obtained using GPS signals. The mean
temi Bnon T? 1 distance difference along the traversed trajectory beivtee

2 _
7= 2(C/No), bt Tco (C/NO)Z.] ’ GPS and CDMA navigation solutions was calculated to be

V. EXPERIMENTAL RESULTS




5.51 m with a standard deviation of 4.01 m and a maximufm] J. Khalife, Z. Kassas, and S. Saab, “Indoor localizatmsed on floor
error of 11.11 m. The mean receiver clock estimate differ-

ence between the GPS and CDMA navigation solutions wgs,

calculated to be -45 ns with a standard deviation of 23.03 ns.

VI. CONCLUSION

[13]

This paper presented an SDR architecture for cellular

CDMA-based navigation. Models of the cellular CDMA sig{14]

nals were first developed and optimal extraction of relevant

positioning and timing information was discussed. Next, [a5]

detailed description of the various stages of a LabVIEW-

based SDR was presented. Furthermore, a navigation frame-

work consisting of a mapping/navigating receiver in a datiu [16]
CDMA environment was studied. The induced error in the
o : . ) —y
navigation solution due to having the mapping and navigati
receivers listen to different sectors of the BTS cell was-angs]

lyzed. Finally, experimental results comparing the natitga

solution from GPS versus that of cellular CDMA utilizing thg;q,

developed SDR showed a mean distance difference of 5.51 m.
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