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Abstract

The proliferation of artificial intelligence (AI) agents has intro-
duced a new dynamic into the human social environment. This
study investigates prosocial behavior in a hybrid human-AI set-
ting, particularly within a gaming environment. Many existing
studies on prosocial behavior are conducted in economic game
settings in which the agents’ intentions, and whether or not
prosocial actions offer benefits, are explicit. This project ex-
plores prosocial interactions in spatial environments where the
need for help by another agent might not be immediately ob-
vious, and where cognitive processes such as attention, and
decision-making processes about the cost of helping are thus
likely to play a role. In a baseline study (N = 177), we inves-
tigated the likelihood of human agents reciprocating prosocial
behavior initiated by an AI player. Results indicated that the
low saliency of the AI player’s actions was a primary reason for
non-reciprocation. A follow-up study (N = 164) tested whether
increasing the salience of the AI’s actions would enhance hu-
man prosocial responses. We found support for our hypothe-
sis from analysis of the time-series data and participants’ self-
reported post-game questionnaires. This research contributes
to the growing field of human-AI cooperation, outlining a vi-
sion for a future where technology actively contributes to our
collective well-being, and opening up new possibilities for
positive transformation in a world increasingly populated by
intelligent machines.

Keywords: prosocial, human-AI interaction, reciprocity,
awareness

Introduction
As the use of artificial intelligence (AI) becomes increasingly
common in everyday service applications, interactions be-
tween humans and AI have emerged as a promising area of
research. Studies in the field of human-AI interaction often
focus on trust and cooperation between humans and robots,
as well as the development of hybrid systems that surpass
the respective capabilities of both humans and AI (Makovi
et al., 2023; Toghi et al., 2021; Steyvers et al., 2022). How-
ever, as AI is integrated into human society, social dynamics
in human-AI interactions need to be considered. Understand-
ing prosocial behavior, broadly defined as actions intended to
benefit others (Schroeder & Graziano, 2015), is of particular
interest. The study of prosocial interactions between humans
and AI agents is crucial for designing automated systems. It
enables researchers to develop autonomous systems that are
not only more effective but also capable of empathetic re-
sponses (Avelino et al., 2018; Martin et al., 2020; Chernyak
& Gary, 2016; Chater et al., 2018). For instance, studies
by Sung et al. (2007) illustrated that emotional connections

with cleaning robots increased participants’ enjoyment while
cleaning and motivated them to put greater effort into inte-
grating cleaning robots into their households.

Economic games have long served as a crucial tool in the
study of prosocial behavior between humans and AI agents
(Dafoe et al., 2020; Wang et al., 2022; Hsieh et al., 2020).
These games can often be represented in matrix form, where
the rows and columns symbolize the possible strategies of
the players (Camerer, 2003). Experiments by Karpus et al.
(2021) explored one-shot interactions between humans and
AI in games such as the trust game, prisoner’s dilemma, and
stag hunt. The findings demonstrated what has been referred
to as “AI exploitation.” In this dynamic, humans trusted an
AI partner to the same extent as they would trust another hu-
man, but took more advantage of benevolent behavior when
it originated from AI than from another human.

When iterated economic games are considered, it has been
observed that autonomous agents can learn to build coop-
erative relationships with humans, particularly when these
agents use simple non-binding signals for communication
(Crandall et al., 2018). Participants who were unaware that
they were engaging with another person or an autonomous
agent could have been influenced by these signals, feeling
they were interacting with a human. When it becomes appar-
ent that a person is dealing with an autonomous agent, hu-
mans do not cooperate with AI to the same extent as they
would with other humans (Ishowo-Oloko et al., 2019).

These varied contexts underline the complexity and signif-
icance of understanding reciprocity in human-AI interactions
using economic games. However, while economic games
provide clear contexts for understanding prosocial behavior,
they often oversimplify the complexity of real-world interac-
tions. Many existing studies using these matrix-form stochas-
tic games present scenarios in which it is immediately obvi-
ous when another agent is helping or can benefit from proso-
cial actions. However, these simple economic games do not
always reflect real-world social decisions, as they often do
not consider planning over time and space (Kleiman-Weiner
et al., 2016). Recently, some researchers have extended the
scope of economic games to include stochastic games that
are played within spatial grid environments (Kleiman-Weiner
et al., 2016; Crandall et al., 2018). Such games demand plan-
ning concerning spatial actions and thinking about the other
player’s intentions over a series of actions. Similarly, Cran-
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dall et al. (2018) developed algorithms to facilitate coopera-
tion between AI agents as well as between humans and AI
agents in the context of repeated stochastic games. In their
study, a maze variant of the prisoner’s dilemma with a payout
structure similar to the classic format is included, but with
cooperation and defection that requires participants to think
over several moves rather than just one (Crandall et al., 2018).

Coordination and planning required by spatiotemporal
games reflect more complex social decision-making, provid-
ing valuable insights into the dynamics of human coopera-
tion and competition. A spatial game environment brings the
study of prosocial behavior closer to representing real-world
situations where a human and an AI agent share the same
physical space, such as interacting with delivery robots and
cleaning robots, making the findings more applicable to un-
derstanding human interactions beyond the confines of tradi-
tional economic games.

Because the types of actions players can take are extended
in both space and time, cognitive processes such as attention
and decision-making regarding the cost of helping come to
play crucial roles. In addition to the importance of planning,
we propose to examine the roles of other cognitive processes,
such as attention, in these spatiotemporal games. We hypoth-
esize that if the spatial environment is sufficiently complex,
the reason behind people not being prosocial towards the AI
is that they are unaware of the AI’s need for help.

Our study explores human prosocial responses to AI in spa-
tial gaming environments, focusing on the role of cognitive
processes like attention during these interactions. We build
on theoretical perspectives from economic and spatiotempo-
ral games, as well as previous research on human-robot inter-
actions, to examine how the salience of AI actions influences
human decision-making and attention in prosocial scenarios.
Previous research has explored reciprocity and spatiotempo-
ral games in the context of prosocial interactions indepen-
dently. However, reciprocity in the context of prosocial inter-
actions between human and AI agents in a spatiotemporal set-
ting remains unexplored. Furthermore, this setup introduces
saliency as a critical element within the spatiotemporal setup,
positing that it strongly impacts the dynamics of these inter-
actions. For this study, we designed a simple token-collecting
game and utilized a mixed-method approach, combining both
quantitative and qualitative analysis. This approach was em-
ployed to highlight the nuanced ways in which players inter-
act with AI, focusing on their decision-making patterns and
motivations. By investigating these dynamics in a less ex-
plicit environment, we aim to offer new insights into the cog-
nitive processes underpinning human-AI interactions.

Study 1: Baseline Study
We conducted a study to assess the likelihood of human par-
ticipants behaving prosocially toward autonomous agents. In
the context of our study, we will specifically refer to these au-
tonomous agents as “AI agents” or “AI player.” Based on
previous research on economic and spatiotemporal games,

and human-robot/human-computer interaction, we designed
a token-collecting game to measure the extent to which peo-
ple engage prosocially with AI players (Almeida et al., 2023;
Srinivasan & Takayama, 2016; Schroeder & Graziano, 2015).
The game was designed so that players (either humans or AI)
could become trapped in certain areas of the game space. The
prosocial action carried out by either the human or the AI
player involved saving the trapped player so that the player
could continue collecting tokens. Different players were
trapped in successive rounds, allowing us to investigate how
prosocial actions influence players across rounds. Players
were not given any specific instructions regarding prosocial
behavior, and the game neither rewards nor penalizes such
behavior. Each participant was randomly assigned to one of
six conditions and played five rounds of the game with the AI
player.

Research Question
The key research question addressed in the baseline study is
to what extent human players engage in prosocial behavior
with the AI player, particularly reciprocity with the AI agent.
More specifically, the goal is to determine if the likelihood
of a human saving an AI player increases with the number of
times the AI has previously saved the human player.

Participants
177 participants were recruited through Prolific1(53% male,
45% female), aged 19 to 72 (Mean = 36, SD = 12). They
all self-reported being over the age of 18 at the time of the
experiment and are English speakers residing in the United
States. Informed consent was obtained from all participants.

Game Setup
Participants played an online token-collecting game in a sim-
ple grid-world environment. During the experiment, partici-
pants played a total of five rounds with an AI player as their
partner. The AI player is implemented using an A⋆ path-
finding algorithm, moving at a constant speed of 2 grid po-
sitions per second. The human player is explicitly informed
that they are playing alongside a robot.

In each round, one of the players - either the human or the
AI player - was trapped inside a room, while the other player
had a chance to display prosocial behavior by entering the
room and freeing the trapped player. Figure 1 illustrates the
setup of the token-collecting game.The AI player begins in
the grid’s bottom-right corner in each round, while the hu-
man player starts in the top-left corner. The human and AI
player collect different colored and shaped tokens, and they
cannot collect the other player’s tokens (see panel A of Figure
1 for an example).When a player collects the current tokens, a
new group of three appears in another room. The token group
is randomly placed in one of the four rooms, and the token
groups for each player always appear in different rooms. A
human player (visualized in red) can enter a room through

1https://www.prolific.com/
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a red door, while the AI player (visualized in blue) can en-
ter a room through a blue door. Every time a player enters
a room, the doors of that room swap colors. Therefore, the
player learns from the gameplay how to reset the door col-
ors of a certain room. The game setup features both the AI
player and the human player completing independent token-
collecting tasks without any explicit relation to each other.

Panel B and Panel C of Figure 1 respectively demonstrate
instances of the human player and the AI player being trapped
in a room. As both doors are the other player’s color, they
cannot leave the room. The trapped player can be saved if
the other player enters the room with the trapped player in it.
The player will remain trapped in the room unless the other
player chooses to save them. If a player is trapped in a room,
the other player’s tokens will not appear there.

Six conditions were designed to encompass all sequences
where both players engage in prosocial behavior with each
other in the first four rounds, while the fifth round is main-
tained as the third opportunity for participants to help the AI
player. In these conditions, “H” denotes a round in which the
human player has the opportunity to engage with prosocial
behavior, and “A” represents a round where the AI player has
the opportunity to engage with prosocial behavior. The AI
player was designed to be consistently prosocial, as it begins
navigating towards the trapped player 5 seconds after they
become trapped. With this design feature, we aimed to max-
imize human reciprocity towards the AI player. Conversely,
the human player had three total opportunities to save the AI
agent. The sequences across the six conditions are as follows:
AAHHH, HAAHH, HHAAH, AHAHH, HAHAH, AHHAH.
Each participant was randomly assigned to one of the six con-
ditions. The door coloring sequence was designed such that
the player who is supposed to be trapped would get trapped
in one of the four rooms 20 seconds after the round started.
The timing of the trapping event was arbitrarily determined to
ensure that all participants had played each round for a mod-
erate amount of time and were at a similar stage in the game
when they were trapped. There were two counters on the top-
right corner of the screen: one showing time elapsed since the
start of the game and the other showing the total number of
tokens collected between the two players.

Study Procedure
Participants joined a token-collecting game hosted on a
GitHub page. The game lasted approximately 15 minutes
(mean = 12 minutes). After giving their consent, participants
first completed a tutorial that guided them through the game’s
setup without revealing the possibility of being trapped in
one of the rooms. The instruction did not specify whether
the game was competitive or collaborative. The participants
played five rounds of the game, each lasting 90 seconds.

Upon completing the five rounds, participants were asked
to fill out a post-trial questionnaire. This questionnaire aimed
to gather insights into the participants’ experiences with the
autonomous agent and their motivations for either helping or
not helping the AI agent.

(a) Overview of the game environment

(b) Condition A: human
player is trapped and AI
player can save the human
player

(c) Condition H: AI player
is trapped and human player
can save AI player

Figure 1: An overview of the game setup and different stages
of the game play.

Measures
For quantitative data, we collected time-series data capturing
player movement and the current game state at every move
made by both the player and the AI. For qualitative data, we
used a post-game questionnaire. Questions focused on par-
ticipants’ awareness of the AI’s situation (e.g., if they noticed
the AI was trapped), their assessment of the AI’s helpfulness,
their perception of the game’s nature (competitive or collabo-
rative), and their reasons for choosing to help or not help the
trapped AI player.

Results
In Study 1, we aimed to evaluate prosocial behavior exhibited
by human players, serving as the baseline for our research.
The data and the website for the game are available here.
Analysis of the time series data from the token-collecting
game revealed that participants exhibited prosocial behavior
(i.e., freeing the trapped AI player) in 45% of the opportuni-
ties where they could assist the AI, with an average of 1.33
instances per participant (SD = 1.26). These findings from
Study 1 established the baseline level of prosocial behavior
between humans and AI. Further quantitative analyses are re-
ported in conjunction with the results from Study 2.

Additionally, beyond the quantitative analysis, we con-
ducted a qualitative analysis of the data from the post-trial
questionnaire to explore participants’ motivations behind en-
gaging or not engaging in prosocial behavior with the AI
player. The reasons provided by the participants for choosing
to help or not help were independently coded into emergent
themes by three researchers using the principles of Grounded
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Table 1: Top five themes for saving AI and top five themes for not saving AI

Themes Example Statement

Saving AI:
Reciprocity But when I got stuck I noticed he opened the door for me so I did so later in

the game for him.
Collaboration Because we were working together, we weren’t competing with each other.
Emotional connection I felt bad for it and knew that it was not my enemy so.
Sense of fairness It felt unfair if the competitor was stuck in a box the whole game.
Anticipation about the future Because if I did not help soon I would be stuck with no help to get unstuck.

Not Saving AI:
Unawareness I didn’t realize the robot got stuck, I noticed I did and he helped get me out.
Competition Because I was playing the game competitively.
Prioritization It would delay me reaching the red flowers.
Inability I don’t know how I could have helped.
Indifference Not interested.

theory (Creswell & Poth, 2016). The emergent qualitative
themes were representative of the reasoning for why partici-
pants helped or did not help. Table 1 demonstrates the top five
themes for engaging or not engaging in prosocial interaction
with the AI player.

The analysis revealed that the primary motivation for help-
ing the trapped AI player was the extension of reciprocal be-
havior to the AI player, accounting for 41% of cases. An-
other motivation to help involved the participants interpreting
the game as a collaborative game (28%). These two moti-
vations accounted for 69% of the participants who engaged
with prosocial behavior with the AI player. Those major rea-
sons are followed by “feeling emotionally connected to the
AI player” (10%) and “a sense of obligation to help for fair-
ness” (6%). Two participants reported helping due to some
obligation.

The analysis revealed three major motivations for not help-
ing the AI player. The primary reason for not helping the
AI player was a lack of awareness that the AI player was
stuck, accounting for 35% of cases. The second reason for
not helping was that some participants treated the AI player
as a competitor and interpreted the situation as a competition,
with the goal of maximizing their rewards (24%). The third
reason was prioritizing their own rewards without recogniz-
ing the need to help the AI player (21%). Apart from these
reasons, some participants reported being indifferent towards
the trapped AI player (10%). Others expressed an inability to
understand how they could help the AI player (8%).

Study 2: Follow-up Study
A key rationale for not helping the AI player in Study 1 was
a lack of awareness that the AI player was stuck in the first
place. We conducted Study 2 to test whether increasing the
salience of the AI’s situation would enhance human proso-
cial responses. This follow-up study was designed as a direct
extension of Study 1, with one key modification: the room
in which either player is trapped is now highlighted visually.
This setup allows for a direct comparison of the results with
the baseline established in Study 1 and allows an assessment
of the impact of enhanced awareness on human-AI prosocial
interaction.

Research Question
Results from the baseline study suggest that unawareness is
a primary factor in the non-reciprocation of prosocial behav-
ior. Consequently, the key research question for Study 2 is
whether increasing the salience of the AI player’s need for as-
sistance, and thereby drawing attention to its situation, leads
to an increased likelihood of prosocial behavior from partici-
pants. We hypothesize that enhancing the saliency of the AI
player’s needs increases prosocial behavior and decreases un-
awareness as a reason for non-reciprocation.

Participants
164 participants were recruited through Prolific (61% male,
39% female), aged 20 to 72 (M = 39, SD = 11 ). They all
self-reported being over the age of 18 at the time of the exper-
iment and are English speakers residing in the United States.
Informed consent was obtained from all participants. Partici-
pants from Study 1 were excluded.

Study Procedure
Study 1 and Study 2 share the same game setup and study
procedure, with one exception. In Study 2, when a player
remains trapped in a room for 3 seconds, the room flashes at
4 Hz for one second to draw attention to the trapped player’s
situation. This highlighting feature was applied to both the
human player and the AI player, to avoid the implication that
the human player was obliged to help the AI player if only the
latter was highlighted. Figure 2 illustrates how this highlight
was implemented in the game, ensuring consistency between
the AI and human players.

(a) On human player (b) On AI player

Figure 2: Demonstration of highlight used in Study 2.
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Quantitative Results
In Study 2, we aimed to investigate whether enhancing the
saliency of the AI player’s need for assistance would cause
participants to display more prosocial behavior. To achieve
this, we analyzed and compared the time series data from the
token-collecting game used in both Study 1 and Study 2.

Table 2 lists a comparison of the proportion of prosocial
acts in response to opportunities to assist the AI and the num-
ber of times the player was saved by the AI. For example,
the value of 22% in the first row indicates that when not pre-
viously saved by the AI, 22% of participants chose to save
the AI during their first opportunity for a prosocial interac-
tion. Notably, more participants exhibited prosocial behavior
in Study 2 than in Study 1. In Study 2, participants engaged
in prosocial actions in 54% of opportunities, a significant in-
crease from 45% in Study 1 ( Bayesian A/B test, BF10 > 10),
providing strong evidence of increased prosocial behavior in
Study 2. Furthermore, participants in Study 2 engaged signif-
icantly more often in prosocial behavior than those in Study
1 (Study 1: M = 1.33, SD = 1.26; Study 2: M = 1.62, SD =
1.23; Mann-Whitney U test, BF10 > 100).

We employed a Bayesian logistic regression model to de-
termine the factors influencing participants’ decisions to en-
gage in prosocial behavior with the AI player. The model
considered three factors: 1) the number of times the player
was saved by the AI, 2) the number of opportunities to save
the AI, and 3) enhanced saliency (i.e., the difference between
Studies 1 and 2). The results from the Bayesian logistic re-
gression model indicate that the combination of the number
of times the player was saved by the AI and enhanced saliency
is the most effective model (BF10 > 100).

Figure 3 illustrates the number of tokens collected by in-
dividuals when the AI player was trapped, in relation to the
event from the previous round, before they decided to take
a detour to save the AI player. This measurement effectively
demonstrates how much participants focus on their own goals
before switching focus to make a detour and save the AI
player. Figure 3 reveals that enhanced saliency and receiving
help from the AI player decrease the number of tokens par-
ticipants collect before leaving to save the trapped AI player.

Table 2: Percentage of prosocial behavior in response to op-
portunities to save AI and times saved by the AI

Opportunity Times Saved by the AI
to save AI 0 1 2

Study 1:
1 22% 35% 53%
2 25% 44% 55%
3 — — 55%

Study 2:
1 31% 41% 68%
2 31% 51% 65%
3 — — 68%

First round Not helped
AI agent

Received help
from AI agent

Helped
AI agent

Last Round Event for Human Player
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Figure 3: Number of human tokens collected while AI agent
is trapped in rounds where participants helped the AI agent.

Table 3: Frequency of top five themes for saving AI and top
five themes for not saving AI in Studies 1 and 2. The number
of participants is shown in parentheses.

Themes Study 1 Study 2
(177) (164)

Saving AI:
Reciprocity 41% (42) 52% (57)
Collaboration 28% (28) 30% (33)
Emotional connection 10% (10) 4% (4)
Sense of fairness 6% (6) 4% (4)
Anticipation about future 3% (3) 1% (1)

Not Saving AI:
Unawareness 35% (26) 10% (4)
Competition 24% (18) 32% (13)
Prioritization 22% (16) 15% (6)
Inability 9% (6) 22% (8)
Indifference 10% (7) 17% (7)

This pattern is consistent with the results from a Bayesian
mixed linear regression analysis (enhanced saliency: effect
size = −1.681, 95% CI [−2.629,−0.723]; receiving help
from the AI agent in the previous round: effect size = −1.958,
95% CI [−3.164,−0.746]).

Our results show strong reciprocity from participants and a
positive effect of enhanced salience on participants’ prosocial
behavior. Bayesian logistic regression model, A/B tests, and
linear mixed model were conducted using JASP2(JASP Team,
2024). The Bayesian Mann-Whitney U test was performed
with the DFBA package (Barch & Chechile, 2023) in R.

Qualitative Results
Table 3 displays the frequencies of the top five themes partic-
ipants reported as their motivation for engaging in or abstain-
ing from prosocial interactions with the AI player in Study 1
and Study 2. The motivations for participating in prosocial

2https://jasp-stats.org/

2274



interactions exhibited similar distributions in Study 2. The
two primary motivations for helping were reciprocity with the
AI (52%) and collaboration (30%). Both motivations showed
a slight increase in their proportions in the responses from
Study 2 compared to those from Study 1.

The motivations for not engaging in prosocial interactions
with the AI player demonstrated a more drastic change com-
pared to the responses in Study 1. There was an increase in
reasons related to Competition (32%), Inability (22%), and
Indifference (17%). However, there was a significant de-
crease in Unawareness as a reason for not helping; it fell from
35% in Study 1 to 10%. This aligns with our hypothesis that
increasing participants’ awareness of the AI player’s needs
would reduce the proportion of participants citing “unaware-
ness” as their primary motivation for not engaging in proso-
cial interactions with the AI player.

Discussion
In this study, we investigated prosocial interactions between
humans and AI through two experiments using a newly de-
signed token-collecting game. We conducted a baseline
Study 1 to investigate to what extent people would engage
in prosocial interactions with AI. During the qualitative anal-
ysis of Study 1, it was found that 35% of the participants
who did not engage in prosocial behavior with the AI player
claimed they were not aware of it. Therefore, a follow-up
study was conducted to investigate whether increasing the
participants’ awareness of the AI player’s needs would re-
sult in an increase in their prosocial behavior. The results
of the follow-up study showed a significant increase in both
the overall number of times participants engaged in prosocial
behavior with the AI and the frequency of each participant’s
engagement in such behavior, compared to Study 1. Addi-
tionally, from Study 1 to Study 2, the percentage of partici-
pants reporting “unawareness” as the reason for not engaging
in prosocial interaction with the AI player decreased from
35% to 10%. Furthermore, our results align with previous
research on human-robot interaction, which identifies recip-
rocation as a key aspect behind prosocial behavior between
humans and AI (Hsieh et al., 2020; Srinivasan & Takayama,
2016; Zonca et al., 2021; Almeida et al., 2023; Karpus et al.,
2021; Oliveira et al., 2020). Reciprocation emerged as the
primary reason participants chose to engage in prosocial be-
havior with the AI in both Study 1 and Study 2.

Our study provides valuable insights into the cognitive fac-
tors that contribute to prosocial interactions between humans
and AI. We found that when human participants were made
more aware of the needs of the AI, they were more likely
to engage in prosocial behavior. This suggests that there is a
cognitive basis for such behavior. Previous studies on human-
robot interaction have identified various aspects that influence
prosocial interactions, including incentive structures, reci-
procity, reward, and game status(Hsieh et al., 2020; Alves et
al., 2020; Gomes et al., 2020). However, our study highlights
that attention plays a crucial role in these interactions. Specif-

ically, people’s awareness of receiving prosocial interactions
from another agent and their attention to that agent’s need for
assistance are factors that need to be explored further.

Our findings are consistent with Social Cognitive Theory
that emphasizes cognitive factors in social interaction be-
tween people (Bandura, 1986). Within this theory’s context,
cognitive functions such as memory and attention are crucial.
Individuals must focus on the social model and use mem-
ory to store and retrieve representations of observed behavior.
Field experiments on prosocial modeling have demonstrated
that witnessing one form of prosocial behavior (such as pick-
ing up a soda can) can increase the likelihood of engaging in a
different prosocial action (like helping to collect oranges that
have fallen out of someone’s bag) (Keizer et al., 2013). Sim-
ilarly, Almeida et al. (2023) investigated the impact of differ-
ent perspective-taking behaviors by robots on human proso-
cial behavior, further highlighting the underlying cognitive
factors in prosocial interaction. Our study adds a new per-
spective to prosocial behavioral studies by emphasizing the
importance of attention in prosocial interactions with AI.

Compared to traditional economic games, the spatial setup
of our experiment allows for more ecologically valid interac-
tions among multiple agents (Kleiman-Weiner et al., 2016).
However, for future research, it is important to incorporate a
more complex setup than the current, relatively simple grid-
world. This would further test the role of other cognitive fac-
tors, such as memory and learning, in the context of human-
AI interactions. Specifically, studies could observe whether
witnessing a prosocial action initiated by the AI leads to the
human player being more prosocial towards other agents. Fu-
ture studies should also investigate how human prosocial be-
havior changes in response to different levels of AI proso-
ciality, and employs trust measures to assess participants’
predispositions to demonstrate empathy or trust towards AI
player(Chita-Tegmark et al., 2021; Malle & Ullman, 2023).

From an application perspective, our findings suggest that
AI design should prioritize clear and understandable behav-
iors that facilitate human recognition of AI’s actions. This
approach can lead to more effective and empathetic human-
AI cooperation, thereby enhancing the overall quality of in-
teraction. Additionally, the spatial setup of our game offers
insights into future scenarios where human and autonomous
agent interact in the same spatial environment. This is par-
ticularly relevant considering the anticipated increase in the
use of delivery and rescue robots in society. Understanding
these dynamics is crucial for designing AI systems that can
be seamlessly integrated into our daily lives and effectively
collaborate with humans in various settings.

In conclusion, our research underscores the critical role of
cognitive factors, such as attention, in human-AI interactions.
The opportunity to utilize technology to promote prosocial
behavior provides a promising path forward. Comprehensive
research, thoughtful design, and robust testing are necessary
to integrate autonomous agents into our social systems in a
manner that enhances overall societal welfare.
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