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ABSTRACT OF THE DISSERTATION 

 

Crystal Balls and Black Boxes: 

Optimism Bias in Ridership and Cost Forecasts 

for New Starts Rapid Transit Projects 

 

by 

 

Carole Turley Voulgaris 

Doctor of Philosophy in Urban Planning 

University of California, Los Angeles, 2017 

Professor Brian D. Taylor, Chair 

 

Several studies have observed an optimistic bias in cost and ridership forecasts for rail 

transit projects around the globe, which has led to billions of dollars of public investment in 

projects that have not performed as promised. This bias has been a major cause of concern 

for project stakeholders, including the Federal Transit Administration (FTA), which has spent 

an average of over $3 billion each year over the past two decades on new rail transit projects 

in the United States through its Capital Investment Grants program, commonly known as New 

Starts. Partly in response to credibility concerns raised by forecast bias, the FTA has made 

changes to the New Starts program over the years. However, there has been no research to 

date that has examined how these changes in the New Starts program have influenced 

forecast accuracy for rail transit projects that receive funding.  

This study addresses that gap in the literature through a mixed-methods approach 

involving semi-structured interviews with thirteen transit planning and forecasting 
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professionals and a quantitative analysis of 67 completed transit projects to determine 

whether and to what extent forecast accuracy has changed over time and what changes in 

federal policy and transit planning practice might explain these changes.  

I find that there have been steady improvements over time in the accuracy of 

ridership forecasts and cost estimates for New Starts projects. The improvement in ridership 

forecast accuracy can be explained in part by shorter project construction durations and a 

shift over time in the perceived purpose of forecasting from (1) project promotion to (2) 

fairness of competition to (3) use in local decision-making. Some of the improvement in cost 

estimate accuracy can be explained in by changes in project characteristics, particularly a 

tendency towards more modest projects representing incremental changes to the transit 

network.  

This analysis of forecast bias in transit planning gives us reasons for optimism 

regarding the future of optimism bias in cost and ridership forecast accuracy, since forecasts 

appear to be on a long-term trajectory toward more accuracy and less bias.  
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Chapter 1. Introduction 

People make decisions about personal finances, health, education, employment, and 

interpersonal relationships every day. Firms make decisions about which markets to pursue 

and where to invest resources. In local and national elections, voters select leaders who make 

decisions about the sources and allocation of public money and the establishment and 

enforcement of laws. All these decisions are based on beliefs about the future: both the likely 

consequences of our decisions and the context in which we will experience those 

consequences. Throughout history, when the future has seemed particularly uncertain, or 

when the stakes of a decision have been particularly high, decision-makers have consulted 

with experts who have (or claim to have) a superior ability to predict the future. In ancient 

times, such experts might have been oracles and astrologers. In modern times, depending on 

the specific conditions that interest us, they might be economists, political scientists, 

meteorologists, or perhaps cost estimators and travel demand modelers. The work of travel 

demand modelers is particularly important to inform decisions about investments in transit 

infrastructure, since decision-makers may rely on predictions about future ridership to 

determine whether a project’s benefits are justified by its costs. 

Among the objects most closely associated with a supernatural ability to foretell the 

future is the crystal ball. Today, crystal balls have become a metaphor for this ability. 

However, in fantasy literature and film, the trustworthiness of crystal ball predictions —and 

that of the people who make them— varies. Rowling (1999) emphasizes the subjective nature 

of crystal ball predictions by introducing the character of Sybill Trelawny in her Harry Potter 

series. Trelawny is a divination professor who has genuine (if sporadic) magical abilities to 

foretell the future. However, she primarily uses a crystal ball to misrepresent the extent of 

her abilities through vague and unverifiable prophecies. In the film version of The Wizard of 

Oz (Fleming 1939), Dorothy meets Professor Marvel, who pretends to read her fortune in a 
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crystal ball. When she meets Marvel’s parallel character —the Wizard— after entering the 

fantasyland of Oz, his powers prove to be as fraudulent as Professor Marvel’s.  

Outside of fantasy stories, modern people are less likely to rely on wizards and 

magicians with crystal balls, choosing instead to turn to experts with sophisticated computer 

models to foretell the future. But are these modern tools any trustworthier than the uneven 

performance of crystal balls in fantasy? There is nothing magical about the forecasts made 

using these modern “crystal balls;” modern forecasting methods are built on plausible 

assumptions and empirical relationships suggesting how present conditions will likely evolve in 

the future.  But as forecasting models become increasingly data intensive and complex, the 

process by which they convert input information about current and past conditions into 

predictions about the future can be far from “crystal-clear.” Hence another metaphor has 

arisen to describe the computer forecasting models that are not well understood even by the 

technical experts who use them: a black box. 

Perhaps even greater than the concern that experts using technical methods to 

produce forecasts do not really understand the processes embedded in their models is the 

concern that they actually do understand those processes, but that their monopoly on that 

understanding allows them to manipulate their forecasts to produce whatever result they, or 

their clients, may wish (Pickrell 1992; Flyvbjerg, Skamris Holm, and Buhl 2005; Richmond 

2005; Kain 1990).  

This concern is reflected in an old joke about three applicants for the same 

management position: an accountant, a general civil engineer, and a travel demand modeler. 

The job interview consists of a few brief questions about each applicant’s qualifications, after 

which the applicant is presented with a column of numbers and asked to sum them up. The 

first interview is with the accountant. Upon receiving the numbers, the accountant pulls out a 

calculator, quickly punches them in, and responds, “The total is 512.” The second interview is 
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with the general civil engineer, who briefly glances at the numbers and says, “It looks like it’s 

about 500, give or take.” Finally, the travel demand modeler is brought in for the interview. 

As with the first two applicants, the interviewer hands the modeler a column of numbers and 

asks him to sum them up. The modeler looks over his shoulder, leans forward, and asks 

quietly, “What would you like these numbers to add up to?” 

No forecast is made in a vacuum. In the case of forecasts prepared for transportation 

infrastructure projects, the preferences of clients, political leaders, the general public, and 

project funders may serve to make truly objective analysis elusive if not unattainable. As 

much as we might like to believe that forecasts come from a magical crystal ball that 

provides clear, complete, and objective descriptions of future conditions, the forecasting 

process may more closely resemble a black box into which analysts input a collection of 

assumptions and imperfect data to produce an output that may tell us more about their hopes 

or fears than about their reasonable expectations. 

In response to concerns about the credibility of cost and ridership forecasts prepared 

for federal funding applications, the Federal Transit Administration (FTA) has modified its 

policies over the years to both reduce the reliance on and improve the credibility of such 

forecasts, particularly for projects that are the subjects of applications for funding through 

its primary capital grants program, the New Starts program. The purpose of this dissertation is 

to examine the effect, if any, that federal policy and other changes in the forecasting context 

have had on the accuracy of cost and ridership forecasts prepared for proposed rapid transit 

projects applying for funding under the federal New Starts program. To do this the remainder 

of this dissertation is divided into seven chapters. 

Chapter 2 presents a history of the New Starts program and describes how the role of 

the federal government in funding infrastructure projects for urban transportation was 

established fairly recently —not until the mid-twentieth century— and was somewhat 
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controversial in its early decades. This controversy was resolved, in part, as procedures and 

metrics for evaluating projects for funding became standardized. These procedures and 

metrics have varied over time, but they have always relied on projections of capital costs and 

ridership to determine the cost-effectiveness of proposed projects.  

Chapter 3 summarizes prior literature on forecasting for transit infrastructure, with a 

particular emphasis on research and theory related to general issues that arise in forecasting 

across a variety of disciplines, including planning, geopolitics, public health, psychology, and 

meteorology. Within this literature, forecasts are evaluated based on the methodology and 

judgment used to produce them, their accuracy with respect to observed values, and their 

usefulness to decision-makers. Chapter 3 concludes by applying these general principals to a 

discussion of the literature that specifically address cost estimation and ridership forecasting. 

Chapter 4 presents the primary hypothesis for this dissertation: that changes in the 

New Starts program over the years have served to change perspectives on the purpose of cost 

and ridership forecasts; that these changes in perspective have in turn led to changes in 

transit planning and forecasting practice; and that these changes in practice have led to 

observable changes in forecast accuracy. Chapter 4 goes on to describe the mixed-methods 

approach I took to testing this hypothesis through interviews with transit professionals and a 

quantitative analysis of forecasts for projects that were completed using New Starts funds 

over a period of about fifty years. 

Chapter 5 presents the results of the interviews with transit professionals. Based on 

comments from the interviews, I identify a gradual shift in perspectives over time about the 

purpose of forecasts for New Starts projects. This shift can be described in terms of three 

distinct time periods. Before the end of the Reagan Administration in 1989, the perceived 

purpose of New Starts project evaluation was to limit the role of the federal government in 

funding local transit projects. Throughout the 1990s and continuing into the early 2000s, 
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perceptions shifted toward an emphasis on fairness and competition among cities competing 

for scarce federal resources. Eventually, there was a transition to a third era where the focus 

shifted again from fairness to improving local planning practice.  

Chapter 6 describes quantifiable changes in planning practice that have accompanied 

the changes in perception described in Chapter 5. Over the history of the New Starts program, 

there have been trends towards shorter construction durations, longer (followed by shorter) 

horizons for ridership forecasts, and preferences for particular modes at different points in 

time.  

Chapter 7 summarizes the changes in forecast accuracy for initial cost estimates, final 

cost estimates, and ridership forecasts that have accompanied the changes in perspective 

described in the Chapter 5 and the changes in practice described in Chapter 6. I find that the 

accuracy of both ridership forecasts and initial cost estimates has improved substantially over 

time. The accuracy of final cost estimates has, for the most part, been relatively good and 

relatively stable over time. For both initial cost estimates and ridership forecasts, later years 

of cost estimate preparation and shorter construction durations are associated with greater 

accuracy. Lower-cost projects with higher federal funding shares are likewise associated with 

more accurate initial and final cost estimates. Finally, forecasts prepared during times of low 

local unemployment and for light rail projects tend to be the most accurate for both final 

cost estimates and ridership forecasts.  

Chapter 7 also presents the results of a series of regression models that suggest that 

four variables have an independent relationship with forecast accuracy. Project mode is 

associated with differences in forecast accuracy for all three forecast types (ridership, initial 

cost, and final cost). Additionally, shorter construction durations and later forecast 

preparation years are associated with more accurate ridership forecasts, and lower-cost 

projects are associated with more accurate initial and final cost estimates. 



6 

 

Chapter 8 concludes this dissertation by relating the findings presented in Chapters 5, 

6, and 7 and discussing the degree to which changes in perceptions about the purpose of cost 

estimation and ridership forecasting for New Starts projects (as described in Chapter 5) may 

have caused the changes in practice described in Chapter 6, and finally how all of these 

combined changes may have contributed to improvements in forecast accuracy over time.  

Cost and patronage forecasting for new transportation projects has a checkered, and 

some would say sordid, history over the last half-century.  While the capacity and 

sophistication of the computer models used to produce these forecasts have increased by 

orders of magnitude over this period, this research suggests that the policies guiding their use 

have also had important effects on improving their predictive powers.  I hope that the results 

of this study can improve the transparency of the black boxes that produce forecasts for 

fixed-guideway transit projects, even if the clarity of a crystal ball remains unattainable. 

  



7 

 

Chapter 2. History of the New Starts program 

Today, the Capital Investment Program, more often referred to as the New Starts 

program, is the Federal Transit Administration’s (FTA’s) primary grant program for capital 

investment in fixed-guideway public transit projects, a category that includes urban rail, 

commuter rail, and bus rapid transit projects. Through the New Starts program, the FTA has 

allocated over $3 billion per year to urban transit projects over the past twenty years 

(Federal Transit Administration 1996a, 1997, 1998, 1999, [a] 2000, 2001, 2002, 2003, 2004, 

2005, 2006, 2007, 2008, 2009, 2010, [a] 2011, [a] 2012, [a] 2013, 2014, [a] 2015). However, 

the federal role in funding public transit capital projects has occasionally been controversial 

and, partly as a result, has evolved substantially over the past eight decades.  

This chapter presents a history of development of the New Starts program, followed by 

a more detailed discussion of three specific types of changes in the New Starts program over 

the years: changes in the project development process, changes in project evaluation 

criteria, and changes in the level and type of project oversight and technical assistance the 

FTA provides. Table 1 lists the major laws, policies, and rules that I discuss in the following 

sections. 

Development of the New Starts Program 

The earliest federal involvement in funding public transit projects was through 

investments of the Public Works Administration (PWA) in public works projects (Weiner 1999) 

to combat unemployment caused by the Great Depression. From 1933 to 1935, the PWA 

invested over $3 billion (over $53 billion in 2017 dollars) in over 30,000 public works projects 

(J. S. Smith 2006). This included a grant and loan of over $23 million dollars (over $400 

million in 2017 dollars) for New York City subway construction (Hood 2004) and smaller 

investments in few other mass transportation projects around the country (Walker et al. 

2016). 
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While these early investments may have set a precedent for federal investment in 

local public transit, they did not reflect anyone’s belief that the federal government should 

have an ongoing role in funding public transit infrastructure (Weiner 1999). 

The first federal legislation to direct funds to local public transit systems for 

transportation purposes (rather than for job-creation purposes) was the Housing Act of 1961, 

which introduced a small, low-interest loan program for public transit systems (Weiner 1999). 

Around that time, President John F. Kennedy requested a joint report on Urban Mass 

Transportation from the Secretary of Commerce and the Housing and Home Finance 

Administrator. The report was delivered in March of 1962 and introduced the idea that public 

transit, as a component of integrated urban transportation systems, was a federal concern 

(Weiner 1999).  

The following month, President Kennedy addressed Congress on the topic of 

transportation, urging “substantial expansion…in the urban mass transportation program 

authorized in the Housing Act of 1961” (Kennedy 1963, 300) and the authorization of funds for 

“economic and technological research in the field of urban mass transportation” (Kennedy 

1963, 303) including grants for demonstration projects. Congress responded with the passage 

of the Urban Mass Transportation Act in 1964, which created the Urban Mass Transportation 

Administration (UMTA) and authorized federal capital grants for up to two-thirds of the 

capital costs (construction, reconstruction, and acquisition costs) of public transit facilities 

(Weiner 1999). In 1966, the Act was amended to extend this assistance to planning, 

engineering, and design of transit facilities (Weiner 1999).  

In 1976, UMTA published a statement of policy acknowledging that, in the years 

immediately after the passage of the Urban Mass Transportation Act of 1964, most federal 

money that was directed towards local public transit was “directed toward the preservation 

of urban transit service in selected cities through the conversion of failing private transit 
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companies to public ownership” (Urban Mass Transportation Administration 1976, 41,512), but 

that, over the course of a decade, these funding activities were eclipsed by “modernizing 

existing transit properties and constructing new transit facilities” (Urban Mass Transportation 

Administration 1976, 41,512). As a result of this shift in focus, the number of cities competing 

for federal funds was no longer limited to a small number of cities that were already 

operating rail transit service in the 1960s. As the number of cities applying for federal transit 

funds increased dramatically, UMTA staff sought to establish a formal process to determine 

which projects should be prioritized for funding. This process was encapsulated in a 1976 

policy statement, effectively marking the beginning of the New Starts program that exists 

today (Duff et al. 2010).  

When Ronald Reagan was elected President in 1980, his transition task force for the 

Department of Transportation identified four guiding principles for transportation policy: (1) 

restrict federal involvement to roles that could not filled by the private sector or by state and 

local government, (2) minimize regulation, (3) make decisions based on cost-benefit analysis, 

and, (4) fund transportation expenditures with revenues that distribute costs roughly in 

proportion to benefits (Davis 2015). Taken together, these principles fostered skepticism that 

the federal government should fund New Starts projects at all. When Reagan approved a five-

cent increase in the federal gas tax in 1982, he was concerned about being “trapped into 

funding mass transit projects in the future” (Davis 2015, 25) and specified that fuel tax 

revenues could not be used for funding New Starts projects (which were and continue to be 

funded from general funds, rather than from the Highway Trust Fund) (Davis 2015). This 

hesitancy toward funding new urban rail projects was supported by early case studies 

suggesting that such projects were generally not a cost-effective use of federal money, since 

federal aid had the potential to distort local decision-making in favor of projects that would 

not otherwise be financially feasible (Gomez-Ibanez 1985a, [b] 1985). 
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In contrast to the skepticism the White House had developed toward funding transit 

infrastructure, members of Congress often were eager to use earmarks to fund projects in 

their home districts. In a 1987 report to Congress, UMTA described how Congressional 

earmarks hampered efforts to select projects based on merit. 

Local interests persuade their representatives in Washington to “earmark” 
Federal discretionary capital funds for the local projects. The investment 
decision is often not predicated on the merits of the project nor on the 
ultimate cost of the projects earmarked. Rather, it is based on political 
expediency. … In an effort to assure that discretionary capital grants would 
only go to the best transit investments, UMTA adopted its Major Capital 
Investment Policy in May of 1984. … Unfortunately, Congress has not supported 
the UMTA Major Capital Investment Policy, and has proceeded to earmark the 
discretionary funds available for projects without regard to their actual 
benefits. … The ultimate result of transit decisionmaking based on 
grantsmanship rather than merit has been the failure of transit capital projects 
to achieve the benefits claimed for them. The only way sound transit projects 
will be developed is to take away the attraction of federal discretionary grants 
and insist on comprehensive financial planning. (Urban Mass Transportation 
Administration 1987, 145–151) 

In spite of these objections, the practice of earmarking projects to bypass recommendations 

by UMTA —or its successor, FTA— to review and select projects based on merit continued for 

decades. For example, in the 2007 fiscal year, of the 66 projects that received New Starts 

funding, 32 were funded based on Congressional earmarks alone, rather than on FTA’s 

evaluation and ratings process (Office of Inspector General 2007).  

Public awareness of and concern about Congressional abuse of earmarks for 

transportation projects reached an apex in the early 2000s. In addition to a dozens of 

earmarks for New Starts transit projects, the 2005 transportation reauthorization bill —Safe, 

Accountable, Flexible, Efficient Transportation Equity Act: A Legacy for Users, or SAFETEA-

LU— also included many other transportation earmarks, including one for a bridge from the 

small city of Ketchikan to largely unpopulated Gravina Island in Alaska that cost taxpayers an 

equivalent of $40,000 per resident of Ketchikan (M. A. Boyle and Matheson 2009; 109th 

Congress 2005). Nicknamed the “bridge to nowhere” this project caught media and public 
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attention as a symbol of wasteful federal pork barrel spending. Subsequent partisan finger-

pointing over the project precipitated bipartisan efforts toward earmark reform beginning in 

2006 (Doyle 2011; M. A. Boyle and Matheson 2009). As a result of this attention and these 

efforts, the subsequent transportation reauthorization bills included no earmarks for highway 

or transit projects (112th Congress 2012; 114th Congress 2015), so all subsequent New Starts 

grants were based on the FTA’s ratings and evaluation process — a remarkable turnabout from 

decades of political practice. 

Another important contribution of SAFETEA-LU to the evolution of the New Starts 

program was the creation of the complementary Small Starts program. Under Small Starts, 

projects that were anticipated to cost less than $250 million and request less than $75 million 

in federal assistance are subject to a streamlined process for project development and 

evaluation (109th Congress 2005). The Small Starts program has been carried through to 

subsequent transportation reauthorization bills. Under the current bill —the Fixing America’s 

Surface Transportation Act, or the FAST Act, of 2015— Small Starts projects are those with 

total project costs of less than $300 million requesting less that $100 million in federal 

assistance (114th Congress 2015). 

Moving Ahead for Progress in the 21st century (MAP-21), the 2012 federal surface 

transportation legislation, added a third program (in addition to New Starts and Small Starts) 

under the umbrella of the Capital Investment program: the Core Capacity program. Projects 

can qualify for funding under the Core Capacity program if they increase the capacity of an 

existing transit corridor by at least ten percent and demand in the corridor is anticipated to 

exceed capacity (without the project) within the next five years (112th Congress 2012). This 

change only affected a small number of cities with fixed-guideway transit corridors that were 

operating at or near capacity. A much more far-reaching change by MAP-21 was to streamline 

the project development process for New Starts. 
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The New Starts Project Development Process 

UMTA’s 1976 policy statement (Urban Mass Transportation Administration 1976) 

introduced the New Starts project development process. Under that policy, applicants for 

New Starts funding —who are referred to as “project sponsors” and are typically local transit 

authorities— would begin the project development process by defining a set of alternative 

projects that could meet a local need, developing a plan for public involvement in selecting 

an alternative, and establishing a methodology for comparing alternatives (including a 

demand forecasting methodology). After UMTA approved the alternatives and the 

methodologies for evaluating them, the project sponsor would complete the Alternatives 

Analysis (AA) concurrently with the Draft Environmental Impact Statement (DEIS) required by 

the National Environmental Protection Act (NEPA) for all federal agency actions (such as 

funding New Starts projects). After UMTA approved the completed AA study, a project would 

be eligible to advance to the next stage in the project development process: Preliminary 

Engineering (PE). The PE stage would be concurrent with the preparation of the Final 

Environmental Impact Statement (FEIS) required by NEPA. During the PE stage, a project 

sponsor would also obtain evidence of revenue sources for the local share of a project’s 

funding and evidence of local support for the project. Upon completion of PE, a project 

sponsor could apply for a capital grant for final engineering and construction.  

Two years later, UMTA released a second policy statement clarifying and 

reemphasizing the criteria for evaluating projects and introducing a multi-year commitment 

of federal funds through a Letter of Intent (later called a Full-Funding Grant Agreement or 

FFGA) that could be awarded to projects upon completion of PE (Urban Mass Transportation 

Administration 1978). These multi-year funding commitments reduce the risk that project 

sponsors will begin a project with an expectation of federal funding, only to have Congress 

decline to continue appropriating expected funds until the project is completed. 
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The next major change to the project development process came with the passage of 

the 1997 transportation reauthorization bill —the Transportation Equity Act for the 21st 

century (TEA-21)— which added the Final Design (FD) stage between the completion of PE and 

the award of an FFGA (Duff et al. 2010). With this change, project sponsors were required to 

obtain FTA approval before advancing from PE to FD, and were not eligible for an FFGA 

(which would previously have been awarded upon completion of PE) until the completion of 

FD. TEA-21 and the subsequent Final Rule issued by the FTA (2000c) also made an important 

change to the New Starts process by introducing a requirement for ex post analysis through a 

Before and After Study of completed New Starts projects. This latter requirement figures 

importantly in this dissertation, as discussed in Chapter 4. The purpose of the ex-post analysis 

is two-fold: first, to evaluate the accuracy of cost and ridership forecasts, and second, to 

determine the actual effects of the project. 

Short and Kopp (2005) describe transportation planning processes in Europe and argue 

that project appraisal is a consistent weakness there, noting that, “ex ante appraisal is often 

biased and ex post appraisal rarely takes place.” While this observation refers to processes in 

Europe, similar shortcomings can be observed in the United States. Why is there reluctance to 

perform ex post analyses? Ex post analysis requires time and resources that project sponsors 

may prefer to allocate to other activities that offer more clear and immediate benefits. 

Project sponsors may also wish to protect themselves from findings that could make their 

earlier forecasts, if they prove significantly inaccurate, appear to be the products of either 

intentional deception or incompetence. By forgoing such analyses, they may avoid being 

publicly shamed by prior forecasts, but they likely miss an opportunity to learn from them as 

well.  Thus, opportunities to improve their techniques (and/or tone down their optimism) for 

future projects may be lost.  
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The 2000 Final Rule, “Major Capital Investment Projects,” describes the comments 

received by the FTA when this requirement was initially proposed. Two commenters —one 

interest group and one trade association— addressed the time period that should be covered 

by Before and After Studies. Both were supportive of the idea of ex post project evaluation, 

but neither supported the use of opening-year data for this purpose (Federal Transit 

Administration 2000c). 

The interest group recommended that reviews not occur until at least after the 
first year of revenue service, and not later than 15 years, suggesting ratings at 
2 and 7 years. The trade association recommended that … ratings should 
encompass a 5-10 year operating period. (Federal Transit Administration 2000c, 
76,866) 

These comments echo the objections that Flyvbjerg (2005) reports in his earlier work 

(Flyvbjerg, Skamris Holm, and Buhl 2005; Skamris and Flyvbjerg 1996) evaluating demand 

forecasts for public transit projects based on opening-year ridership data. He summarizes the 

argument behind these objections thus: 

If projects experience start-up problems, … then this may initially affect traffic 
negatively, but it would only be temporarily and it would be misleading to 
measure inaccuracy of forecasts on that basis, according to this argument. 
When start-up problems are over, normal operations will ensue, traffic will 
increase, and this should be the basis on which inaccuracy is measured, the 
argument continues. Furthermore, it takes time before travelers effectively 
discover and make use of a new transportation facility and change their travel 
behavior accordingly. Inertia is a factor. A project with lower-than-forecasted 
traffic during the first year of operations may well catch up with the forecast a 
few years down the line and it would be more appropriate to measure 
inaccuracy on that basis. If the first year of operations is used as the basis for 
comparison, the result would be the identification of too many 
underperforming projects, or so the opponents to using this basis argue. … 
Some forecasts assume so-called demand “ramp up” over the first 3–5 years of 
a scheme up to the full modeled demand. …By comparing opening years one 
may thus be assessing two sources of uncertainty: the inaccuracy of the 
modeling itself, and the inaccuracy of the assumed ramp up to full demand. 
(Flyvbjerg, Skamris Holm, and Buhl 2005, 525) 

While Flyvbjerg (2005) acknowledges that the use of a later year might be ideal to 

account for the possibility of ramp-up, he argues that this would make it impossible to 

include a large number of projects in a single study since, although most projects do make 
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opening-year forecasts and collect opening year ridership/traffic data, there is not a common 

near-term horizon year to allow for comparison across a large number of projects. Even using 

opening-year data, the sample used by Flyvbjerg and colleagues (which was the largest of its 

kind and spanned three decades) to study inaccuracy in cost (Flyvbjerg, Holm, and Buhl 2002) 

and ridership/traffic (Flyvbjerg, Skamris Holm, and Buhl 2005) projections for public works 

projects included only 27 public transit projects (including urban rail, high speed rail, and 

conventional rail), with the rest of the 210-project sample comprising road projects.  

Although both researchers and practitioners have acknowledged the possibility of 

ridership ramp-up, the existence of this phenomenon has not been empirically studied, and 

its extent and magnitude have not been systematically documented. 

In response to concerns with using opening-year data to evaluate the accuracy of 

forecasts, the FTA requires that comparisons between forecasts and observed data be based 

on observations taken after two years of revenue service (Federal Transit Administration 

2000c). They explain, 

FTA recognizes that this evaluation will provide only a short-term "snapshot" of 
the performance of a new fixed-guideway system, and that many of the 
benefits, particularly in terms of land use, are long-term in nature. Project 
sponsors are of course encouraged to continue their data collection efforts 
beyond the period two years after opening. However, given the nature of the 
appropriations and authorization process, there is also a need for short-term 
data to provide an initial indication of the benefits of a project. (FTA, 2000, 
76866) 

During the Final Design phase of project development, the project sponsor must 

submit a plan to the FTA that provides for the collection and analysis of data on project costs 

and performance after project completion (Duff et al. 2010). Throughout the project 

development process, sponsors must also maintain a record of assumptions, data, and 

methodologies that were used to create the forecasts at each phase. Completed Before and 

After studies compare both the assumptions used as inputs to forecasts and the forecasts 

themselves to observed conditions two years after project completion. In instances where the 
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design and/or scope of the project has changed between the time the forecast was made and 

the time the project was completed, the Before and After Study will typically present the 

original forecast as well as a version of the original forecast with adjustments for changes in 

project scope.  

With the introduction of an additional phase in the project development process and 

the requirement to produce Before and After Studies for completed projects, TEA-21 

increased the complexity of the process for applying for New Starts funds. Fifteen years later, 

MAP-21 mitigated this added complexity by streamlining the project development process, 

while retaining the requirement for Before and After Studies. While an Alternatives Analysis is 

still required under NEPA, it is no longer a stage in the New Starts project development 

process. Instead, the first stage in the project development process is known as “project 

development” (Emerson 2012). No evaluation or rating by the FTA is necessary to enter the 

project development stage; projects are accepted in this phase when a project sponsor 

submits a request and a project description (Emerson 2012). The NEPA process is completed 

during the project development stage, after which the FTA rates and evaluates the project 

for entry into the “engineering” stage, which is roughly equivalent to the former FD stage. 

Thus, MAP-21 reduces the number of milestones at which the FTA must evaluate a project 

from four to two. The project development phase is also limited to a duration of no more 

than two years, although the FTA may grant extensions as necessary (Emerson 2012). 

Project Evaluation Criteria 

While there have been only a few changes to the New Starts process since the mid-

1970s, there have been many changes to the criteria that UMTA and later FTA used to 

evaluate potential projects. Cost effectiveness (cost per unit of benefit) has been a 

consistent evaluation criterion through the history of the New Starts program, but the method 
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of calculating project benefits has undergone important changes. Moreover, several 

additional criteria have been added over the years.   

Calculating cost effectiveness 

The 1976 policy statement specified that projects should be evaluated based on their 

anticipated cost effectiveness, but did not offer specifics about how project benefits would 

be measured for inclusion in a cost-effectiveness calculation. In fact, UMTA staff seemed to 

go out of their way not to commit to any specific benefits measure. 

Since each metropolitan area has differing characteristics, Federal mass 
transportation assistance cannot be based on standardized prescriptions… The 
Federal Government does, however, have a strong interest in ensuring that 
Federal funds available for mass transportation investments be used …with 
maximum effectiveness….Federal support will be available only for those 
alternatives which … analysis has demonstrated to be cost-effective, where 
effectiveness is measured by the degree to which an alternative meets the 
locality’s transportation needs, promotes its social, economic, environmental 
and urban development goals, and supports national aims and objectives 
(Urban Mass Transportation Administration 1976, 41,513). 

Thus, cost-effectiveness was established as a primary selection criterion, but remained 

somewhat broadly defined. This changed in 1984 with a policy statement that introduced a 

ratings methodology to compare competing projects (Urban Mass Transportation 

Administration 1984). The ratings system introduced in the 1984 policy statement defined 

cost effectiveness as the cost per new rider, where both the numerator (cost) and the 

denominator (ridership) were to be calculated relative to a transportation system 

management (TSM) alternative, defined as a low-cost improvement to bus operations. Thus, 

high-cost projects could be justified only by high ridership forecasts. While the 1984 policy 

statement acknowledges that transit projects have many secondary benefits in addition to 

those that accrue to riders, it justifies the emphasis on ridership: 

It is … an accurate index of many of transit’s potential secondary benefits, 
including the structuring of urban development patterns and reductions in 
congestion, pollutant emissions and energy consumption (Urban Mass 
Transportation Administration 1984, 21,286). 
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In 1987, Congress codified cost effectiveness as the primary project evaluation 

criterion in the Surface Transportation and Uniform Relocation Assistance Act (STURAA), an 

authorization act for Federal programs for surface transportation.  

One criticism of measuring project benefits in terms of the number of new riders 

attracted to a project was that this measurement did not account for benefits a project might 

offer to existing riders, particularly reductions in travel time resulting from replacing 

conventional bus service fixed-guideway service. In an attempt to properly account for all 

project benefits, FTA introduced a new measure of project benefits in 2000, referred to as 

Transportation System User Benefits (TSUB), which included travel-time savings for existing 

riders in addition to benefits to new riders (Federal Transit Administration 2000c).This new 

measure did not become effective until 2003 (General Accounting Office 2003), when the 

Summit software package was introduced, which I discuss further later in this chapter.  

In general, project sponsors appreciated this more complete measure of project 

benefits, but found its complex calculation to be unintuitive and difficult to calculate and 

communicate to project stakeholders (General Accounting Office 2003; Federal Transit 

Administration 2013c). In connection with the MAP-21 efforts to streamline project 

evaluation, FTA changed the calculation for cost-effectiveness again in 2013. Project benefits 

were defined in terms of the total number of trips forecast to occur on the new project, and 

both costs and benefits were included in the calculation as total values rather than as 

incremental values relative to a TSM alternative (Federal Transit Administration 2013c). As 

discussed in Chapters 5 and 6, these changes in cost effectiveness had major implications for 

the types of projects that would be eligible for New Starts funding. 

Additional project evaluation criteria 

When FTA began to define project benefits strictly in terms of ridership in 1984, many 

were concerned that secondary project benefits that were not directly related to ridership 
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would not be accounted for in project evaluation (although Pickrell (1992) has argued that 

benefits that are truly unrelated to ridership are unrelated to transportation and should thus 

not be considered by the FTA). In response to these concerns, Congress included in the 1991 

transportation reauthorization bill —the Intermodal Surface Transportation Efficiency Act, or 

ISTEA— a requirement that the FTA also consider additional criteria including mobility 

improvements, environmental benefits, and operating efficiencies (Duff et al. 2010). In 1996, 

FTA published a notice implementing specific measures to evaluate New Starts projects based 

on these new criteria (Duff et al. 2010). The number of measures for project justification 

increased from one (cost effectiveness) to eleven (Federal Transit Administration 1996b): 

• Mobility improvement 
1. Value of projected travel time savings 
2. Number of low-income households living within half a mile of project boarding 

points 
• Environmental benefit 

3. Value of the projected reduction in pollutant and greenhouse gas emissions 
4. Change per year in regional energy consumption 
5. Current and projected compliance with Environmental Protection Agency (EPA) 

air quality standards 
• Operating efficiencies 

6. Forecast change in operating cost per passenger mile 
• Cost effectiveness 

7. Incremental cost (capital and operating cost) per incremental rider 
• Transit-supportive existing land-use policies and future patterns 

8. Combined rating of low, medium, or high, based on 
§ Existing land use 
§ Containment of sprawl 
§ Transit-supportive corridor policies 
§ Performance of land-use policies 

• Other factors 
9. The degree to which institutions are already in place as assumed in forecasts 
10. Project management capability 
11. Additional relevant factors 

Of the eleven measurements listed above, a few, such as project management 

capability and the number of low-income families living within a half mile of project boarding 

points, do not depend on ridership forecasts or cost estimates. Others, such as anticipated 
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cost-effectiveness and reductions in greenhouse gas emissions would vary directly with 

anticipated ridership and/or cost.  

Project justification criteria remained unchanged with the passage of the next 

highway authorization act, the Transportation Equity Act for the 21st century (TEA-21). 

However, in a 2005 “Dear Colleague” letter, the FTA re-emphasized the importance of cost-

effectiveness, and thence ridership, as a project evaluation criterion by announcing that 

projects that failed to achieve a medium rating or higher for cost effectiveness would not be 

recommended for funding (Dorn 2005). In the same year, the subsequent federal surface 

transportation act, Safe, Affordable, Flexible, Efficient Transportation Equity Act, A Legacy 

for Users (SAFETEA-LU) added two additional project justification criteria for New Starts 

projects: economic development and land use (Duff et al. 2010). These additions were 

presumably intended to reduce the importance of cost-effectiveness in project evaluation 

(Chapter 5 discusses the actual and/or perceived motivations behind changes in the New 

Starts program in more detail). However, in 2007, FTA published a notice of proposed 

rulemaking (NPRM) wherein cost-effectiveness would be assigned a 50 percent weight in the 

overall project rating, and to continue to require that projects with less than a Medium rating 

for cost effectiveness not be recommended for funding. Later that year, Congress responded 

by enacting legislation to prevent implementing these proposed rules (Duff et al. 2010). The 

following year, Congress passed the SAFETEA-LU Technical Corrections Act of 2008, which 

required the FTA “give comparable, but not necessarily equal weight to each project 

justification criteria in calculating the overall project rating” (quoted in Duff et al., 2010). 

The FTA responded in 2009 with an NPRM proposing that cost-effectiveness be weighted at 20 

percent of the overall project rating, and each of the other criteria would be rated at either 

10 or 20 percent (Duff et al. 2010).  
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This back-and-forth reflects a fundamental tension between Congress and the FTA. A 

majority of members of Congress appear intent on maximizing the opportunity for projects 

located in their own districts to receive Federal funding, despite the fact that few 

Congressional districts have the population density and other necessary conditions to achieve 

ridership levels that would justify Federal investment. Conversely, the FTA leadership, 

particularly under Republican presidents, appears to favor awarding New Starts funding based 

on project cost and patronage merits, rather than on local project benefits less directly 

related to transit use. I discuss these differences more fully in Chapter 5. 

In 2012, MAP-21 added congestion relief as an additional project evaluation criterion, 

for a total of six criteria: mobility improvement, economic development, environmental 

benefits, congestion relief, cost effectiveness, and land use. In the 2013 Final Rule (Federal 

Transit Administration 2013c) FTA announced that each of these six criteria would be 

weighted equally in the overall project rating.  

Technical Assistance and Project Oversight 

Over the years, concerns about the accuracy of ridership forecasts and cost estimates 

prepared during the New Starts project development process have prompted FTA to increase 

its role in technical assistance and project oversight for New Starts projects. The first step in 

this direction was the establishment of the Project Management Oversight (PMO) program 

authorized by the 1987 surface transportation reauthorization bill (the Surface Transportation 

and Uniform Relocation Assistance Act, or STURAA) (General Accounting Office 2000). Under 

the PMO program, FTA hires a private engineering firm as a project management oversight 

consultant (PMOC) to work with each project sponsor throughout the project development 

process to develop a reasonable project budget and schedule, and continues to monitor to the 

project sponsor to ensure that it stays within the budget and in schedule (General Accounting 

Office 2000). In a 1997 review of the Los Angeles subway project, FTA learned that the local 
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project sponsors did not have adequate financial capacity to fund its agreed-upon local share 

for the project. As a result, FTA expanded the role of the PMO program to include an analysis 

of project sponsors’ financial capacity to fund planned local funding shares (General 

Accounting Office 2000).  

The PMO program increased FTA’s role in seeking to maximize the accuracy of cost 

estimates, but these changes did not extend to oversight of ridership forecasting. Beginning 

with the 1976 policy statement that introduced the New Starts process (Urban Mass 

Transportation Administration 1976), UMTA/FTA was tasked with approving project sponsors’ 

ridership forecasting methodology, but given the complexity of most regional travel demand 

models, detailed model review was generally not possible. 

In 2003, FTA introduced the Summit software package to assist project sponsors in 

calculating the TSUB measure of project benefits (General Accounting Office 2005). Although 

the purpose of the software was to calculate project benefits, it also served as a much-

needed quality control for travel demand model specifications, since it required users to 

enter such detailed model outputs. In testimony before Congress in 2004, the Inspector 

General of the Department of Transportation described the Summit software as “an important 

step … to help identify problems with ridership forecasts” (Mead 2004, 14).  

When ridership models are too complex to allow for adequate oversight and quality 

control, the use of a simpler model could address this problem. In addition to the MAP-21 

efforts to simplify the New Starts process and the cost effectiveness measure, FTA also took 

steps at that time simplify ridership forecasting. In the 2013 Final Rule (Federal Transit 

Administration 2013c) replacing the TSUB measure with total trips on project, FTA also 

promised to develop a simplified method for project sponsors to calculate trips on project 

and reductions in vehicle miles traveled (VMT), required for calculating environmental 
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benefits. Later that year, FTA introduced the Simplified Trips-on-Project Software (STOPS) 

(Federal Transit Administration 2013d). 

STOPS is a simplified four-step travel demand model that substitutes the trip-

generation and trip-distribution steps with worker flows from the Census Transportation 

Planning Package (CTPP), applying factors and information about transit trip generators to 

account for non-work trips and non-home-based trips (Federal Transit Administration 2013d). 

STOPS uses General Transit Feed Specification (GTFS) data to represent the transit network 

(Federal Transit Administration 2013d). Rather than representing the roadway network in the 

model, STOPS simply uses zone-to-zone travel times and distances (Federal Transit 

Administration 2013d). The STOPS model has been calibrated and validated against data from 

a variety of fixed guideway systems in metropolitan areas across the country, but allows 

minimal adjustments for calibration to local conditions (Federal Transit Administration 

2013d). At this time, project sponsors may choose to produce their forecasts using either the 

STOPS model or a locally maintained regional travel demand model that is subject to review 

and approval by FTA. 

Conclusion 

Throughout the history of the New Starts program, we can observe a tension between, 

on the one hand, improving the opportunities for all project sponsors to qualify funding and, 

on the other hand, creating a system of merit-based competition that would award funds only 

to a few high-performing cities. Likewise, we see a tension between rigor and simplicity or 

transparency in project evaluation, and between limiting and expanding the federal role 

funding and overseeing transit project development and construction. Finally, we can observe 

a tension among competing (if not necessarily conflicting) priorities such as attracting new 

transit riders, serving existing riders, and using transit infrastructure to shape urban form and 

urban economies more broadly.  
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The changes that have arisen through these tensions have influenced the context in 

which cost estimates and ridership forecasts are made for New Starts projects. How have 

these contextual changes affected the ways in which project sponsors perceive the role of 

forecasting and cost estimating in transit planning? Has forecast accuracy changed as policies 

and perceptions have changed? A review of the existing literature on forecasting in general —

as well as prior research that specifically addresses cost estimating and ridership forecasting 

for transit— offers some insight into the types of changes we might expect to see in 

connection with the shifting policy landscape, and this is the focus of the next chapter. 
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Chapter 3. Literature Review 

This chapter discusses literature related to forecasting for public transit infrastructure 

projects. The bulk of the chapter summarizes theories about and research on forecasting in 

general, drawing on the work of scholars from diverse disciplines including planning, politics, 

public health, psychology, and meteorology. Two brief sections follow, which discuss research 

on cost estimation for capital construction projects and demand forecasting for transportation 

infrastructure projects. The final section summarizes a small group of studies with scopes 

similar to this dissertation: cost and ridership forecasts for federally funded transit capital 

projects in the United States. 

Literature on Forecasting 

The degree of trust we should place in the forecasts experts produce might vary 

somewhat by topical area, but studies on forecasting in general provide a helpful starting 

point for thinking about our reliance on expert forecasts.  

Table 2: Categories of criteria for evaluating forecasts 

Publication 
Types of forecast 
addressed 

Proposed criteria for forecast evaluation 
Methodology 
and judgment Accuracy Usefulness 

Ascher, William. 1979. Forecasting: 
An Appraisal for Policy-
Makers and Planners. 
Baltimore: Johns Hopkins 
University Press. 

Population, 
economic,  
energy,  
transportation, 
and technology 

Insider’s 
approach 

Outsider’s 
approach 

Discussed, 
but not an 
evaluation 
criterion 

Tetlock, Philip E. 2009. Expert 
Political Judgment: How 
Good Is It? How Can We 
Know? Kindle Edition. 
Princeton University Press. 

Political events 
Logical 
coherence and 
process tests 

Empirical 
correspondence 
tests 

Discussed, 
but not an 
evaluation 
criterion 

Murphy, Allan H. 1993. “What Is a 
Good Forecast? An Essay on 
the Nature of Goodness in 
Weather Forecasting.” 
Weather and Forecasting 8 
(2): 281–93. 

Weather Consistency Quality Value 

Kahneman, Daniel. 2013. Thinking, 
Fast and Slow. Reprint 
edition. New York: Farrar, 
Straus and Giroux. 

Project Planning Inside view  Outside view  Not 
discussed 

 



27 

 

How should we go about evaluating forecasts prepared by experts? Three scholars, 

Ascher (1979), Tetlock (2009), and Murphy (1993), have proposed related categories of 

forecast-evaluation criteria. Kahneman (2013) describes two approaches to preparing 

forecasts that relate closely to the evaluation categories described by Ascher (1979), Tetlock 

(2009), and Murphy (1993). Table 2 summarizes these criteria; the terms used in this table are 

discussed below. 

In introducing his evaluation of population, energy, economic, transportation, and 

technology forecasts, Ascher (1979) differentiates the “insider’s approach” from the 

“outsider’s approach.” The insider’s approach focuses on the scientific validity of the 

forecasting technique and the correct use of the information that was available to the 

forecaster at the time the forecast was made. In contrast, the “outsider’s approach” focuses 

on the accuracy of the forecasts rather than the method that is used to produce them.  

Tetlock (2009) likewise proposes two categories of tests to evaluate a political 

forecaster’s judgment: “correspondence tests rooted in empiricism” (Tetlock 2009, 7), which 

correspond neatly with Ascher’s (1979) outsider’s approach, and “Coherence and process 

tests rooted in logic” (Tetlock 2009, 7), which are closely related to, if somewhat distinct 

from, Ascher’s (1979) insider’s approach and address the question of whether the forecast is 

based on a set of internally consistent beliefs that the forecaster updates in response to new 

evidence.  

In reference to weather forecasts, Murphy (1993) identifies three distinct types of 

forecast goodness: consistency, quality, and value. Consistency is the degree to which a 

published forecast corresponds to the forecaster’s best judgment, and is closely related to 

(but again somewhat distinct from each of) Ascher’s (1979) insider’s approach and Tetlock’s 

(2009) coherence and process tests. Quality is the degree to which a published forecast 

corresponds to subsequently observed conditions. This corresponds neatly with Ascher’s 
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(1979) outsider’s approach and Tetlock’s (2009) correspondence tests, and is typically what 

we refer to when we discuss forecast accuracy. Murphy’s (1993) final type of forecast 

goodness, value, refers to the usefulness of a forecast to the forecast’s users. While Ascher 

(1979) and Tetlock (2009) both discuss the concept of forecast usefulness, neither suggests it 

as a separate criterion for evaluating a forecast. 

Kahneman (2013) does not directly address how a forecast should be evaluated, but 

rather discusses two approaches to preparing project-management forecasts: the “inside 

view” and the “outside view.” A forecast prepared with an inside view is based on the 

forecaster’s knowledge of specific characteristics of the planned project. The inside view is 

closely related to forecast evaluation based on Ascher’s (1979) insider’s approach, Tetlock’s 

(2009) coherence and process tests, and Murphy’s (1993) consistency. A forecast prepared 

with an outside view is based on the observed data from completed projects with similar 

characteristics to the planned project. The outside view is closely related to Ascher’s (1979) 

outsider’s approach, Tetlock’s (2009) correspondence tests, and Murphy’s (1993) quality. 

Taken together, the loosely related frameworks these four scholars propose suggest 

three dimensions that are useful in evaluating forecasts: (1) methodology and judgment, (2) 

accuracy, and (3) usefulness. I review each of these dimensions in greater detail below, 

followed by a discussion of the relationships among them. 

Methodology and judgment 

Forecast methodology comprises three components: (1) data on historical or existing 

conditions, (2) a theoretical and/or mathematical model, and (3) the forecaster’s judgment.  

In evaluating many forecasts from a variety of disciplines, Ascher (1979) finds that 

improvements in the accuracy of forecast inputs (which are often also forecasts) have a much 

greater influence on forecast accuracy than improvements in the theoretical/mathematical 

model used to produce the forecast. Alonso (1968) demonstrates how model improvements 
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may be especially ineffective when they increase model complexity, since complex models 

tend to magnify the uncertainty of model inputs. As a result, when input data are uncertain 

(either due measurement error of inputs that refer to existing conditions, or forecasting error 

in inputs that refer to future conditions), a less conceptually complete, but simpler, model 

will yield a more reliable forecast than a more conceptually complete, more complex model. 

This effect of model complexity may help explain Ascher’s curious finding that the 

introduction of sophisticated modeling techniques in a variety of forecasting disciplines has 

generally not improved forecast accuracy (Ascher 1979), since any improvement in the quality 

of input data is likely to be offset by the magnification of uncertainty that usually 

accompanies increasing model complexity. Nevertheless, as computers have become more 

powerful and widespread, complex mathematical models have played a greater role in 

forecasting. 

Innovation diffusion theories are useful in understanding why forecasters may choose 

to adopt new forecasting approaches. Rogers (1962; 2003) was the first to propose a general 

theory of innovation diffusion to apply across all types of innovation. He defines diffusion in 

terms of four elements as “the process by which (1) an innovation (2) is communicated 

through certain channels (3) over time (4) among member of a social system” (Rogers 2003, 

11). The adoption of a technology or innovation thus a function of the characteristics of the 

innovation itself, the ways in which those characteristics are communicated, the 

characteristics of the communications channels, the passage of time, and the characteristics 

of the social system of potential users. 

Rogers (2003; 1962) goes on to identify five perceived attributes of innovations that 

help to explain their adoption: (1) relative advantage over the ideas the innovation is 

intended to replace; (2) compatibility with the values and needs of potential adopters; (3) 

complexity, where innovations that are difficult to understand are less likely to be adopted; 
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(4) trialability, or the degree to which potential adopters can experiment with the innovation 

on a limited basis; and (5) observability, or the degree to which the benefits of an innovation 

can be observed by those who have not yet adopted it. 

Based on the framework described above, the very complexity of increasingly 

sophisticated forecasting models may impede their adoption, especially when their relative 

advantage over simpler models is not at all clear — as is often the case for innovations in 

forecasting. Spyros Makridakis, a leading scholar on forecasting, has organized a series of 

three competitions referred to in the forecasting literature as the Madridakis competitions or 

M competitions (Makridakis and Hibon 2000; Makridakis et al. 1982, 1993; Hyndman and 

Koehler 2006). The purpose of these competitions has been to compare the performance of a 

variety of extrapolative methods for forecasting time series data. Two findings that were 

consistent in all three competitions are relevant in evaluating forecast methodologies. First, 

more complex methods generally do not perform better than simpler methods. Second, the 

results obtained by averaging forecasts produced using a variety of methods tend to be more 

accurate than the forecasts produced by any individual method included in the average 

(Makridakis and Hibon 2000; Makridakis et al. 1982, 1993). Interestingly, the latter finding is 

consistent with Tetlock’s (2009) observation about political forecasts prepared based on 

expert judgment alone: that averaging predictions by a group of experts will generally yield a 

more accurate set of predictions than any one expert will produce. 

These findings would suggest that forecasting resources would be better allocated to 

applying a variety of simple models and averaging or combining the results than to developing 

a single complex model. However, the increasing availability and affordability of computing 

power has served to sharply reduce the cost of increasing model complexity. As forecasting 

models have become more complex and reliant on high-power computing, some have 

expressed concern that these models are increasingly becoming “black boxes”: mysterious 
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machines that transform inputs into outputs using methods that even the forecaster operating 

the machine may not fully understand (Ascher 1979; Silver 2015). An argument could be made 

that one advantage of a black-box model is that it reduces reliance on the modeler’s 

subjective and biased judgment. Fair (1971) argues that if the modeler has the ability to 

tinker with model parameters and inputs to achieve his preferred result, the model offers 

little advantage over the modeler’s subjective judgment. Ascher (1979) and Silver (2015) both 

describe this concern with an analogy to the Mechanical Turk, the subject of an essay by 

Edgar Allen Poe about a machine that astonished audiences throughout Europe in the late 

18th and early 19th centuries by its ability to apparently play chess independently against a 

human opponent. Poe correctly surmised that the machine was actually operated by a 

concealed human chess master (Poe 1836). Just as the chess master’s abilities were more 

impressive when it appeared that they were those of a machine, is it possible that the 

primary function of computer models is to add credibility to the human modeler’s subjective 

opinions? 

There is some evidence that good judgment on the part of a human model operator 

improves model performance. Ascher cites “[n]umerous studies [which] have shown that, 

contrary to expectations, short-term economic forecasts that require the forecaster to 

project the values for exogenous variables often are much more accurate than parallel 

forecasts that incorporate the actual values for these exogenous variables” (Ascher 1979, 68, 

emphasis in orginal). This occurs because the forecaster iteratively adjusts model inputs to 

bring the forecasts into a range that is consistent with the forecaster’s judgment, which can 

compensate to some degree for errors or omissions in the model specification, but may 

obscure serious weaknesses in the validity of the model. This finding does not necessarily 

mean that the model does not add value, or that we would do equally well to rely on expert 

judgment alone. 
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The model serves primarily to assess judgmentally the general implications of 
the forecaster’s assumptions on future exogenous developments, including his 
ad hoc adjustments for anticipated changes in structure since the sample 
period, and for the correction of apparent specification errors. (Hickman 1972, 
17) 

Ultimately, the question of whether a forecaster should exercise human judgment in 

preparing a forecast is moot; even the most mechanistic models require human judgment in 

selecting input variables and presenting model results, to say nothing of determining whether 

the model is appropriate for addressing the relevant question in the first place. Silver (2015) 

warns of the danger of failing to exercise judgment in working with computer models: 

Be wary… when you come across phrases like “the computer thinks…” [I]f you 
get the sense that the forecaster means this … literally—that he thinks of the 
computer as a sentient being or the model as having a mind of its own—it may 
be a sign that there isn’t much thinking going on at all. Whatever biases and 
blindspots the forecaster has are sure to be replicated in his computer program 
(Silver 2015, 293).  

Murphy (1993) specifies that, to achieve consistency, a forecast should be consistent 

with the forecaster’s judgment in two respects: first, with respect to the estimate itself, and 

second – since no statement about the future can be made with 100 percent certainty – with 

respect to the level of certainty associated with the estimate. Murphy (1993) goes on to point 

out that consistency can be difficult to ascertain by outside observers, since only the 

forecaster herself can determine what her own best judgment was and check it for 

consistency against her published forecast. However, Tetlock (2009) argues that forecasters 

should be held to “coherence and process tests rooted in logic. Are their beliefs internally 

consistent? And do they update those beliefs in response to evidence?”  (Tetlock, 2009, 348-

349). Such tests refer to something subtly different from Murphy’s (1993) consistency in the 

sense that they do not ask whether a forecaster’s beliefs are consistent with her forecasts, 

but rather whether she is justified in holding those beliefs, sincere as they may be, based on 

the evidence available to her.  
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A forecaster’s judgment of whether a forecast is within a reasonable range may be 

somewhat subjective, but the forecaster will ideally update his subjective beliefs based on 

data. Kahneman (2013) describes how project performance forecasts prepared based on the 

characteristics of the project itself (described as the “inside view”) can be improved when 

the forecaster incorporates information about the performance of similar projects that have 

already been completed (the “outside view”). Thus the forecaster’s judgment about whether 

the initial forecast is reasonable is informed by data on similar projects. Kahneman and 

Tversky (1979) suggest reference class forecasting as means of going beyond simply anchoring 

the forecaster’s judgment based on prior performance and applying a formal, quantitative 

technique to actually develop forecasts based on probability distributions derived from data 

on other projects. This method was first operationalized and applied to project planning by 

Flyvbjerg (2006). 

Tetlock (2009) and Silver (2015) both discuss how a forecaster should update beliefs 

according to new evidence by applying Bayes’ theorem. Based on the work of Reverend 

Thomas Bayes (Bayes and Price 1763) and further refined by Pierre Simon, Marquis de LaPlace 

(LaPlace 1902), Bayes’ theorem suggests that new evidence should update the estimated 

probability that a hypothesis is true based on Equation 1, where H represents the hypothesis 

and E represents the evidence. 

Equation 1: 𝑃 𝐻 𝐸 =  ! ! !
! !

×𝑃 𝐻  

P(H) in Equation 1 is the prior probability, or the probability that the analyst would 

have assigned to the hypothesis before the new evidence was available. P(E|H) is the 

probability of observing the new evidence, given that the hypothesis is true; P(E) is the total 

overall probability of observing the evidence (regardless of whether the hypothesis is true); 

and P(H|E) is the posterior probability, or the probability that the hypothesis is true, given 
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the evidence that was observed. Thus, when new evidence becomes available, the analyst’s 

prior beliefs should be updated according to the ratio of P(E|H) to P(E).  

The degree to which Bayes’ Theorem would suggest that a forecaster should update 

her beliefs in response to new evidence depends on the strength of her prior beliefs. For 

example, as P(H) approaches either zero or one (i.e. the forecaster already believes that the 

hypothesis is either definitely true or definitely false), the ratio of P(E|H) to P(E) also 

approaches one, so that no amount of evidence can have much effect on the posterior 

probability. This helps to explain Tetlock’s (2009) finding that forecasters with a particular 

cognitive style —characterized by a strong need for closure and a low tolerance for 

ambiguity— were more likely to assign very high probabilities to the events they predicted 

and were unlikely to change the beliefs on which they based their predictions, even after 

their predictions proved to be false. As a result, forecasters who expressed the greatest 

certainty about their forecasts generally proved to produce the least accurate forecasts. In 

other words, “There is often a curiously inverse relationship between how well forecasters 

thought they were doing and how well they did” (Tetlock, 2009, 106-107).  

In fact there is a real danger that forecasters will not only fail to update their beliefs 

in response to new information, but that information that conflicts with deeply-help beliefs 

may even serve to strengthen those beliefs. This response to contradictory information has 

been demonstrated in two studies, one on beliefs about the dangers of vaccines (Nyhan et al. 

2014) and another on political misperceptions (Nyhan and Reifler 2010). 

Methodologies and judgments used to produce a forecast can be evaluated 

independently from forecast accuracy. Ascher (1979) refers to this type of evaluation as the 

insider’s approach because such an evaluation requires and insider’s knowledge of all the 

assumptions, methods, and judgments that were used to create the forecast, as well as 

sufficient expertise to determine whether these assumptions, methods, and judgments were 
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appropriate, given the information available when the forecast was made and the current 

state of practice. Murphy (1993) goes even further and argues that no one besides the 

forecaster herself can ascertain whether a forecast was consistent with the forecaster’s own 

judgment.  

Accuracy and bias 

In contrast to evaluating methodology and judgment, evaluating forecast accuracy 

may seem to be a relatively straightforward task of comparing forecast values to observed 

values. However, a variety of metrics are available to make such comparisons, and the 

selection of a metric can influence conclusions about the overall accuracy of particular 

forecaster or forecasting method. Each of the M competitions (Makridakis et al. 1982; 

Makridakis and Hibon 2000; Makridakis et al. 1993) evaluated forecast accuracy using five 

different metrics and found that the relative performance of the specific methodologies they 

evaluated varied depending on the accuracy metric that was used. A substantial body of 

literature has emerged to compare and propose metrics for evaluating forecast accuracy. 

Table 3 lists a selection of these metrics. 

Metrics for evaluating forecast accuracy may be either dimensioned or dimensionless. 

Dimensioned measures are expressed in the units of the quantity being forecast; 

dimensionless measures are expressed as ratios or percentages. 

The most basic dimensioned measure for forecast accuracy is error, which can be 

calculated as the forecast value minus the actual value. Error will be positive when the 

forecast is higher than the actual value and negative when the forecast is lower than the 

actual value. By indicating both the magnitude and direction of the difference between the 

forecast and the actual value, error is useful for measuring both accuracy and bias for a single 

forecast. However, for a set of forecasts, average error can indicate average bias, but not 
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average accuracy, since large positive errors have the potential to cancel out large negative 

errors. 

Table 3. Selected metrics for evaluating point forecast accuracy 

 Formula1 Source  
Dimensioned   
Average absolute error (AAE)  𝑓 − 𝑎!

!!!
𝑛

 
Described in (Ascher 1979) 

Root mean squared error 
(RMSE) (𝑓! − 𝑎!)!!

!!!
𝑛

 
Described in (Ascher 1979) 

Dimensionless   
Mean absolute percentage 
error (MAPE)  

𝑓 − 𝑎
𝑎

!
!!!

𝑛
 

Described in (Armstrong and Collopy 1992; 
Kitchenham et al. 2001) 

Mean magnitude of error 
relative to the estimate 
(MMER) 

𝑓 − 𝑎
𝑓

!
!!!

𝑛
 

Proposed in (Kitchenham et al. 2001) 

Symmetric mean absolute 
percentage error (SMAPE) 𝑓 − 𝑎

1
2 𝑓 + 𝑎

!
!!!

𝑛
 

Proposed in (Armstrong 1978) 

Mean z or Q 𝑓!
𝑎!

!
!!!

𝑛
 

Described in (Kitchenham et al. 2001) as z 
and described in (Tofallis 2015) as Q 

Mean ln(Q) 𝑙𝑛 𝑓!
𝑎!

!
!!!

𝑛
 

Described in (Lo and Gao 1997), named in 
(Tofallis 2015) 

Percent Better 𝑓!
∗ − 𝑎! > 𝑓! − 𝑎!!

!!!
𝑛

 
Described in (Makridakis et al. 1982) 

Theil’s U2 (𝑓! − 𝑎!)!!
!!!

𝑛
(𝑓!∗ − 𝑎!)!!

!!!
𝑛

 

Proposed in (Theil 1966) 

Geometric mean relative 
absolute error (GMRAE) 

𝑓! − 𝑎!
𝑓!∗ − 𝑎!

!
!

!!!

 
Described in (Armstrong and Collopy 1992) 

1. f  = forecast value,  
a  = actual value,  
f* = a forecast produced by a “naive” model such as random walk or no-change, and 
n  = the number of forecasts being evaluated. 

 

Two common dimensioned measures for the accuracy of a set of forecasts are average 

absolute error (AAE) and root mean squared error (RMSE) (Ascher 1979). AAE for a set of 

forecasts is calculated as the difference between the forecast value and the actual value 

(expressed as a positive number regardless of the direction of the error), averaged across all 

forecasts. Thus, while average error measures bias rather than accuracy, average absolute 

error measures accuracy rather than bias. RMSE is calculated by summing the squares of the 
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error for each forecast in a set, then taking the square root of the sum. The RMSE for a given 

set of forecasts will always be at least as large as the AAE, but RMSE imposes a greater 

penalty for extreme errors (Ascher 1979). Thus, two sets of forecasts might have the same 

AAE if one set of forecasts is moderately accurate and the other includes several very 

accurate forecasts and a few very inaccurate ones. However, the latter set will have a higher 

RMSE.  

A feature of dimensioned measures of accuracy is that they preserve the scale of the 

error, and this may or may not be an advantage. For example, in cost estimating, an error of 

three percent might be of greater concern if it represents a difference of one million dollars 

than if it represents a difference of one hundred dollars. However, this may also make it 

impractical to compare forecast accuracy across projects or phenomena of widely different 

scales. Moreover, the amount of error that a forecast user will accept may depend on the 

scale of the project or phenomenon, so that the ratio of the error to the predicted or forecast 

value is more important than the magnitude of the error. Beginning in the 1980s, econometric 

forecasting researchers began to shift from a preference for dimensioned to dimensionless 

measures of forecast accuracy (Armstrong and Collopy 1992). 

The most common dimensionless measure for forecast accuracy is mean absolute 

percentage error (MAPE) (Tofallis 2015; Armstrong and Collopy 1992; Gneiting 2011). MAPE is 

calculated as the average of the absolute difference between the forecast and the actual 

value, divided by the actual value (see the equation in Table 3). Mean magnitude of error 

relative to the estimate (MMER) is a related measure that divides the absolute error by the 

forecast value rather than by the actual value (see the equation in Table 3). Kitchenham et 

al. (2001) argue that MMER is a more useful measure for forecast users than MAPE is, since it 

allows the user to estimate the likely error that she may expect for new forecasts produced 

by a forecaster or methodology with an established MMER.  
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A major flaw of both MAPE and MMER is asymmetry: They both impose a greater 

penalty for errors in one direction than in the other. For each metric, a value of zero 

indicates perfect accuracy and higher values indicate less accuracy. However, assuming that 

the quantity being forecast is strictly positive (i.e. there can be no meaningful negative 

values), a forecaster or methodology that consistently under-predicts the actual values will 

have a maximum MAPE of one (or 100 percent), but there will no upper limit on its MMER. 

Conversely, a forecaster or methodology that consistently over-predicts the actual values will 

have a maximum MMER of one (or 100 percent), with no upper limit on its MAPE. Thus, MAPE 

imposes a greater penalty for over-prediction than for under-prediction, and MMER imposes a 

greater penalty for under-prediction than for over-prediction. 

A second, but less serious flaw of MAPE and MMER is that both may be undefined in 

specific cases. MAPE will be undefined if any actual values are zero; MMER will be undefined 

if any forecast values are zero. 

Armstrong (1978) proposed the symmetric mean absolute percentage error (SMAPE) to 

address both of these flaws of MAPE and MMER. SMAPE is calculated by dividing the absolute 

error by the average of the forecast and the actual value (see Table 3). As a result of this 

modification, the maximum SMAPE for both over-and under-prediction is 2.0 or 200 percent, 

and the penalty for over-prediction is the same as for under-prediction. For example, if a 

pessimistic forecaster predicts a value of 50, an optimistic forecaster predicts a value of 200, 

and the actual value is 100, MAPE would suggest that the optimist was more accurate, with a 

MAPE of 50 percent compared to the pessimist’s MAPE of 100 percent. However, MMER would 

suggest that the pessimist was more accurate, with a MMER of 50 percent compared to the 

optimist’s MMER of 100 percent. SMAPE resolves this discrepancy with a SMAPE for both 

forecasters of 67 percent (Armstrong and Collopy 1992). 
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In some cases, a researcher may want an accuracy measure that preserves information 

about the direction of the error. Kitchenham et al. (2001) propose that this can achieved by 

using the average of the ratio of the forecast value to the actual value (see Table 3). 

Kitchenham et al. (2001) and Lokan (2005) refer to this metric as z; Tofallis (2015) refers to 

the same metric as Q; and Lo and Gao (1997) have used this metric without naming it. Perfect 

accuracy will yield an average Q of one; under-prediction will yield values less than one, and 

over-prediction will yield values greater than one. Q is equal to one plus percent error, and it 

suffers from the same primary flaw as average percent error: when aggregated to an average, 

it measures bias rather than accuracy: It is possible for a very inaccurate forecaster or 

method to achieve an average ratio close to one if forecasts are relatively unbiased. The ratio 

also has the same problems with asymmetry as MAPE and MMER, although Tofallis (2015) and 

Lo and Gao (1997) recommend correcting for this by taking the log of the ratio (shown as 

ln(Q) in Table 3). 

An analyst may be interested in whether a forecaster or methodology offers more 

value than a “naïve” forecast, such as one produced by random guessing or simple rules (e.g., 

a no-change model). If a set of reference forecasts is available, a few metrics are available to 

a compare a set of forecasts to the reference forecasts. The simplest of these is Percent 

Better (see Table 3), which is the percentage of forecasts with a smaller absolute error than 

the absolute error of the reference forecast. A disadvantage of Percent Better is that it does 

not account for how much improvement a specific forecast offers relative to the reference 

forecast (although this may also be an advantage of Percent Better in the sense that it is 

insensitive to outliers). Theil’s U2 statistic (Theil 1966) and the geometric mean of the 

relative absolute error (GMRAE) both incorporate information about the magnitude of error. 

Theil’s U2 is the ratio of the RMSE for a set of forecasts to the RMSE for a set of reference 
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forecasts (see Table 3). GMRAE is the geometric mean of the ratios of the forecasts absolute 

errors to the reference forecasts absolute errors (see Table 3). 

All of the metrics in Table 3 are useful for evaluating point forecasts. However, they 

cannot be directly applied to forecasts that express uncertainty by giving ranges of possible 

values or by assigning probabilities to particular events. However, as Murphy (1979) argues, 

forecasts should be accurate not only in terms of forecast magnitude, but also in terms of the 

degree of uncertainty associated with the forecast. Since there is never perfect certainty 

about the future, this notion suggests that forecasts of continuous variables should always be 

expressed as ranges of possible or likely values.  

To assess the accuracy of forecasts that are expressed as ranges, Ascher (1979) takes 

the midpoint of the range and applies one of the formulae from Table 3, arguing that forecast 

users are most likely to interpret the midpoint as the most likely value within the range. 

However, this approach assigns less accuracy to a forecast when the actual value is just 

within a wide forecast range (in which case the forecast was correct), than when the actual 

value is just outside a narrow forecast range (in which case, the forecast was incorrect). 

Murphy and Winkler (1977) suggest reliability as an indication of the quality of 

probabilistic forecasts that consist of a probability assigned to a dichotomous event (for 

example the probability of rain or the probability that the temperature will fall within a 

particular range). Reliability is the degree to which the forecast probabilities correspond with 

observed relative frequencies. The most common application of reliability is in weather 

forecasting. If, when a forecaster predicts a 20 percent chance of rain, it rains 20 percent of 

the time, the forecaster may be said to be perfectly reliable. The concept of reliability can 

also be applied to any forecast expressed as a confidence interval. For example, 90-percent 

confidence interval forecasts are perfectly reliable if observed values fall within the 

confidence interval 90 percent of the time. Reliability is a useful measure for forecasts of 
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events that occur frequently enough that a meaningful sample of comparison observations can 

be measured (hence its common application in weather forecasting). However, as Tetlock 

(2009) notes, probabilistic forecasts of rare events, or events that are conditional on rare 

circumstances, are much more difficult to evaluate. 

Another obstacle to evaluating forecast accuracy arises when decisions made as a 

result of the forecast have an influence on observed values. This may be a result of self-

defeating or self-fulfilling forecasts, as described by Ascher (1979). When performance 

forecasts are used as a basis for project selection, this also introduces selection bias into 

estimates of forecast accuracy. Eliasson and Fosgerau (2013) demonstrate that when forecasts 

of project performance cannot achieve perfect accuracy, and projects are selected based on 

those forecasts so that accuracy is only observable if the forecast is above a particular 

threshold, observable errors will always be optimistically biased, even if the errors of the full 

set of forecasts would have been unbiased had all projects been completed. This effect is 

illustrated in Figure 1, which represents forecast and actual values for 16 hypothetical 

proposed projects. Only those projects for which the forecast lies above the selection 

threshold are selected for completion and thus have observable errors. Based on the 

observable errors, there appears to be a substantial optimistic bias in the forecasts. However, 

if all projects had been completed, the full set of forecasts would have been unbiased. 

 

Figure 1. Effect of selection bias on observable forecast accuracy 
(based on Eliasson and Fosgerau 2013) 
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Usefulness and value 

Murphy (1993) describes the value or usefulness of a forecast as the degree to which 

the forecast influences forecast users to make better decisions than they would have made 

without the forecast (or perhaps with a different forecast). Thus, measuring forecast 

usefulness requires speculation about two counterfactuals that cannot be directly observed: 

(1) Would another decision have been made with no (or with a different) forecast?  

(2) Would that alternative decision have lead to a better outcome?  

Returning to Figure 1, a more accurate forecast would only have led to a different 

project selection decision for the projects where the line representing the observable or 

unobservable error crosses the selection threshold. Even when a forecast has substantial 

error, a more accurate forecast would not have led to a different decision as long as the 

forecast value and the actual value are both on the same side of the selection threshold. 

In the simplified scenario illustrated in Figure 1, the decision is made based 

exclusively on the forecast. This is not the case for all decisions that might nevertheless be 

influenced by expert forecasts. Ascher (1979) finds that expert forecasters in fields related to 

policy and planning tend to be skeptical about the influence of their forecasts on decisions by 

forecast users, although forecast users themselves “seemed quite convinced of the utility and 

influence of experts’ forecasts” (Ascher 1979, 16). Ascher (1979) attributes this difference, 

not to differing perceptions of how influential forecasts actually are in decision-making, but 

rather to differing perceptions of how influential forecasts ought to be in decision-making: 

[T]he forecaster’s perspective focuses on securely implanting the forecast in 
the decision-making routine, which is aided (but not guaranteed) by making 
consideration of expert forecasts a necessary step in the policy-making process. 
In contrast, the policy-maker’s perspective calls for forecasts (and technical 
expertise in general) to be useful in his deliberation, but without reducing his 
flexibility in the policy choice. (Ascher 1979, 17)   

When a forecaster concludes that a forecast clearly indicates an optimal decision, but 

does not trust the forecast user to reach the same conclusion, she may justify providing a less 
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accurate forecast on the grounds that it will lead to a better decision. Tetlock (2009) found 

that this was a common argument by experts who tended to overestimate the risk of worst-

case scenarios: that it was better for decision-makers to over-prepare for the worst than to 

be surprised by an unlikely, but possible, disaster. On the opposite side of the same coin, 

Hirschman (1967) has argued that, although project planners often underestimate the costs of 

proposed projects, they also underestimate the projects’ benefits (relative to doing nothing) 

and the resources that will be available to meet unanticipated costs. Thus, argues Hirschman 

(1967), it is fortunate when the true costs of a worthwhile project are underestimated, since 

advance knowledge of the true costs would have discouraged decision-makers from pursuing 

the project at all. Flyvbjerg (2016) refutes the claim that underestimated costs are 

accompanied by underestimated benefits. In fact, Flyvbjerg (2016)  finds the opposite to be 

true: when project costs are underestimated, project benefits tend to be overestimated. 

Thus, he rejects the claim that systematically biased forecasts are desirable to encourage 

optimal decision-making. 

A further danger of consistent bias is its potential to undermine credibility in the long 

term, as in the story of “The Boy Who Cried Wolf,” diminishing the usefulness of the forecast. 

In response to the perception of persistent bias, decision-makers may seek to counter-balance 

with additional forecasts from sources perceived to have the opposite bias. De Bruijn and 

Leijten (2007) describe how such circumstances lead to “contested information” as those for 

and against a particular decision each produce forecasts that support their respective 

positions. They argue that the resulting proliferation of conflicting information makes 

informed decision-making impossible, and undermines the usefulness of all forecasts. As a 

remedy, De Bruijn and Leijten (2007) suggest that this proliferation may be avoided through 

the creation of “negotiated knowledge” if, prior to analysis, stakeholders agree on a 
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consistent set of assumptions and methods that will be used to produce forecasts and the 

ways in which the forecast will inform decision making. 

Murphy (1993) argues that, when a forecaster has imperfect information about how 

the forecast will be used, the usefulness of a forecast is most likely maximized when its 

accuracy is maximized. 

Beyond the aforementioned difficulty in determining whether a different forecast 

would have led to a different decision, it is likewise difficult to judge whether another 

decision would have led to a better outcome, a problem that Tetlock (2009) refers to with 

regard to evaluating past political decisions more generally. For example, if a choice between 

two competing alternative projects is made based on forecasts of each project’s 

performance, the selected project may underperform so that its actual performance is worse 

than the forecast performance of the unselected alternative. In that case, it is clear that a 

more accurate forecast for the selected project would have led to the selection of the other 

alternative. However, we cannot know that this would have been a better alternative without 

also knowing how accurate the forecasts for the unselected alternative would have proven to 

be. If the forecasts for both alternatives had errors of a similar magnitude and in the same 

direction, the selected alternative would still be the best decision. 

Cost estimates for infrastructure projects 

In addition to the general characteristics of forecasts discussed in the previous 

section, a few considerations apply specifically to cost estimates prepared for public works 

infrastructure projects. 

Love et al. (2013) differentiate between two distinct components of the difference 

between the cost estimate that was made at the point of decision to pursue a project and the 

total capital expenditures that have been made by the time a project is completed. First, 

there is cost escalation, which is the difference between the initial cost estimate and the 
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value of awarded construction and procurement contracts. Second, there are cost overruns, 

defined as the difference between the original contract values and the final contract awards 

that have been paid by the time the project has been completed. It is noteworthy that the 

terms “cost escalation” and “cost overruns” refer to characteristics of observed costs rather 

than to characteristics of cost estimates. This terminology emphasizes a failure to stay within 

the budget, rather than a failure to accurately predict costs, and may thus shift blame from 

forecasters and estimators to designers and project managers.  

Trost and Oberlender (2003) find that five factors affect the accuracy of early cost 

estimates: basic process design, team experience and cost information, time allowed to 

prepare the estimate, site requirements, and bidding and labor climate.  

The competitiveness of the contract bidding environment, as measured both by the 

number of bidders (Rowland 1981), the difference between the engineering cost estimate and 

the low bid (Jahren and Ashe 1990), and the difference between the high bid and the low bid 

(Hinze, Selstead, and Mahoney 1992), has been demonstrated to be associated with the 

likelihood of cost overruns since bidders are motivated to build fewer contingencies into their 

bid amounts in order to secure the project, and must make up for this through change orders 

when unexpected circumstances arise. Greater project complexity (Rowland 1981; Hinze, 

Selstead, and Mahoney 1992) and size (Jahren and Ashe 1990) also are associated with a 

higher probability of cost overruns.  

Liu and Zhu (2007) propose five different project phases during which cost estimates 

may be prepared: the conceptual stage, the design stage, the tender stage, the 

preconstruction stage, and the build stage. These stages apply to a traditional design-bid-

build project delivery method, rather than a design-build method. The level of accuracy that 

is achievable and desirable increases with each successive stage.  
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During the conceptual stage, minimal effort is put into cost estimation, since the 

inputs to the estimates are highly uncertain and the objective of the estimate is simply to 

determine if the proposed project is adequately feasible to warrant further study (Liu and 

Zhu 2007). The accuracy of cost estimates prepared during the conceptual stage ranges from 

30 to 50 percent (Liu and Zhu 2007; Ashworth and Skitmore 2005). Liu and Zhu (2007) suggest 

that the most effective way to improve the accuracy of cost estimates prepared during the 

conceptual phase is to choose experienced, skilled people to prepare cost estimates (or 

improve the knowledge and skills of available cost estimators), improve the quality of input 

data, and integrating early design tasks with early cost estimation tasks. 

The experience of the cost estimator continues to be of primary importance for the 

accuracy of cost estimates prepared during the design stage (Liu and Zhu 2007). The 

objective of design-stage cost estimation is to evaluate the feasibility of proposed designs 

within a budget constraint (Liu and Zhu 2007). The accuracy of estimates prepared at this 

stage are generally around 20 percent (Liu and Zhu 2007; Morrison 1984). 

During the tender stage, the objective of cost estimation is to prepare to make a 

competitive (and realistic) bid on a project (Liu and Zhu 2007). Thus, estimate accuracy 

becomes more important, and improves to about 10 percent (Flanagan and Norman 1983; Liu 

and Zhu 2007). Furthermore, since most of the design has usually been completed by this 

stage, the effect of subjective judgment (and hence estimator skill and experience) on cost 

estimate accuracy diminishes (Liu and Zhu 2007). Cost estimate accuracy at this stage can be 

improved by setting standards and expectations for the degree of accuracy that must be 

achieved and by establishing clearly-defined procedures for preparing cost estimates (Liu and 

Zhu 2007). 

The objective of cost estimates prepared during the preconstruction phase is to make 

accurate budget predictions (Liu and Zhu 2007). By this point, project scope is very well 
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defined and accurate cost estimates can most effectively be improved by setting standards 

and expectations for the required accuracy, which is typically around five percent (Ferry, 

Brandon, and Kirkham 2014; Liu and Zhu 2007).  

During the build phase, the emphasis generally shifts from predicting costs to 

containing costs. Thus, deviations from cost estimates prepared during the preconstruction 

phase would be categorized as cost overruns rather than cost escalation. In general, cost 

overruns have been observed to be relatively modest compared to cost escalation that occurs 

prior to a contract award (Love et al. 2015; Hinze, Selstead, and Mahoney 1992; Jahren and 

Ashe 1990). 

Siemiatycki (2009) describes how two groups —academics and government auditors— 

who study inaccuracy in cost estimates for transportation projects emphasize different 

explanations for cost overruns. Academics, particularly those from planning and other social 

science disciplines, tend to emphasize strategic misrepresentation and other political and 

psychological explanations. Auditors, and also academics in the engineering and construction 

management disciplines, are more likely to emphasize technical explanations for cost 

overruns. This difference illustrates the importance of taking an interdisciplinary approach to 

understanding errors in cost estimation, since both technical factors and political or 

psychological factors likely play a role in cost estimate errors.  

While Kahneman (Kahneman and Tversky 1979; Kahneman 2013) and Flyvbjerg 

(Flyvbjerg, Holm, and Buhl 2002; Flyvbjerg 2006) both recommend reference class forecasting 

as a response to optimistic bias in cost estimation, each ascribes different explanations to it. 

Kahneman describes the appraisal optimism that comes from taking the inside view as a 

common and innocent mistake on the part of cost estimators (Kahneman 2013). Flyvbjerg and 

colleagues (Flyvbjerg, Holm, and Buhl 2002) acknowledge that sincere mistakes would be 

innocent: “Such optimism, and associated cost underestimation, would not be lying, needless 



48 

 

to say, because the deception involved is self-deception and therefore not deliberate” 

(Flyvbjerg et al., 2005, 288). In other words, to quote George Costanza, “It’s not a lie if you 

believe it” (Ackerman 1995). However, they go on to suggest that innocent mistakes cannot 

be an important source of error in transportation cost estimates since many estimators are 

experienced and can be expected to have learned from their mistakes and those of others 

over time. 

Appraisal optimism would be an important and credible explanation of 
underestimated costs if estimates were produced by inexperienced promoters 
and forecasters, i.e., persons who were estimating costs for the first or second 
time and who were thus unknowing about the realities of infrastructure 
building and were not drawing on the knowledge and skills of more experienced 
colleagues. Such situations may exist and may explain individual cases of cost 
underestimation. But given the fact that the human psyche is distinguished by a 
significant ability to learn from experience, it seems unlikely that promoters 
and forecasters would continue to make the same mistakes decade after 
decade instead of learning from their actions. It seems even more unlikely that 
a whole profession of forecasters and promoters would collectively be subject 
to such a bias and would not learn over time. Learning would result in the 
reduction, if not elimination, of appraisal optimism, which would then result in 
cost estimates becoming more accurate over time. (Flyvbjerg et al., 2002, 288-
289) 

As discussed in the previous section, the argument that the human psyche’s significant 

ability to learn from experience rules out the possibility for unintentional error on the part of 

experienced forecasters may present too optimistic a view of human psyche, since prior 

beliefs and biases have proven to be difficult to change, even in the face of new evidence 

(Nyhan and Reifler 2010; Nyhan et al. 2014; Tetlock 2009). 

Demand forecasts for transportation infrastructure 

Many of the social and political explanations for inaccurate cost estimates may be (and 

have been) applied to inaccurate demand forecasts as well (Flyvbjerg, Skamris Holm, and 

Buhl 2005). However, evaluating the accuracy of demand forecasts can be more challenging 

since there can be uncertainty associated with both the forecast values and the actual values. 

Uncertainty in actual demand values may be a result of measurement error. Uncertainty can 
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also result from temporal variation in demand, since a measurements of actual demand will 

vary depending on the particular days and times and which demand measurements are made.  

Measurement error is likely to play an important role in ridership forecasts. One major 

problem faced by agencies seeking to forecast future ridership is the difficulty of ascertaining 

existing ridership. A 2006 survey of transit operators found that a majority of survey 

respondents do not have adequate ridership data to forecast future ridership, particularly at 

the sub-route level (e.g. for route segments or individual stops) (D. Boyle 2006). Respondents 

further reported lower levels of confidence in the reliability of ridership data than in the 

reliability of other model input data (D. Boyle 2006).  

To further complicate matters, transit ridership forecasts are typically made in terms 

of linked trips, while ridership data are more likely to be collected and reported in terms of 

unlinked trips (D. Boyle 2006). Attempts to convert between the two introduce an additional 

source of error and uncertainty. There are both theoretical and practical reasons for selecting 

one measure over the other. It is usually easier to collect data on unlinked trips, since this 

can be done through manual or automated counts of boardings and/or alightings (D. Boyle 

2006). However, unlinked trips must be estimated using three of the four steps in the 

traditional four-step model for travel demand forecasting (trip generation, trip distribution, 

and mode split). Since uncertainty increases with each step of the model (Zhao and 

Kockelman 2002), estimates of linked trips are likely to be more accurate than estimates of 

unlinked trips. The reverse is true for the actual measurement of linked and unlinked trips.  

The distinction between linked trips and unlinked trips is not trivial, since some transit 

system changes can have opposite effects on the two measures. For instance, if service is 

changed to require more transfers (which tends to make riding transit more onerous), this 

could simultaneously reduce the number of door-to-door unlinked trips by travellers while 
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increasing the number of unlinked trips (boardings) by those fewer travellers (Taylor et al. 

2009).  

Even if transportation system utilization could be measured with perfect accuracy, 

measurements would vary somewhat from day-to-day. It is common to express transportation 

system demand in terms of average annual weekday values, but these values are rarely 

accompanied by measures of spread, such as 95-percent confidence intervals or standard 

deviations, which would facilitate an estimation of how often and by how much demand 

might exceed these averages. Moreover, annual averages can vary slightly depending on the 

date chosen to begin the year in which they are measured. 

A few researchers have compared the accuracy of demand forecasts among different 

types of transportation infrastructure projects. In a study comparing demand forecasts for 

road and rail transportation projects in Europe, Næss, Flyvbjerg, and Buhl (2006) found that 

demand forecasts for road projects tend to be more accurate than rail project forecasts. This 

difference could be a function of the low mode shares that are typical on transit, including 

rail transit. When rail mode shares are much lower than road mode shares, a small error in 

the overall share of travelers that use rail will result in larger percent errors in demand for 

rail travel than in demand for road travel.  

Differing measures of success for different types of projects may also play a role in 

creating different incentives for biased forecasts. For example, both rail projects and road 

projects may be justified by a goal of reducing roadway congestion, either by increasing 

roadway capacity (through a road project) or by shifting a roadway’s vehicle trips to rail trips 

(through a rail project). For rail projects, success at achieving congestion relief seems most 

likely if ridership forecasts are high. For road projects, success at achieving congestion relief 

seems most likely if traffic volume forecasts are low. Indeed, Parthasarathi and Levinson 

(2010) have found that, in a sample of traffic forecasts for roadway projects in Minnesota, 
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there has been a tendency to underestimate traffic volumes. Toll roads create a different set 

of incentives than non-tolled facilities, since project promoters must show that the project 

will generate enough toll revenue for the project to be financially feasible. In a study of 

tolled and non-tolled roadway projects in Norway, Welde and Odeck (2011) found that 

forecasts for toll roads tended to be more accurate than those for non-tolled roads, and 

attributed this difference to a failure of forecasters to account for induced traffic on non-

tolled roads and a greater degree of scrutiny given to toll road demand forecasts. Bain (2009) 

reports a similar finding in a meta-analysis of global toll road projects. 

Cost and ridership forecasts for transit infrastructure in the United States 

As described in Chapter 1, Federal grant programs providing capital funding for fixed-

guideway public transit projects began in the 1960s and 1970s. Beginning in the 1980s, many 

observers began to question this central federal role in transit funding. Some critics 

supported the Reagan Administration’s New Federalism initiatives and argued that transit 

funding was one of many Federal programs that would be better funded and managed at the 

state and local levels (Davis 2015). Others further argued that urban rail transit was generally 

a bad investment —or a risky investment at least— and that the Federal government 

encouraged inappropriate risk-taking by placing the investment decision in the hands of local 

decision-makers while assuming a substantial portion of the risk at the Federal level (Gomez-

Ibanez 1985a). It was in this political environment that the earliest studies of the accuracy of 

forecasts prepared for federally funded transit infrastructure projects were published.  

Gomez-Ibanez (1985b) examines the performance of the first three modern (post-

1950) light-rail systems to be constructed in North America, including two in Canada 

(Edmonton and Calgary) and one in the United States (San Diego), all of which were 

completed between 1978 and 1981. Rather than comparing project costs and performance to 

specific forecasts prepared for those projects, Gomez-Ibanez (1985b) compares performance 
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to general claims light rail advocates had made about the benefits of light rail: that, for 

modestly higher capital costs than bus service, light rail can attract more transit passengers 

and serve those passengers at a lower operating cost per passenger mile. He finds neither 

increases in ridership nor reductions in operating costs, relative to his estimates of what the 

bus lines the new systems replaced would have achieved. Gomez-Ibanez’s (1985b) argument 

thus rests on assumptions about counterfactuals. As summarized earlier in this chapter 

Tetlock (2009) and Eliasson and Fosgerau (2013) each discuss how the inability to observe 

counterfactuals can make it difficult to evaluate past decisions. However, since all three 

cities hosting the light rail projects Gomez-Ibanez (1985b) evaluates had existing bus service 

that continued after limited replacement by light rail service, his estimates of how the 

discontinued routes would have performed are likely to be reliable. 

Kain (1990) presents a case study of ridership forecasts prepared for the first urban 

rail system in Dallas. Since the urban rail system had not yet opened for service and the 

forecasts were for the years 2000 and 2010, Kain’s (1990) study could not take Ascher’s (1979) 

“outsider’s approach” to forecast evaluation by evaluating measure forecast accuracy. 

Instead, Kain (1990) takes Ascher’s (1979) “insider’s approach,” focusing on the forecast 

methodology, with an emphasis on assumptions for inputs such as highway congestion, central 

business district employment levels, and parking costs. Kain (1990) finds that these 

assumptions were largely incorrect and points to evidence that the selection of input 

assumptions was politically motivated to produce inflated ridership forecasts. 

In his criticism of the ridership forecasts for the first urban rail lines in Los Angeles, 

Richmond (2005) likewise takes Ascher’s (1979) “insider’s approach” to forecast evaluation, 

and goes on to claim that empirical tests of forecast accuracy are irrelevant since traditional 

methods of travel demand modeling are so inadequate that the accuracy of the forecasts they 

produce can only be coincidental. 
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Kain (1990) stops short of presenting an explanation for Dallas officials’ consistent 

efforts to use intentionally misleading analysis to justify a project that was not economically 

viable: 

“While some advocates were clearly acting out of perceived self-interest, the 
unswerving and blind commitment of many others to rail is difficult to explain 
in these terms. I leave it to others, more skilled in bureaucratic and political 
analysis of psychology to provide an explanation” (193).  

Richmond (2005) attempts to do just that in his exploration of why the Blue Line of 

the light rail system in Los Angeles was politically popular in spite of being (In Richmond’s 

view) economically unjustified. He argues that rail transportation has enormous appeal as a 

symbol of success, growth, renewal, and even sexual power, and that this symbol is so 

powerful that it defies refutation by evidence suggesting that rail will not benefit a 

community. According to Richmond’s (2005) study, local decision-makers in Los Angeles did 

not use ridership forecasts as a basis for evaluating potential urban rail projects, but rather as 

a game or ritual that must be completed in order to proceed with their pre-determined 

action. 

Wachs (1990) likewise describes the influence of politics on forecasting for transit 

projects. After interviews with “public officials, consultants, and planners” in which many 

shared stories of being pressured to revise forecasts in support of politically popular projects, 

Wachs (1990) concludes,  

“I am absolutely convinced that the cost overruns and patronage overestimates 
were not the result of technical errors, honest mistakes, or inadequate 
methods. …The forecasts had to be "cooked" in order to produce numbers 
which were dramatic enough to gain federal support for the projects whether 
or not they could be fully justified on technical grounds” (144). 

The first study to empirically evaluate forecast accuracy for several urban rail transit 

projects in the United States was completed for the Urban Mass Transit Administration 

(UMTA) in 1989 and examined cost and ridership forecasts for four light-rail, four heavy-rail, 
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and two downtown people mover projects that had been completed with UMTA funds 

between 1983 and 1987 (Pickrell 1989). Pickrell (1989) argues: 

“If the divergence between a project’s forecast and actual cost-effectiveness 
in attracting new transit passengers exceeds the margin by which the chosen 
alternative was preferred to others that were rejected, the planning process 
may not have led to selection of the most desirable project” (vi) 

This argument rests on two assumptions. First, it assumes that the forecasts for the 

alternatives not selected offer a good approximation of how they would have performed, had 

they been selected. As discussed by Tetlock (2009) and Eliasson and Fosgerau (2013), the 

accuracy of a forecast for an alternative that is not selected is unobservable. However, in the 

1980s, there was much less history of forecasting cost and demand for urban rail service than 

for its most likely alternatives, such as bus service and highway capacity. As discussed in the 

prior section, previous research has found demand forecasts to be more accurate for highway 

projects than for rail projects (Næss, Flyvbjerg, and Buhl 2006). Because there is now so 

much experience with the outcomes of bus projects and highway capacity expansions, it may 

be that the forecasts for these alternatives would today be more accurate than are forecasts 

for the rail projects eventually built. Despite the far greater frequency of bus vis-à-vis rail 

service, there has been less research on the accuracy of bus ridership forecasts than on rail 

ridership forecasts. 

 Second, Pickrell’s argument also assumes that forecasts have an important influence 

on decision-makers’ selection of a preferred alternative. This assumption may seem to 

conflict to some degree with claims by other researchers suggesting that the early selection 

of an alternative (based on considerations other than performance forecasts) influences 

forecasts to a greater degree than forecasts influence the selection of an alternative (Kain 

1990; Richmond 2005; Wachs 1990). However, the two claims are not mutually exclusive, 

since “decision-makers” are not a monolithic group: project promoters may successfully 

insert optimism into forecasts in order to win over more skeptical stakeholders.  
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 In response to Pickrell’s (1989) finding that cost estimates for many of the rail 

projects that had been completed had proven to be overly optimistic, transportation 

consultant Julie Hoover argued that more accurate forecasts would not have changed the 

decision by local decision-makers, an interesting perspective on the apparent irrelevance of 

forecasts from a person who produced forecasts for many years. She questioned: 

Does anyone in this audience seriously believe Portland officials would have 
voted differently if they thought the cost of the [first light rail] Project was 
$210 million rather than the $172 million originally projected? … Who here 
thinks that [Atlanta] Mayor [Andrew] Young might be alarmed by the Pickrell 
report, and wish that Atlanta had opted for an all-bus system if he had only 
known from the beginning that the costs of rail would be higher? (quoted in 
Demery Jr. and Setty 2007, para. 70-72) 

Pickrell (1989) finds that forecasts for ridership on the new rail systems exceeded 

actual ridership by 28 to 85 percent, with an average of 65 percent; forecasts of capital costs 

exceeded actual costs by 17 to 156 percent, with an average of 77 percent.  

In order to estimate the proportion of the error in ridership forecasts that can be 

attributed to errors in forecasting the models’ inputs, Pickrell (1989) multiplies the percent 

error for each of eight input variables (rail headway, rail operating speed, rail fare, feeder 

bus headway, auto operating cost, parking cost, population, and employment) by their 

respective estimated elasticities to determine the percent error that would be expected 

based only on errors in those input variables. Based on this analysis, Pickrell (1989) concludes 

that errors in input variables accounted for less than half of the error in the total ridership 

forecasts, and that the remaining error must then be explained by “less obvious sources, 

including the structure of the … models …, the way in which they were applied, or the 

misinterpretation of their numerical outputs during the planning process” (Pickrell 1989, 29). 

One way that model structure can contribute to forecast error without necessarily being 

technically incorrect is by magnifying input errors in each step of a complex model (Zhao and 

Kockelman 2002) 
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For capital cost, Pickrell (1989) likewise finds that unanticipated inflation and changes 

in project scope and schedule can explain no more than one third of cost overruns for any of 

the ten projects studied. 

In an article discussing the accuracy of cost and ridership forecasts for a subset of the 

projects discussed in the 1989 report (Pickrell 1989), Pickrell (1992) suggests: 

“The most effective way to induce planners and decision-makers to choose 
projects on the basis of more accurate ridership and cost projections would be 
to transfer the financial risk of forecasting error from the federal treasury to 
local government” (Pickrell 1992, 170). 

This suggestion implies that the explanation for inaccurate cost and ridership forecasts 

lies not in the inability to produce accurate forecasts, but rather from the motivation to 

produce inaccurate ones. This assessment is consistent with the arguments of several other 

scholars (Gomez-Ibanez 1985b; Wachs 1990; Richmond 2005; Kain 1990).  

Pickrell (1992) also suggests that cost and ridership forecasts be expressed as 

confidence intervals rather than as point estimates. This is consistent with Murphy’s argument 

that a good forecast must represent the forecaster’s best judgment, not only with regard to 

the prediction itself, but also with regard to the uncertainty associated with that prediction. 

A 2003 study (Spielberg et al. 2003) and a 2008 study (Lewis-Workman et al. 2008) by 

the FTA follow up on Pickrell’s (1989) study by comparing his findings with observations of 

projects that had been completed between 1990 and 2002 and between 2002 and 2006. Both 

studies found that the accuracy of cost estimates and ridership forecasts completed after 

Pickrell’s (1989) study was better than that of the forecasts completed before the 1989 study. 

The authors of the 2003 study (Spielberg et al. 2003) found that unanticipated inflation was a 

primary source of error in cost estimation and that, when cost estimates were adjusted to 

reflect inflation, estimates were generally within 20 percent of actual costs. They also 

suggest that some of the improvement in cost estimate accuracy can be explained by reduced 

delays in project development and construction — and the resulting shorter time period 
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between cost estimation and project opening. With regards to the accuracy of ridership 

forecasts, Spielberg et al. (2003) suggest four reasons for observed improvements: increases 

in experience, greater scrutiny, improved forecasting methods, and improvements in 

computing power (although, as described earlier in this chapter, Alonso (1968) argued that 

the increased model complexity that relies in increased computing power may serve to 

exacerbate forecast error). They also find that ridership forecasts for initial lines of new 

systems have been less accurate than expansions of existing systems and that forecasts for 

transitways and downtown people movers were particularly inaccurate.  

In spite of the gains documented by Spielberg, et al. (2003), Lewis-Workman et al. 

(2008) did not find that the accuracy of cost estimates or ridership forecasts had continued to 

improve in the five years following Spielberg et al.’s (2003) study.   

Both Spielberg et al. (2003) and Lewis-Workman et al.(2008) find that actual service 

levels have generally been well below those assumed when generating ridership forecasts, but 

note that it is not clear whether service was reduced in response to low ridership or ridership 

was lower than anticipated in response to lower-than-anticipated service. 

Of the three studies discussed above (Pickrell 1989; Spielberg et al. 2003; Lewis-

Workman et al. 2008), none included tests of the statistical significance of changes in the 

accuracy of cost estimates and ridership forecasts over time or differences in cost estimate 

accuracy by project characteristics. Such an analysis may not have been possible since, at the 

time each study was completed, too few federally funded transit projects had been 

constructed to allow for such an analysis to be meaningful or informative. One study that did 

test for improvements in cost estimate accuracy (measured as MMER, as defined in Table 3) 

using a difference of means test for projects completed before and after the Pickrell study 

failed to find an improvement that was significant at a 95-percent confidence level (Dantata, 

Touran, and Schneck 2006). Subsequently, Button (2009) likewise tested for a “Pickrell 



58 

 

effect” on the accuracy of cost estimates and ridership forecasts (measured as AAE, as 

defined in Table 3) using a regression analysis to control for project mode, station density, 

and whether the project was an expansion of an existing system. Button (2009) found that 

only the presence of an existing system was a significant predictor of ridership forecast AAE 

at a 95-percent confidence level, and that project mode was also significant when AAE was 

log-transformed. None of the variables included in Button’s (2009) model predicting the 

accuracy of cost estimates were significant at a 95-percent confidence level. 

Schmitt (2016a) has compiled a database of ridership forecast accuracy for transit 

projects in the United States that is intended for use by travel demand modelers who wish to 

apply the principles of reference-class forecasting suggested by Kahneman and Tversky (1979) 

and Flyvberg (2006). In order to define appropriate reference classes, Schmitt (2016a) tests 

for differences in ridership forecast accuracy by project transportation mode, phase of 

project development (Alternatives Analysis, Preliminary Engineering, or Final Design), year of 

construction (defined as either before or after 2007, when the FTA introduced new analytical 

tools that increase model scrutiny), and whether the project represents a new system, a new 

line, or an extension of an existing line. He found statistically significant differences only by 

project transportation mode (forecasts for light rail projects tended to be more accurate than 

those for projects of other modes) and by whether a project was constructed before or after 

2007 (forecasts for older project tended to be less accurate). 

Conclusion 

Returning to the broader literature on forecasting, three forecast characteristics are 

relevant to forecast evaluation: the methodology and judgment used to produce the forecast, 

the accuracy of the forecast, and the usefulness of the forecast. As described in the earlier 

discussion of these three characteristics, these three characteristics are closely related. 

Sound methodologies and judgment are necessary to consistently produce accurate forecasts, 
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and an inaccurate forecast cannot be useful. Thus, while the focus of this dissertation is on 

forecast accuracy, methodology, judgment, and usefulness ought not be ignored. The 

following chapter describes the mixed-methods approach I have used to examine the context 

in which forecasting for transit projects take place, including the ways in which 

methodologies, factors influencing forecaster judgment, and perceptions about the use and 

usefulness of forecast have changed over time. 

From there, I build on the research literature reviewed here by examining trends in 

the accuracy of cost estimates and ridership forecasts for a larger set of federally funded 

transit projects than was available at the time of previous studies. While previous studies 

evaluated the accuracy of individual New Starts projects and documented patterns in 

accuracy that became apparent early in the years of the New Starts program, a sufficient 

sample of projects to allow for a comprehensive analysis of trends in and correlates of 

accuracy for both cost and ridership forecasts has not been available until quite recently, and 

the lack of such an analysis represents a gap in the existing literature. Likewise, while 

previous research has qualitatively evaluated the context in which forecasting takes place 

through individual case studies (Kain 1990; Richmond 2005), there has been no such 

qualitative, contextual analysis of the overall history of the New Starts program. This 

dissertation fills these gaps in the literature, as described in Chapter 4. 
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Chapter 4. Conceptual Framework and Methodology 

Much of the prior research evaluating the accuracy of forecasts for federally funded 

transit projects in the United States was completed relatively early in the history of the New 

Starts program. As a result, these early studies do not account for the many ways in which the 

New Starts program has evolved over the years  (indeed, many of these changes were 

motivated in part by the findings presented in these earlier studies). Accordingly, this chapter 

describes my hypotheses for how changes in the New Starts program relate to changes in 

forecast accuracy and presents the methodology I use to test these hypotheses. 

Conceptual Framework 

 

Figure 2: Hypothesized relationship between New Starts policies and forecast accuracy 
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I hypothesize that changes in cost and ridership forecast accuracy for rapid transit 

projects can be understood in the context of changes to the New Starts program, as 

illustrated in Figure 2. 

As the FTA (or its predecessor UMTA) has changed the cost-effectiveness metric used 

to evaluate proposed projects, added additional project evaluation criteria, increased 

oversight throughout the project development process, and made other changes to the New 

Starts program, these changes may affect project sponsors’ perceptions of the New Starts 

process. For example project sponsors might change their perceptions of the purpose of the 

forecasts they prepare (both in terms of how they are used by FTA and how they could be 

used locally), the consequences of forecast optimism, and the overall likelihood that a 

particular project will be awarded federal funds. These changing perspectives on the part of 

project sponsors might affect their actions in both quantifiable and non-quantifiable ways.  

There are several non-quantifiable ways in which transit planning and forecasting 

practice could change in response to changing perceptions on the part of project sponsors. 

For example, they might increase or decrease their attention to detail and their consideration 

of uncertainty while preparing forecasts; they might change the level of sophistication or 

conservatism in their models and underlying assumptions; or they might change the degree to 

which they consider local political factors in selecting a project. Although quantitative 

metrics could conceivably be developed to describe some of these possible responses to the 

changing perceptions of project sponsors, such metrics would likely not be comparable across 

project sponsors.  

Other changes in transit planning and forecasting practice that might result from 

changing perspectives by project sponsors are both quantifiable and directly measurable. For 

example, one can observe whether project sponsors complete projects more quickly, prepare 
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forecasts in reference to an earlier horizon year, or pursue smaller-scale projects rather than 

larger-scale projects. 

Both quantifiable and non-quantifiable changes in transit planning and forecasting 

practice could influence the accuracy of cost and ridership forecasts. This might occur 

through one or both of two distinct mechanisms. First, accuracy could improve through 

project design and selection. Cost and ridership may be easier to predict for some types of 

projects than others. If project sponsors respond to changes in the New Starts program by 

favoring projects for which it is either more or less difficult to produce reliably accurate 

forecasts, one would observe a corresponding change in forecast accuracy. Second, accuracy 

could change due to changes in forecasting practice. 

Methodology 

 

Figure 3: Correspondence between hypotheses and research methods. 

Changes in perspective can best be observed through qualitative methods, and many 

changes in practice are more reliably observed and described qualitatively than 

quantitatively. In contrast, some changes in practice can be measured and described 
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quantitatively, and changes in forecast accuracy over time are best described quantitatively. 

Thus, a mixed-methods approach is required to test the hypothesized changes described in 

the previous section, as illustrated in Figure 3.  

To identify changes in perspective and qualitative changes in practice, I conducted a 

series of interviews with transit professionals. I measured quantifiable changes in practice 

and accuracy through an analysis of New Starts projects that opened between 1983 and 2011. 

Interview methodology 

The purpose of the interviews was to identify the ways in which (1) perspectives about 

the New Starts program have changed over time and (2) transit planning and forecasting 

practice have changed in response to these changes in perspective. 

I interviewed 13 transit professionals, including current and past staff from six transit 

agencies, three consulting firms, and FTA (or its predecessor, the Urban Mass Transit 

Administration). All interviewees had experience in preparing, supervising the preparation of, 

or evaluating ridership forecasts or cost estimates for New Starts projects. Collectively, the 

interviewees have had a total of over 300 person-years of experience in the transit industry. 

I employed a snowball sampling method to recruit interviewees. I recruited three 

interviewees by reaching out to staff members at transit agencies or consulting firms that had 

completed forecasts for multiple New Starts projects in the past fifteen years. The other ten 

individuals I interviewed were referrals from other interviewees or from people who declined 

to be interviewed but suggested a colleague who might be in a better position to offer 

relevant insights. Of the nineteen people whom I invited to be interviewed, three declined 

(two citing a lack of relevant expertise, and one citing a lack of available time), and three 

failed to respond to the invitation.  

In general, a potential weakness of a snowball sampling method is that it can limit the 

sample to a closed social network of people while excluding those with relevant perspectives 
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who may not have contacts with that network. In this instance, that risk is minor, since the 

transit planning and forecasting communities are relatively small and offer many 

opportunities for professional interaction and exchange of ideas. In order to mitigate the risk 

of limiting the sample to a small, closed network, I took care to ensure that the sample 

represented a variety of types of organizations (small and large consulting firms, local transit 

agencies, and a federal agency), a variety of professions (engineers, planners, and managers), 

a variety of ages (those who had entered the profession within the past decade and those who 

had retired after long careers), and a variety of geographic regions. 

Each interview lasted between thirty and sixty minutes. I completed all interviews by 

telephone or via web-based video chat, and I provided interviewees with a list of interview 

questions (included in Appendix A) in advance of their interviews. Interviews were semi-

structured in the sense that I used the list of interview questions included in Appendix A as a 

guide rather than as a script. In many cases, I skipped over questions that were not relevant 

to an interviewee’s background in favor of more detailed follow-up questions on topics about 

which that the interviewee had more to say. With the permission of each interviewee, all 

interviews were audio-recorded and transcribed. Upon completion of all 13 interviews, I 

reviewed all transcripts to identify specific insights interviewees had brought up, grouped the 

insights into common themes and topics, and selected quotations from the interview 

transcripts that either illustrated a point that had been made by multiple interviewees or that 

offered a unique perspective as a counterpoint to the general consensus. Interviewees were 

given the opportunity to review any direct quotations that appear in this dissertation. In some 

cases, interviewees chose to edit their quotations for clarity, while maintaining the substance 

of their statements from the original interviews. In other cases, the interviewee requested 

that a particular quotation not be used, either because he or she believed it was specific 

enough to identify him or her (or his or her employer or client), or because it expressed an 



65 

 

opinion that he or she did not wish to be published. In all cases, when an interviewee 

declined to have a direct quotation included, the quotation in question was one of multiple 

quotations expressing a similar perspective, so I replaced the excluded quotations with 

alternative quotations that had been approved by the interviewees who had given them. 

Quantitative analysis data and methods 

Table 4: Relationships tested through quantitative analysis 

 

Time of first forecast Accuracy 

Year 
Governing 
legislation 

Cost estimate Ridership 
forecast Initial Final 

Time variables 
Year NA NA a, d a, d a, d 
Governing legislation NA NA b, d b, d b, d 
Changes in planning and forecasting practice 
Elapsed time 
Project development a b a, d a, d a, d 
Project construction a b a, d a, d a, d 
Ridership forecast to horizon year a b e e a, d 
Financial characteristics 
Total project cost a b a, d a, d a, d 

Federal funding share a b a a a, d 

Physical characteristics 

Project length a b a, d a, d a, d 

Project mode b c b, d b, d b, d 
Agency experience 
Project share of forecast-year system miles  a b a, d a, d a, d 
Project sequence b c b, d b, d b, d 
External control variables 
Change in fuel price e e e e d 

Change in unemployment e e e e d 

Change in population e e e e d 
Years from horizon to observation year e e e e d 

Forecast-year unemployment  e e d d d 

Forecast-year population e e d d d 

Method of testing relationship 
a. Pearson’s correlation  
b. Tukey’s Honestly Significant Difference (HSD) 
c. Cramer’s V and Pearson’s chi-squared 
d. Linear regression with controls for all variables listed in left column 
e. Relationship not tested 

 

The purpose of the quantitative analysis was to quantify the degree to which (1) 

transit planning and forecasting practice have changed over the course of the New Starts 
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program and (2) these quantifiable changes in transit planning and forecasting practice can 

explain changes in the accuracy of capital cost and ridership forecasts.  

The sample of projects included in the quantitative analysis comprises all federally 

funded fixed-guideway transit projects completed between 1983 and 2011 for which data are 

available on the accuracy of cost and/or ridership forecasts prepared early in the project 

development process: a total of 67 projects. Unless otherwise noted, project data were 

compiled from Pickrell (1989), two predicted-versus-actual studies published by the FTA 

(Spielberg et al. 2003; Lewis-Workman et al. 2008), and summaries of completed Before and 

After Studies published by FTA (2011b, [b] 2012, [b] 2013, [b] 2015, 2016).  

Table 4 lists the variables that are included in the quantitative analysis, the 

relationships I tested between them, and the methods that I used to test each relationship. In 

the following subsections, I describe the methods used to test each relationship, followed by 

a description of each variable in Table 4. Appendix B includes the value of each variable for 

each project and the source for each value. 

Methods for testing relationships 

To determine the degree to which planning and forecasting practice for New Starts 

projects have changed over time, I tested simple relationships between each time variable 

and each variable describing planning and forecasting practice, as shown in Table 4. The 

methods used to test these relationships varied depending on whether they related to 

categorical or continuous variables. To test for a simple relationship between two continuous 

variables, I used Pearson’s correlation, which indicates the strength, direction, and 

significance of the relationship. To test for a simple relationship between a categorical 

variable and a continuous variable, I used Tukey’s Honestly Significant Difference (HSD) test, 

which indicates strength, direction, and significance in means among observations in each of 

multiple categories. To test for a simple relationship between two categorical variables, I 
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used Cramer’s V to determine the strength of the association together with the p-value for 

Pearson’s chi-squared to determine the significance of the association. 

 To determine the degree to which changes in planning and forecasting practice may 

have influenced the accuracy of cost and ridership forecasts, I estimated series of linear 

regression models for each of the three accuracy variables shown in Table 4. For each 

accuracy variable, I estimate a constant model with no independent variables and a control 

model including only the external control variables shown in Table 4. The change in model fit 

between the control model and a full model including all of the variables listed in Table 4 

indicates whether (and the degree to which) the full set of project characteristics help 

explain variation in forecast accuracy. I produced a final model with a reduced set of 

variables that eliminates multi-collinearity to determine the magnitude and direction of the 

most important variables related to forecast accuracy. 

Time variables 

To determine how planning and forecasting practice and forecast accuracy have 

changed over time, I selected two different variables to describe the time at which a forecast 

was prepared. First, I used the year a forecast was made as a continuous variable to test for 

gradual changes that occur in the same direction over time. Next, I used a categorical time-

period variable to indicate which of five federal laws authorized capital funding for transit 

projects at the time the forecast was made.1 

                                            

1 The five acts that authorized capital funding for rapid transit projects during the period of this study were the 
Urban Mass Transportation Act (1964 – 1987); the Surface Transportation and Uniform Relocation Assistance Act 
(STURAA) (1987 - 1991); the Intermodal Surface Transportation Efficiency Act (ISTEA) (1991 - 1997); the 
Transportation Equity Act for the 21st Century (TEA-21) (1997 - 2005); and the Safe Accountable, 
Flexible, Efficient Transportation Equity Act: A Legacy for Users (SAFETEA-LU) (2005 – 2012). Since the 
sample is limited to projects that were completed before 2012, no forecasts completed under Moving 
Ahead for Progress in the 21st Century (MAP-21) (2012 – 2015) and the Fixing America’s Surface 
Transportation Act (FAST-Act) (2015 to present) are included in the analysis. 
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Accuracy variables 

All forecast accuracy variables are calculated as symmetrical percent error, as shown 

in Equation 2, where f is the forecast value and a is the actual value. Symmetrical percent 

error is recommended by Armstrong (1978) because it is dimensionless (it is scaled to allow 

comparisons of estimate accuracy for projects of different magnitudes) and symmetrical (it 

has the same range of possible values for underestimates as for overestimates).  

Equation 2:  !!!
!
! !!!

 

For individual observations, symmetrical percent error will be positive for 

overestimates of actual values and negative for underestimates. When symmetrical percent 

errors are averaged across observations, the resulting symmetrical mean percent error (SMPE) 

represents the average bias of the set of estimates, but can overstate the average accuracy of 

the estimates, since any underestimates can mitigate the impact of overestimates (and vice 

versa) on the average value. Symmetrical mean absolute percent error (SMAPE) can better 

represent the average inaccuracy of a set of observations by taking the average of the 

absolute value of the percent error for each observation. However, SMAPE does not indicate 

the direction of the error. Since underestimates and overestimates have very different 

practical consequences in the case of cost estimation and ridership forecasting, this paper 

primarily focuses on SMPE rather than SMAPE. 

Time variation in cost and ridership forecasts 

Project sponsors typically update cost estimates at each project milestone (entry to 

Preliminary Engineering, entry to Final Design, and the execution of the Full-Funding Grant 

Agreement). Since information about the project itself and surrounding conditions improves 

over the course of project development, later cost estimates are often (though not always) 

more accurate than earlier cost estimates. 
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Flyvbjerg et al. (2003) and Pickrell (1992) have argued that the earliest cost estimates 

prepared during the project development process are particularly relevant to an evaluation of 

the potential influence of cost estimate accuracy on decision-making, since local decision 

makers choose to pursue or abandon a particular alternative based on those early estimates. 

However, the FTA’s final decision to fund a project is based on the cost estimate current at 

FFGA execution. It has not been unusual for a project to advance from the Alternatives 

Analysis stage to the Preliminary Engineering stage, but never advance through Final Design to 

receive an FFGA (or at least not without substantial changes in project scope). Thus, the cost 

estimate prepared at each project development milestone has an important influence on 

whether the project will ultimately be constructed as planned. Moreover, the explanation for 

error in an initial cost estimate (which includes unforeseen costs that arise during project 

development and construction, including both cost escalation and cost overruns) must include 

factors that would not be included in the explanation for error in a final cost estimate (with 

includes only cost overruns, or unforeseen costs that arise during construction). Thus, in this 

dissertation, I evaluate the accuracy of both initial and final cost estimates. For five projects 

in the sample (Los Angeles Red Line, Salt Lake City University Line, Salt Lake City Medical 

Center Extension, Hudson Bergen MOS I, Hudson Bergen MOS II), initial cost estimates that 

correspond to approximately the same project scope as the project that was ultimately 

completed are not available. Thus the sample size for the accuracy of initial cost estimates is 

62 projects. Likewise, there are ten projects in the sample (those for which data were taken 

from Pickrell (1989)) for which final cost estimates are not available. Additionally, for 

purposes of evaluating final cost estimate accuracy, the Los Angeles Red Line is divided into 

three separate segments. Thus the sample size for the accuracy of final cost estimates is 59 

projects. 
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Occasionally, project sponsors will also update ridership estimates over the course of 

project development; however, it is common to carry the initial ridership forecast through to 

subsequent project development milestones. Thus, in this dissertation, I only evaluate the 

accuracy of initial ridership forecasts. For three projects in the sample, (Atlanta Heavy Rail, 

Seattle Transit Tunnel, and Denver I-25 Transitway), relevant ridership forecasts are not 

available. Thus, the sample size for ridership forecast accuracy is 64 projects. 

Time variation in observed cost and ridership 

One possible source of error in capital cost estimates is misestimating the effects of 

inflation, either because actual inflation rates are different than anticipated or because the 

time to project completion was shorter or longer than anticipated. For example, in 1970, the 

Washington Metropolitan Area Transit Authority estimated that a fourteen-month delay in the 

groundbreaking for the initial heavy rail system in Washington DC resulted in $55.3 million 

dollars in additional inflation costs (Schrag 2008), and Schrag (2008) suggests that the total 

inflation cost of delays on that project likely came to hundreds of millions of dollars.  

The effects of inflation could be removed from a calculation of cost forecast accuracy 

by using inflation-adjusted values for both estimated and observed costs. However, this would 

require detailed information about the assumed rates of inflation and expected expenditure 

schedules used for preparing cost estimates, and this information is generally not readily 

available for cost estimates that have been prepared in terms of year-of-expenditure dollars. 

Moreover, accurately anticipating inflation and project schedules is an important component 

of preparing cost estimates and budgets. These factors suggest that the effects of inflation 

ought to be included in an evaluation of cost forecast accuracy. Thus, I have calculated cost 

estimate accuracy using nominal, year-of-expenditure costs for both forecast and observed 

costs. In some cases, year-of-expenditure forecasts were not available and midpoint 

construction-year values are used as an approximation. 
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Actual capital costs are evaluated at a single point in time upon project completion.  

However, actual project ridership (measured as an annual average of weekday boardings) 

varies over time, and measures of ridership forecast accuracy depend on the year selected in 

which to measure actual ridership. 

Flyvbjerg (2005) reports that a common criticism of his work on the accuracy of 

demand forecasts for transportation infrastructure projects has been that opening year 

demand measurements do not capture the “ramp-up” in ridership that theoretically could 

occur in the first few years after project opening. In response, he argues that, while it may 

be preferable to use demand observations from a later year, opening-year data are typically 

more readily available. He further argues that opening-year forecasts should not include 

demand that is not anticipated to materialize until years after project opening.  

In response to concerns with using opening-year data to evaluate the accuracy of 

ridership forecasts in required Before and After Studies, the FTA requires that comparisons 

between forecasts and observed data be based on observations taken after two years of 

revenue service (Federal Transit Administration 2000c). They explain, 

FTA recognizes that this evaluation will provide only a short-term "snapshot" of 
the performance of a new fixed-guideway system, and that many of the 
benefits, particularly in terms of land use, are long-term in nature. Project 
sponsors are of course encouraged to continue their data collection efforts 
beyond the period two years after opening. However, given the nature of the 
appropriations and authorization process, there is also a need for short-term 
data to provide an initial indication of the benefits of a project. (FTA, 2000, 
76866) 

While ridership-ramp-up has been discussed in general terms as described above, it 

has not been empirically studied. For this analysis, when data sources report ridership 

observations for multiple years, I calculate the accuracy of ridership forecasts using the 

actual ridership for the year following project completion that is closest to the forecast 

horizon year. 
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Variables describing planning and forecasting practice 

As shown in Table 4, I use four types of variables to describe planning and forecasting 

practice: those that describe the elapsed time between the forecast and measurement of 

actual values; those that describe the financial characteristics of the project; those that 

describe physical project characteristics; and those that describe local experience with 

transit planning and construction. 

The time between forecasts and measurements of actual values can be divided into 

three components: the time between the forecast and the beginning of construction (project 

development); time between the beginning of construction and project opening (project 

construction); and the time between the project opening and the year in which an actual 

value is observed (for cost forecasts, this value is always zero). To describe each of these 

three components, I use variables for project development duration, project construction 

duration, and forecast horizon (time from the year the forecast was made to the forecast 

horizon year).  

For the Los Angeles Red Line, the project scope changed dramatically after 

construction began, requiring the preparation of revised forecasts. The project development 

time associated with such forecasts would be negative in this case. For purposes of this 

analysis, any negative project development durations were truncated to zero. 

In many cases, observed ridership data were not available for the ridership forecast 

horizon year. In these cases, ridership observations from the closest available year were used 

and the difference between the year of the ridership observation and the forecast horizon 

year was included in the accuracy regression analysis as a control variable. 

The analysis in this dissertation includes two variables to describe the financial 

characteristics of each project. First, it includes the actual total project cost. Second, it 

includes the share of total project costs that are funded through federal programs (primarily, 
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but not exclusively, the New Starts program). The latter value is calculated as the final value 

of the grant awarded to the project divided by the actual project cost. It is worth noting that 

the value of a grant is generally determined to achieve an intended federal share, based on 

estimated project capital costs. However, the amount of money awarded does not 

automatically adjust if the project is completed over or under budget. When a project is 

completed over budget, this can reduce the actual federal funding share; when a project is 

completed under-budget, this can increase the actual federal funding share. Beginning with 

the passage of SAFETEA-LU in 1997, project sponsors have been permitted to keep a portion 

of the cost savings when a project is completed under budget (Duff et al. 2010).  

Since some of the variation in federal funding share is directly related to the cost 

estimate error, the inclusion of federal funding share as an independent variable in the model 

regression models predicting cost estimate error would introduce endogeneity. Thus, I include 

federal funding shares in the regression analysis for ridership forecast error, but not for the 

cost estimate error models. 

Two variables describe the physical characteristics of the project: project length and 

project mode. Project length is determined as the number miles the project covers in a single 

direction. Project mode classifies projects into one of six possible modes: Light rail, heavy 

rail, commuter rail, transitway, downtown people mover, and bus rapid transit. Transitways 

are defined as projects that create a dedicated right-of-way for transit without adding new 

transit service or transit vehicles. All transitways in the sample are bus lanes or bus tunnels. 

Bus rapid transit projects generally include the construction of bus lanes, but they are 

distinct from transitway projects in that they also add new rapid bus service. 

Two variables indicate the prior experience of the project sponsor with respect to 

transit planning and forecasting. The first is an indicator variable for whether the project 

represents an initial line for a new transit system, an expansion of an existing system, or a 
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renovation of an existing line. The second is share of the planned system mileage the project 

represents. For expansions of existing systems, this value is calculated as the project length 

divided by the sum of the project length and the total system mileage at the time the 

forecast was made. This value is always 100 percent for initial lines (since the total system 

mileage is zero before project opening) and zero for renovation projects (since these projects 

do not add mileage to the system).   

Control variables for external conditions 

External conditions, such as economic or demographic characteristics of the 

community a project is intended to serve, might influence the accuracy of cost and ridership 

forecasts, since these are important inputs to many forecast models. Moreover, project 

sponsors serving larger populations may have greater resources to devote to preparing 

rigorous forecasts. They may also answer to a wider variety of stakeholders, which could 

influence the incentives for promoting a particular project through optimistic forecasts. To 

account for some of these effects, the regression model predicting cost forecast accuracy 

controls for the population of the primary county served by the project sponsor and the 

unemployment rate in the central city of the projects sponsor’s service area in the year the 

forecast was made. The model predicting ridership forecast accuracy controls for four 

additional variables. Three of these represent the percent change between the year a 

forecast was made and the year the actual value is observed: change in the average price of 

gasoline within the state where the project is located, change in the central city 

unemployment rate, and change in the county population.  

As discussed previously, ridership observations were not always available for horizon 

year referred to in the forecasts. In some cases, data are not available because the project 

was not completed until after the forecast horizon year. In others, it was because the system 

had expanded further by the time the horizon year was reached, and route or sub-route level 
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ridership was not available in the forecast horizon year. To account for discrepancies 

between forecast horizon years and observation years, I include a control variable to indicate 

the number of years between the ridership forecast horizon year and the year in which 

ridership was observed.  

Threats to validity 

The quantitative analysis relies on a small sample size of just 67 projects. However, 

this is a relatively large sample compared to that of other studies that have empirically 

evaluated the accuracy of forecasts prepared for rail transit projects. Flyvbjerg et al.’s (2003, 

2005) studies of cost and demand forecast accuracy of transportation infrastructure projects 

included 27 rail projects (including urban rail, high speed rail, and conventional rail), with the 

rest of the 210-project sample comprising road projects. Pickrell’s (1989) initial landmark 

study on this topic included ten projects. Later FTA studies (Spielberg et al. 2003; Lewis-

Workman et al. 2008) that updated Pickrell’s (1989) analysis included all New Starts projects 

that had been completed to date. This study expands upon both of those samples through the 

inclusion of all thirteen additional projects that were completed after 2008 and for which 

Before and After Studies have been published.  

Table 5. Results of a priori power analysis for regression models 

 
Sampl
e size 

Number of 
independent 

variables 

Desired 
significance 

level 

Desired 
statistical 

power 

Required 
effect 
size 

Required 
R2 value 

Type of forecast Full models 
Initial cost estimate 62 19 0.05 0.80 0.45 0.31 
Final cost estimate 59 19 0.05 0.80 0.49 0.33 
Ridership 64 25 0.05 0.80 0.54 0.35 
 Final models 
Initial cost estimate 62 13 0.05 0.80 0.36 0.26 
Final cost estimate 59 13 0.05 0.80 0.38 0.28 
Ridership 64 15 0.05 0.80 0.39 0.28 

 

The primary concern associated with a small sample size is low statistical power, 

where power refers to the probability that no statistical relationship will be found when an 

actual relationship does exist (in contrast to a p-value, which is the probability that a 
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particular relationship appears as a result of random chance, rather than being an indication 

of an actual relationship). Table 5 shows the R2 values that would be required for each full 

and final model to achieve a significance level of 0.05 and statistical power of 0.80. The full 

models and final models presented in Chapter 7 all have R2 values that exceed the thresholds 

indicated in Table 5. 

Two sources of selection bias represent additional potential threats to validity of the 

quantitative analysis. First, forecast accuracy can only be calculated for projects that were 

selected for funding. Thus, forecasts for projects that did not receive funding are not 

included in the analysis. As discussed in Chapter 3, Eliasson and Fosgerau (2013) 

demonstrated that when forecasts are used as a basis for project selection, forecasts for the 

set of projects that is selected always will be optimistically biased, even if the full forecasts 

for all projects (including those that are not selected) would have been unbiased. The 

selection bias in favor of optimism may be mitigated if project evaluators reject some 

applications because of unrealistically optimistic forecasts, so that extremely optimistic 

forecasts are excluded from the sample as well. 

Second, projects can only be included in the analysis if they have already been 

completed. Recent forecasts for projects with long project development and/or construction 

durations are therefore less likely to be included in the sample than recent forecasts for 

projects that were delivered more quickly. As a result, an analysis of trends in project 

development and construction durations over time overestimates the degree to which 

projects that have been started in recent years have been completed more quickly than 

projects that were started earlier in the history of the New Starts program. Thus, results 

referring to changes in practice that have occurred only in more recent years are less reliable 

than results suggesting consistent trends over longer periods of time. 
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Conclusion 

Each individual project included in the study sample has a unique history with 

important contextual factors that are typically neglected in a quantitative analysis of the 

sample as a whole, based on data that are available for all projects. However, some of the 

richness that is lost in the quantitative analysis can be added through qualitative analysis of 

interviews with transit professionals who have worked within the framework of the New Starts 

process throughout the history of the program. Taken together, the interviews and the results 

of the quantitative analysis can offer important insight into how changes in the New Starts 

program have led to changes in the perspectives and practices of project sponsors over time, 

and how these changes have in turn led to changes in the accuracy of cost and ridership 

forecasts for fixed-guideway transit projects.  
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Chapter 5. Perceived Purposes and Consequences of Federal Policy Changes 

The purpose of the interviews was to gather perspectives from transit professionals on 

how changes in the New Starts program had influenced transit planning and forecasting 

practice over time. In describing their experiences with the New Starts program, the 

practitioners whom I interviewed for this study described changes they had observed in fixed-

guideway transit planning over the years, as well as changes in the federal policies governing 

the New Starts program. They also offered their perspectives on the reasons behind changes 

in the New Starts program and the intended and unintended consequences of those changes. 

The consequences interviewees described can be grouped into three categories: First, 

there have been adjustments to redefine the federal role in funding capital transit projects. 

These types of consequences were more commonly mentioned when interviewees discussed 

changes that occurred in the earliest years of the New Starts program. Second were changes 

that were perceived to —intentionally or unintentionally— affect the fairness of the 

competition among local project sponsors for federal funds. And third, in discussing the most 

recent changes to the New Starts program, interviewees were most likely to mention the way 

in which the program has improved local planning practice. I summarize and discuss 

comments in each of these three categories in the sections below. 

Defining the Federal Role in Transit Funding 

Some interviewees recalled that, in the earliest years of the New Starts program 

(particularly during the Reagan Administration), when the federal government declined to 

fund local transit projects their refusal was perceived as being connected to a broader 

ideological commitment to devolution. As the New Starts program matured, the explanations 

for changes to the program offered by interviewees shifted from a focus on small government 

to an overall failure of the federal government to generate sufficient revenue for 

infrastructure in general. This failure to generate funding for transit capital projects was not 
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necessarily interpreted as a lack of interest in the outcomes of such projects, since the 

perception of and increased scarcity of federal funds was accompanied by an increased 

federal role in providing technical assistance and oversight. 

One interviewee who had worked for the UMTA during the Reagan Administration 

described how, in the early years of the program, the perceived purpose of New Starts rating 

criteria was to limit the federal role in transit funding. Prior to 1984, without explicit criteria 

to evaluate projects, federal funding for capital transit projects was allocated primarily 

through Congressional earmarks. The New Starts project evaluation process represented an 

effort to shift the power from the legislative branch to the executive branch to allocate, and 

thus limit, New Starts funds. 

Reagan’s first budget said, “We’re going to do away with the New Starts 
program entirely. We don’t need that. It’s not a federal responsibility.” And so 
for a while, we [UMTA staff] sort of kept our heads down and hoped that they 
didn’t get chopped off. But by 1984, the administration had come to recognize 
that Congress wasn’t going to let the program go away. Congress was 
continuing to earmark the program and saying, “Yes, President Reagan, you 
shall fund this program and here are the projects you shall fund.” And they 
would earmark money and the administration was then obligated to make those 
grants. So after three years of that, the administration said, “You know, if 
we’re going to have a program, we want to manage the program. Let’s create a 
ratings system. We are going to fund these projects, but only those that are the 
best in terms of cost effectiveness and in terms of local financial 
commitment.” Through the remaining years of the Reagan administration, they 
never really had their heart in funding them at all. — Interview 4 

A consultant likewise recalled the perception in those early years that some of the 

federal policies in place at that time were intended to find reasons not to fund projects. In 

response, Congress began to proactively specify the criteria by which the UMTA, and later the 

FTA, could evaluate proposed projects. 

I think [UMTA staff] tried to do the right thing. Their hearts were in the right 
place. They were viewed as the guys that always said no, but they were just 
following the rules. A lot of this was during the Reagan administration where 
the whole intent was to kill the projects through the New Starts process and 
not have any in the budget. Some of the ups and downs of the program have 
come as Congress has changed the rules and the laws. I can’t imagine too many 
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other programs where Congress has really dug down into the nitty-gritty to 
define those requirements. — Interview 11 

The federal role in local transit projects extends beyond simply funding the projects to 

assuming a portion of project risk and providing project oversight. From the early years of the 

New Starts program, observers, notably Pickrell (1989, 1992), argued that local project 

sponsors should bear a greater share of the risk of cost overruns.  Indeed, an interviewee who 

had worked at multiple local transit agencies described the current trend in the New Starts 

program toward transferring not only funding obligations, but also risk from the federal to the 

local level. The interviewee expressed his view that this transfer of risk was not necessarily 

intentional, but was rather a by-product of an effort to streamline the project development 

process. 

FTA has done a lot to streamline the process, and I think what they’ve done is 
transfer the risk. It’s the same amount of risk and the same amount of work, 
but instead of sharing in it equally, it’s been transferred [from FTA] to the 
project sponsor earlier in the process. So on the surface, it looks like the feds 
have streamlined things, and they have in many areas. But how it’s playing out 
on the streets is that the same amount of time and resources are necessary to 
advance a project. You really have to have your financial ducks in order to 
move a project forward, which would be very difficult for agencies that aren’t 
already set up that way from doing previous expansion projects … because a lot 
of the risk and the onus would be on the agency, whereas before it was shared. 
— Interview 10 

In contrast, an interviewee who had spent time both as a part of the FTA staff and as a 

consultant to project sponsors expressed the view that shifting risk from the federal to the 

local level has been both intentional and appropriate, although it has not been popular with 

project sponsors.  

FTA implemented a policy last year that was very unpopular with the industry: 
When a New Starts project advances from Project Development to Engineering, 
the sponsor must be willing to lock in the amount of New Starts funds that they 
will request. And the industry said, “Oh, it’s too early in the process for us to 
know how much we really need!” But to me, it’s a great example of FTA 
transferring risk to the grantee. My feeling is that if the project sponsor does 
not have the confidence in knowing how much they should ask for, they’re not 
ready. They’re not ready to take that step. That puts the pressure on the 
project sponsor. Of course, the industry is all project sponsors, and they really 
disagree with that particular policy, but I think it’s great. I think it puts the 
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onus on the sponsors to carry risk. If they’re not willing to do it, then they’re 
not ready to advance. — Interview 6 

A transit agency employee also referred to the increased burden on local project 

sponsors resulting not from reduced federal involvement in funding, but from increased 

federal involvement in project oversight. As the reporting and oversight burden for New Starts 

projects has increased, the interviewee’s agency has begun to fund its smaller, more 

straightforward projects locally and apply for New Starts funding only when the project is so 

large and complex that the federal contribution would represent enough money to warrant 

the additional effort. 

So when we go through the New Starts program, they assign a project 
management oversight consultant … to look over our shoulder and monitor 
what we do. And that project management oversight consultant usually will … 
do monthly reports, they have monthly meetings with us, they do reports to 
Congress and the FTA on how we’re doing, and they evaluate what they think is 
going well and what they think are areas of high risk. And so we have to spend 
a lot of time and effort working to satisfy all of those reporting requirements 
when we’re in a New Starts project. When we spend our own money and don’t 
have federal dollars … we don’t have oversight consultants like we have under 
the New Starts program. That’s why we reserve New Starts for our biggest, 
most expensive projects, … We can actually get more money when we put our 
biggest projects forward. … There’s a lot of extra work involved in going 
through the Federal funding programs. And so we want our efforts to be put 
into the projects that have the biggest return for us. — Interview 12 

A consultant described how FTA oversight has imposed a degree of standardization on 

the development of models that might otherwise be more customized to reflect local 

observations and context. 

FTA is very sensitive about what the values used in those mode choice model 
utility equations are. … We want to be sure that [the coefficients in] our mode-
choice model will meet their targets. So rather than take our chances and 
estimate a model and say, “Oh no! The estimated data doesn’t fall into the 
range specified by FTA,” we assert the coefficients and then we’ll update as 
necessary to calibrate. But we begin with a model that FTA has already 
approved. — Interview 13 

In the view of some interviewees, much of this additional oversight is a direct 

consequence of the research by Pickrell (1989), which is perceived to have damaged the 

reputation of the New Starts program and motivated a sharp increase in project oversight in 
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response (although the establishment of the PMO program preceded the publication of the 

Pickrell report by a couple of years). 

When the program first started having projects open … the Pickrell report 
documented some really horrendous misses, which is a reputation that the 
program has struggled to shake in all the years that have gone by since. — 
Interview 8 

I remember the Pickrell Report back in the 1980s. … [In response], the Feds 
have said, “Alright, if the concern is that travel forecasting isn’t being done 
right, we’re going to have to spend a lot more time looking at it. If it’s not, 
then it’s project management. We’re going to put in a project management 
oversight consultant. If you aren’t dealing with risk appropriately, we’re going 
to require you to do risk analyses and Monte Carlo processes to make sure 
you’re getting the right cost for a project, that you’re staffing it right, and that 
you’re just not as optimistic.” So I think FTA has gotten more rules in as an 
equal and opposite reaction to other people coming in and being wide-eyed and 
rosy-colored glasses. — Interview 1 

There was a period in the 80s and the 90s when a lot of projects were way over 
budget, and that really undermined congressional confidence in the program. 
And I think FTA has done a great job in improving the oversight of projects so 
that there are fewer projects being delivered over-budget or with massive 
delays. It still happens —these are big infrastructure projects— but it doesn’t 
happen as much. — Interview 6 

More recently, the perception that federal regulations limited the federal role in 

transit funding out of an ideological commitment to small government has been supplanted by 

an emphasis on the overall scarcity of federal money for any purpose. An interviewee 

described the failure of the federal government to play a larger role in funding capital transit 

projects as part of a larger failure to fund infrastructure in general. 

Getting any infrastructure projects funded by the federal government is a 
major task these days. We have decaying infrastructure all over the country, 
not just in transit, but also in highways, bridges, tunnels, water, and sewer. 
Any kind of infrastructure is woefully underfunded in the country today. We’re 
very grateful for any funds we get through the New Starts program. We hope 
that Congress will become a little bit more aware of not letting our 
infrastructure decay in the coming decades and will start putting more money 
into it, but in the meantime, we feel that [our local jurisdiction] is kind of on 
its own. … Thirty years ago, the federal funding share was eighty percent and 
the local was twenty percent. Then it shifted more to fifty-fifty, and now 
we’re at about two-thirds local and one third federal. So we’ve seen this shift 
progressively from the state and federal government to the local. We’re 
grateful for New Starts; we would like to see the federal government step up 
and fund more of these types of programs, and in the meantime, we’re trying 
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to make our case [locally] that voters need to step up and fund a larger share 
than historically they’ve had to do. — Interview 12 

One interviewee described ridership forecasts as a mechanism by which FTA can limit 

the federal role in transit, regardless of whether the need to limit the federal role stems from 

ideology or financial constraints. 

The big thing [the FTA has] typically been holding us up on is ridership. That’s 
been their governor, if you will, like the governor on an engine that limits how 
much you get through. That’s been their tool to limit how many projects are 
getting federal funds. — Interview 2 

When project sponsors perceive that the FTA is generally disinclined to fund any 

transit projects and is looking for reasons to deny applications (as a few interviewees 

suggested has occasionally been the case), they may come to believe that the FTA cannot be 

trusted to fund necessary and cost-effective projects based on accurate forecasts of costs and 

ridership. Tetlock (2009) has observed that, when experts do not trust decision-makers to 

place adequate weight on their forecasts for the costs, benefits, and risks associated with a 

proposed action, they may justify presenting forecasts that represent best-case or worst-case 

scenarios in order to lead decision-makers to an optimal decision. If cost estimators and 

ridership forecasters adopt this strategy, we would expect to see more optimistic forecasts at 

times when the FTA is perceived to be antagonistic toward funding transit projects in general.  

Fairness in Project Evaluation and Comparison 

With the recognition that available federal funding is very limited has come an 

increasing awareness on the part of local project sponsors that they must compete with one 

another for these scarce funds. This awareness is accompanied by a concern that the 

competition should be fair. 

Number one, we all recognize that FTA has a limited budget, so the reality is, 
part of the New Start process is to get the best projects. … There’s a very 
challenging exercise to compare one transit property to another. So the 
essence of it is a fair effort. — Interview 5 
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Interviewees explicitly referred to the application for New Starts funding as a 

competition with other cities and agencies that are competing for the same funds. 

The competition is getting fiercer right now because many more cities are 
competing for federal New Starts funds, and the pot of money that they’re 
giving out is not increasing dramatically. Congress has had fiscal difficulties for 
any kind of infrastructure project in the country. Congress tends to be 
deadlocked over funding new infrastructure and hasn’t really been able to 
approve a lot of new funding measures to support transit and highways and 
other types of transportation. But the cities’ demand for these projects is going 
up and a lot of cities … rely upon federal funds in order to build a project. As a 
result, there’s just a lot of competition now for these federal funds and a lot of 
cities are just going to be disappointed. They’re not going to be awarded 
grants. When we choose to go after federal funds, it’s a major effort because 
we have to make the case for why our project … should be funded over other 
cities’ projects. — Interview 12 

When the application process is framed as a competition and project sponsors must 

compete on the basis of their demand forecasts and cost estimates, they are especially 

concerned that all competitors are evaluated fairly. In talking about the project evaluation 

process, many interviewees used analogies to competitive sports and games, with references 

to playing by the rules or leveling the playing field.  

The job of the folks in Washington is to make sure that everybody is playing by 
the same rules. When all the different agencies go to Washington and one 
claims, “Well, we’re going to get fifty thousand new boardings by our project,” 
and somebody in another city comes in and says, “Well, we’re going to get 
seventy thousand,” I think everybody wants to make sure that everybody is 
using the same rules in doing the ridership modeling. Everybody needs to play 
by the same rules so that somebody can’t claim a higher forecast and get 
awarded funding on the basis of that if they didn’t use the same rules. So I 
think FTA’s in this position where they’ve tried to level the playing field and 
make sure everybody is using the same methodologies. — Interview 12 

The federal agency that has this program that only gets a limited pot of money 
each year, and they have requests for this money coming in from all over the 
place for all different types of projects of varying quality and usefulness in 
terms of how much the project will actually solve a problem that needs to be 
solved. … They have to have a set of standardized processes, so when you get a 
set of cost estimates — one from City X, another from City Y, and another from 
City Z — they’ve all been developed in a common methodology so you can look 
at the cost estimates or the ridership forecasts and can evaluate them based on 
numbers that are not distorted by methodological differences, or differences in 
the level of rigor. So you try to explain that to your clients that this is not a 
‘gotcha’ type of thing. It’s in their best interest to understand where [the FTA 
is] coming from and go by that game. And I don’t say ‘by that game’ in a 
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negative sense, but they can help their case by playing within [the FTA’s] 
framework. — Interview 11 

The analogies to a game with consistent rules and a level playing field refer to fairness 

of process. In addition to fairness of process, some interviewees also referred to the 

perceived fairness of geographic outcomes. For example, a few described how the FTA avoids 

concentrating New Starts projects in a small number of cities, even if those cities hosted the 

lion’s share of high-performing projects. An interviewee who had worked at FTA described 

efforts to ensure that projects were geographically distributed as politically driven, but that 

those considerations were secondary to an objective evaluation of project merits. 

The evaluation process is rigorous and very much merit-based. Projects that 
were highly recommended … really had merit. Where politics comes in is when 
you’ve got a slew of projects, all of which rate well, but there’s not enough 
money to fund them all. Then it becomes a political question and it’s often 
been driven by trying to distribute funding across the US. … If a particular 
region or state has multiple projects that evaluate well and are ready for a 
grant, sometimes only one [of those projects] might be selected instead of the 
two or three that would qualify. But there are exceptions to that. — Interview 
6 

Political concerns with the spatial distribution of funded projects arise at the local 

level as well as the national level. One transit agency staff member described how the 

decision to propose a project for New Starts funding incorporates considerations of perceived 

geopolitical equity at the local level in addition to expected project performance. 

We have [many] members on our board that represent all areas of [the region] 
and usually a project in New Starts is only in one of their areas. … If we say 
we’re going to build a New Starts project in this particular part of [the region], 
we’ll have [the rest of the] board members say, “Well, why aren’t you building 
it in my area?” We have to come up with a long-range transportation plan that 
has something for everybody in it. It has to be geographically distributed and 
provide something for everybody. Then we have convince all of our board 
members that they should go after New Starts funding in one area because if 
we get funds for New Starts here, it might free up more local funds in another 
area for a project that might be in their district. So there’s always this 
balancing of not just project performance, but how does that balance out with 
other projects that might be serving other areas so that everybody feels it’s a 
fair thing to allow this project to go forward into New Starts and not something 
in their district. So there’s always a political part of it too that the board has 
to consider that not one part of [the region] is getting all the new transit 
benefits. — Interview 12 
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A consultant likewise described the role of project evaluation criteria in ensuring that 

funding is distributed among various geographic regions, across modes, across projects of 

different scales, and for projects that are perceived to provide different types of benefits. 

[The FTA has] taken measures to make the evaluation of transit projects and 
investments more equitable between large and small projects and multiple 
types of rail initiatives. … They’ve also diversified the portfolio of investments 
geographically. There was a period in the early to mid-2000s where all the New 
Starts money was really in the south and west, and that was the unintended 
consequence of the calculation around transit system user benefits, which 
measured project benefits based upon how much time you can save, and not 
necessarily on the project’s true cost efficiencies. The heightened role of other 
factors besides cost and ridership has contributed to that diversification as 
well. They strengthened the role of land use and economic development, which 
is huge. The steps that they took when they implemented the environmental 
benefits, mobility benefits, and congestion relief have certainly contributed to 
FTA being able to implement a more diverse array of projects. The types of 
benefits that these new transit projects have are just much more robust than 
they were before, because of this diversification of investment. — Interview 10 

Cost effectiveness has been a primary measure used in project evaluation, but the 

methods of calculating cost effectiveness and the weight assigned to this metric have 

changed over the years, as described in Chapter 2. One interviewee described these changes 

as a response to concerns on the part of project sponsors about the methods’ fairness. 

[Cost effectiveness metrics] have changed as, really, the industry has given 
comments to FTA, saying, “Well, this is not quite fair” or “That’s not quite 
fair.” — Interview 1 

Of course, fairness is often largely in the eye of the beholder. One agency staff 

member expressed the perception that any change in the method for measuring cost 

effectiveness will benefit some cities at the expense of others. 

The measure for cost effectiveness has changed over the years. … Any time 
they change the rules, different people get hurt with it. Right now, it’s the 
number of riders on the high-capacity mode, which really helps a city like a San 
Francisco or Chicago or New York. They have just a ton more riders. It may not 
help an early city that’s trying to develop a light-rail system because they may 
not have the same ridership. It used to be the travel-time savings for all the 
people that were associated with the mode. … To some degree, it changes how 
you think about a project. — Interview 1 
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Another agency staff member further described how changes in cost effectiveness 

measurement over the years have influenced the types of projects that are eligible for 

funding, and expressed a belief that the shift from a simple measurement of cost per new 

rider to TSUB benefitted projects that served longer trips, such as commuter rail, and that a 

later emphasis on current ridership has benefitted projects in systems that already have an 

established base of transit riders. 

When I started working in project development, it was a pretty simple 
calculation of cost versus ridership. At the time, the FTA focused on cost per 
new rider, and you’d be comparing horizon-year ridership, so it was cost per 
new rider for 2040. … Then FTA changed that to look at user benefits. And user 
benefit measured whether there were travel-time savings that happen from the 
project. When they went from just riders to that travel-time saving measure, it 
really changed the kinds of projects that could qualify for New Starts funds. It 
really benefitted long-haul light-rail projects. It benefitted commuter rail 
projects. Streetcar projects didn’t really show particularly well because 
they’re not really saving anybody travel time. … [At that time], benefits were 
still based on a horizon year. … With this latest shift, they’re more focused on 
existing corridor ridership. That’s really hurt our ability to compete for federal 
funds. Because most of these corridors we’re looking at for development, 
there’s not a lot of existing service in those corridors. … So this new focus on 
immediate ridership has really disbenefitted a lot of our projects. Past projects 
… that were federally funded … would no longer qualify for federal funds. With 
this latest change if you look at the projects that are now competing for 
federal New Starts dollars, it’s largely BRT projects because their cost-
effectiveness thresholds are so high, and their existing ridership thresholds are 
so high. It’s screened out a lot of light-rail projects and really focused in on 
BRT. I don’t know if that was the intended consequence of the federal rule 
change, but that’s been the outcome. — Interview 2 

An interviewee who had closely observed the discussion around changes in project 

evaluation criteria confirmed that the shift away from including travel time savings in 

calculating project benefits was not an attempt to influence the type of projects or types of 

cities that should receive funding, but rather to move back to a simpler, more understandable 

metric. 

I think the switch to user benefits was significant because it did try to capture 
all of the transportation benefits of a project, not just new riders. But in part 
it was the seeds of its own undoing because it got really complicated and it 
required sophisticated modeling. … In MAP-21, Congress said “Enough of that! 
That’s too complicated!” I think this administration was also trying to step 
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away from that kind of a measure. We ended up with cost per project trip, 
which to me is a step backwards because I don’t think that measure is a 
particularly good indicator of benefit at all. You can have a lot of people riding 
on a project, but are they better off? — Interview 4 

The transparency and understandability of a cost-effectiveness metric also relates to 

fairness, since understanding and producing a complex metric may require expertise and 

resources that are not equally available to all project sponsors or to members of the public 

who wish to participate in decision making. One transit agency staff member described how 

TSUB was too complicated for the general public, and even for agency staff to understand. 

A consultant explained that, although there may have been a perception that changes 

in cost-effectiveness metrics influenced the types of projects that would be eligible for 

funding, that the projects that performed well by one measure generally performed well by 

the one that replaced it. 

We did a little exercise to see how cost per hour of user benefit (the old 
measure) correlated with cost per project trip, just to see if it really changed 
the playing field. To my surprise, it really didn’t. The ones that were good 
under the old measure are still good under the new measure. So maybe it’s 
okay. — Interview 4 

However, even the perception that a particular cost-effectiveness metric may favor a 

certain type of project can influence whether projects of that type are proposed in the first 

place. 

If you look at what could qualify, and what came out of those three different 
periods, they’re quite different projects. And those FTA criteria end up getting 
echoed forward in the long-range plan. The MPOs say, well, unless it can 
qualify for federal funds, we’re not going to include it in the long-range plan. 
And so by de facto, they’re really defining the projects that you end up 
pursuing, and I don’t know if that’s their intent. — Interview 2 

Like the inclusion of travel-time savings in calculations of user benefits, the 

comparison of projects to a TSM alternative was viewed as offering a marginal improvement 

in evaluating a project’s true benefits, but at the expense of creating a process that the 

general public could easily understand.  
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Before, we were doing this cost-effectiveness equation, but it was in reference 
to this theoretical transportation system management alternative, which was 
basically a really optimized bus project. It was a surrogate for “Okay, what are 
the benefits of this project above and beyond what you could do with a much 
less capital-intensive [project]?” … Having that not be a requirement anymore 
is a huge, huge change. It was a really confusing time in describing the New 
Starts process to the public. Because they didn’t understand – what is this TSM 
project? We have an alternatives analysis that we’ve done at the local level, 
but FTA would still require us to do this additional one with a different baseline 
referring to this TSM alternative. It just made things really complicated and 
challenging. But I think from [FTA]’s perspective, it was trying to force local 
jurisdictions to really evaluate whether or not they really needed to spend all 
this money to get these positive impacts. I appreciate the idea; I just think it 
was a clumsy way to do it. — Interview 3 

Not all interviewees agreed that a the project evaluation criteria ought to be neutral 

with respect to which types of projects or types of cities that could receive funding. One 

argued that the current criteria may seem to favor bus rapid transit because that really is the 

right mode for most cities that do not already have a fixed-guideway transit system. 

I’d love to see more higher-end bus rapid transit. … It’s been said, and I don’t 
know if I agree with it, but somebody once said that all the cities that need 
urban rail systems have them. All the cities that need them have them. And 
now, these next-tier cities in terms of size should be thinking about bus rapid 
transit and lower-cost investments. And maybe you start with BRT and you 
build for the market and then you go to a higher-capacity mode of 
transportation. — Interview 6 

The same interviewee described how the creation of the Small Starts program in 2005 

created better opportunities for smaller cities to propose projects that were more suited to 

their needs. 

I think the most significant change in the law came about beginning with 
SAFETEA-LU when the Small Starts program was created. … I think it was great 
because it got people thinking about, “Hey, we want to do this million-dollar 
project, but we could never afford it, so let’s recalibrate our expectations, and 
let’s not swing for the fences and get nothing. Let’s do something more 
modest.” That something more modest [often] turned out to be bus rapid 
transit. … I think that helped BRT gain cache because all of a sudden, here is 
some credibility from the New Starts program to the Small Starts sub-program 
to advance the more modest projects more quickly, and therefore distribute 
the benefits of transit to more and more regions. So in regions that can’t 
support a light rail system, but they can support bus rapid transit: here’s a 
program that allows them to do that. … That’s been the most significant 
change, and a very positive one. – Interview 6 
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Another interviewee described how the creation of the Core Capacity program offers 

funding for large cities with existing, congested fixed-guideway transit systems so that these 

more established cities do not compete directly with mid-sized cities that are not seeking to 

relieve transit congestion, but rather to expand and introduce service. 

You have huge metro areas like New York and Chicago and Boston and DC that 
have much more capital-intensive projects and huge benefits as well, so 
they’ve tried to add this Core Capacity change that I think is designated for 
those areas that have such strong ridership that they’re always going to out-
compete the Dallases, the Alberquerques, the Phoenixes, the Salt Lake Cities, 
and the Portlands of the United States. It’s nice that they’ve now created 
different types of programs, so that you have a better chance of getting 
funded. — Interview 3 

The creation of additional grant programs thus resulted in a pool of New Starts 

applicants with more comparable projects. As one interviewee describes, this relieved some 

of the political pressure to advocate for projects that might not be a good fit for the local 

context. 

There was a lot of naiveté on the part of transit properties. They were under 
political pressure, where if a project got funded in another city, local leaders 
would say ‘we want one too.’ I think today, there’s been a separation of the 
big players from the not-so-big players, in terms of [competing for federal 
funds]. I think what’s helped is that there are now these other programs like 
Small Starts and TIGER grants and so on. Those provide a discretionary funding 
mechanism for the mid-sized and smaller municipalities or metropolitan areas 
to do projects of an appropriate scope and scale for their situation. What 
you’ve got left are people who are going after New Starts funding for major 
capital projects. — Interview 11 

Consultants may also face pressure from clients to produce optimistically biased 

forecasts, and they may seek to avoid a reputation for working on projects that are not 

approved for funding. 

They were interested in someone that would give them a forecast that would 
be high enough to justify the project that they had already decided that they 
wanted. If that’s the criterion that people are using [to select a consultant], 
then they would be seeking somebody who could jigger up a forecast that 
would be high and they wouldn’t be so worried about whether or not they 
achieved it. — Interview 4 

You never want to be perceived as the guy who killed a project. Because if you 
get a reputation that anything you touch kills a project, then you’ll never get 
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work. And that gives you all the insight I could ever want to give you about how 
the industry sees itself, and how cutthroat the industry is, and how much it’s 
hard to really care about doing a reliable forecast. — Interview 9 

However, the existence of other funding programs with different purposes allows 

consultants to shift their role from making sure a project gets approved under any particular 

grant program to helping a client choose the right grant program for a particular project. One 

consultant described a consultant’s role in those terms. 

I perform a preliminary rating so they understand if they have a competitive 
project or not, and I help them evaluate if the New Starts program is a program 
that’s right for that project. — Interview 6 

 Overall, fairness was described as being achieved through creating separate 

competitions for particular types of projects and by ensuring that all participants within a 

given competition played by the same rules. Preparing forecasts as part of a New Starts 

application was thus seen as one of the rules of the game, or as one consultant described it, 

“a hoop to jump through.” 

They often, particularly in the early days, a client would want a light rail line, 
or they would want this or that project, and they viewed the New Starts 
process as a hoop to jump through in order to get the federal funds. — 
Interview 11 

The perception of project evaluation as a competition supports a belief that forecasts 

should be prepared in way that they are honestly comparable among competing projects, but 

it does not necessarily require that forecast accuracy should be maximized, as long as 

inaccuracies are consistent across projects and thus do not affect projects’ overall ranking. In 

fact, if project sponsors believe that overstated benefits and understated costs are the norm, 

then this could motivate them to produce optimistic forecasts in pursuit of fairness.  

If the New Starts application process is viewed as a game, game theory may offer 

insight into the behavior of project sponsors. Hofstadter (1985) has proposed a version of the 

Prisoner’s Dilemma originally proposed by Tucker (1983) called the “closed-bag exchange.” 

Two individuals agree upon an exchange of items of equal value (money for diamonds, for 
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example) that will take place by each individual placing the agreed-upon item in a closed 

bag, then exchanging the bags and parting ways before examining each bag’s contents. Each 

individual can choose either to cooperate by following the agreement and placing the agreed-

upon item in the bag or to defect by exchanging an empty bag.  

If both individuals cooperate, they each end up with the same value of items they 

started with. This is likewise true if both individuals defect, since they both keep the same 

items they started with. However, if one individual defects and the other cooperates, the 

defector is better off after the exchange than before, and the cooperator is worse off. Thus, 

if one participant doesn’t know whether the other will defect, and if there are no 

reputational effects of defecting, then the optimal decision is always to defect, since there is 

no scenario in which cooperating offers a better outcome than defecting. 

If intentionally producing optimistic forecasts is a binary decision (to produce forecasts 

that are either as accurate as possible or as optimistic as possible while still plausibly 

credible), and the amount of credible optimism that can be introduced to a forecast is 

approximately consistent across project sponsors, then this decision can be thought of as a 

version of the Hofstadter’s (1985) closed-bag exchange. If all project sponsors choose to 

produce accurate forecasts, the chance of a particular project being selected is no different 

than if all project sponsors choose to produce optimistic forecasts. However, if some project 

sponsors produce accurate forecasts and others do not, the projects sponsors who produce 

accurate forecasts are at a disadvantage relative to those who produce optimistic forecasts. 

Thus, game theory would suggest that the rational choice for a project sponsor would always 

be to produce optimistic forecasts.  

Published information that indicates that cost estimates and ridership forecasts are 

usually optimistically biased could influence the behavior of project sponsors in two ways. 

First, it introduces a reputational cost when a project sponsor “defects” by producing a very 
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optimistic forecast, and this may increase the incentive to produce accurate forecasts. It also 

signals to other projects sponsors that at least some project sponsors have gotten away with 

optimistic forecasts, and thus increases the incentive to likewise produce optimistic forecasts 

in order to “level the playing field.” Such signals may relate to the broken window theory 

popularized by Wilson and Kelling (1982), which suggests that criminals react to signals (such 

as broken windows) that indicate the level of crime that is tolerated. Similarly, published 

reports indicating that projects that are widely regarded as successful were planned using 

optimistic forecasts may signal to project sponsors that forecast optimism is an acceptable 

strategy to get a project approved.  

Improving Planning Practice 

Some interviewees expressed dismay at the apparent widespread bias in forecasts 

produced for New Starts applications and described a strong sense of professional duty to 

produce accurate forecasts, regardless of the incentives to do otherwise. 

Victory is defined as whether we got the project built or not, but if you’re just 
trying to get the project done, the ends don’t always justify the means. If the 
forecaster has to lie to get the project built, it’s not something I want to do. 
I’ve always thought that the forecaster has to have a higher sense of public 
duty or a higher calling. … To be frank, the way I see it is, I want to be a 
consultant, not a prostitute. And if we don’t have a little bit of a higher 
calling, then we’re going to be there to do whatever the client wants. That is 
part of our duty, but part of our duty is to the public as well. It’s our duty to 
provide a fair forecast. … The strength of a forecaster right now is to give an 
honest forecast and to let the project stand on its own merits with a reliable 
forecast rather than trying to optimistically tweak it to make it go further than 
it should. — Interview 9 

A few consultants shared stories about standing their ground in the face of client 

pressure to move a project through the project development process in spite of its poor cost-

effectiveness. 

[A transit agency] brought us in saying, “We need your help to do a forecast to 
get this project funded.” And I was quite proud of how we approached it. We 
said, “We’ll give you a forecast that will be acceptable to FTA, but we can’t 
guarantee that the project will get funded.” We took the high ground and said, 
“We’ll give you the best, most reliable, most credible forecast there is, and 
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then the chips will fall where they may.” I thought that was successful even 
though the project didn’t get funded. … I always get some satisfaction from 
riding a project after it gets built, but we’re doing a good bit of Before and 
After Study work now and finding that a lot of the projects that did get funded, 
that are now operating, they overran their cost estimate, or their ridership 
isn’t what they expected it would be. I guess that’s a legitimate question: Is 
that success then? If the forecast was X and ridership is only half X, is that a 
successful endeavor? — Interview 4 

There was a city … that called me in at the last minute as they were trying to 
get a full-funding grant agreement. They had already ordered rail cars, and I 
don’t know how it went this far. They thought I was going to come in and make 
it all better. We looked at their travel patterns that they were using to make 
the case for the project, and the growing travel pattern was in the north-south 
direction, but they were proposing an east-west rail line. It wasn’t anything to 
solve the problem they thought they had. The project went down the tubes. I 
sort of felt like the guy in the emergency room when they bring you a patient 
that’s not breathing, their heart’s not beating, and they’ve been decapitated, 
and they look at me and say, “You killed my child.” I got the blame for killing 
their project. — Interview 11 

We put everything into the model and told them what we came up with. We 
said they weren’t going to get more than 400 or 500 people on the rail line, 
and they were expecting thousands. The project was found not to be … 
competitive for the federal funds they were hoping to seek. That took a lot of 
fortitude to go into a project steering committee and tell them they don’t have 
a project, … but we stuck to our guns. The thing I’m very proud of is that we 
actually turned the conversation around and told them, “If you really want rail, 
here are some things that you need to do to build up the market for rail.” That 
goes into land use plans, building up your current bus system, … and making 
transit a real option. I was really proud of that because that was where the 
conversation needed to go. The conversation didn’t need to go to “How do I 
get a two-billion-dollar rail line?” It should have been, “Instead of a two-
billion-dollar rail line, why don’t you make a policy choice to support transit?” 
— Interview 9 

However, a transit agency staff member succinctly explained that investing any 

planning resources into a project that never gets completed, and thus delivers no benefits, is 

even less cost effective than completing a project that delivers only minimal benefits. 

If there is no project then it’s not cost effective. Then there really is no 
project. — Interview 3 

When a project sponsor believes that their project may only be marginally eligible for 

a New Starts grant, they may seek to make the project more attractive by modifying project 

characteristics. This might involve finding ways to lower a project’s costs. 
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When projects are kind of borderline, we look for ways to improve a project’s 
rating. That could mean modifying the scope such that costs are reduced but 
benefits are not, or at least that benefits are commensurate with the costs. — 
Interview 6 

We’re always keeping an eye on the prize, which is, “Is this going to be an 
eligible and a competitive project?” So as we’re doing project planning, we’re 
always trying to make sure that this project is generating the ridership and the 
usage that justifies the cost. And if it doesn’t justify the cost, then we need to 
bring the cost down and make a project that is more in line with the cost-
effectiveness equation. — Interview 3 

Additionally, a project sponsor could modify a project to attract more riders. One 

interviewee described how simple changes like finding ways to improve vehicle speeds or 

increase park-and-ride capacity can be enough to improve a project’s rating. 

If it’s not a project that’s going to rate well, then we need to do some tweaks. 
We might increase park and ride capacity or make it faster — whatever it takes 
to make a project that’s competitive. — Interview 3 

As an alternative to making changes to the actual project, a project sponsor may also 

modify the forecasting model specifications in a way that will produce a more favorable 

forecast. One interviewee mentioned this as a possibility, but emphasized that it should be 

done with effort to correct errors, rather than simply to inflate the ridership forecast. 

Despite our best efforts, sometimes there are errors. … As we’re doing these 
projects, even though they take years to go through the planning process, it 
seems like every time we’ve got a submittal, or we need a decision made and 
we’re putting together the data, things get rushed. And so, and it seems like 
every time we do a new model run, we find something that we were missing 
before. … They’re not just tweaks, but they’re catching omissions or errors. … 
Those are the types of quick things that should be done regardless of where 
you are, but just because of time constraints, you may not focus on them 
unless you’re running into issues with cost effectiveness. You can only do so 
much on the model. It has to be as reasonable and reflective of reality as 
possible. You can’t just tweak something to increase ridership purposefully. 
You have to find out if there’s a problem. — Interview 3 

Another interviewee explained that, while it’s more common to improve a project’s 

rating by changing actual project characteristics, it is possible to improve the rating by 

changing the model specifications, as long as model inputs are within a range that FTA 

determines to be reasonable. 
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After we went through an exercise to try and increase ridership and reduce 
costs, we ended up changing the alignment, and then tinkering with the end of 
the lines as well as doing a complete cost refinement as well. And there were 
several things to it. That’s usually where folks focus their efforts. You could 
also do sensitivity testing around some of the forecasting, either in the STOPs 
model or the your regional model. You can do different sensitivity tests with 
those. Sometimes they’ll give you different answers. You can do tests with the 
projected year. There’s lots of stuff you can do with the modeling effort. FTA 
has to buy off on it, but there are things you can do there. — Interview 10 

Some of tension between presenting a project in the best light and producing an 

accurate forecast can be relieved when forecasts are used not only to make the case for a 

project’s eligibility for federal funds, but also to help local leaders choose the right project in 

the first place. A consultant described explaining to project sponsors that the forecasts they 

produce are not only to help the FTA make comparisons among competing projects, but also 

to help the project sponsors make prudent decisions. 

They often want a light rail line because of this idea that you’re not a major 
city until you have a rail transit system and a baseball stadium or a football 
stadium, so they would often have a solution before they defined the problem. 
It was often a solution in search of a problem. I try to explain that the FTA 
wants to make sure not only that they have a legitimate process to make 
recommendations for allocating a resource, but also that local decision makers 
should have a full understanding of what the problem is that they’re trying to 
solve. … It takes the local decision makers to ask the same questions that FTA 
is asking. Don’t just go through this process to make yourself eligible for 
federal funds. If you go through all this effort of planning, use it for your own 
information. We often stress that this process was to … provide the decision-
makers with information to help them make a decision. — Interview 11  

The same consultant described how the perspective of using the New Starts process to 

facilitate more informed local decision-making has gradually taken root over the years, and 

offered two explanations for why this has been the case. First, the elimination of earmarking 

projects for New Starts funding signaled to project sponsors that funding would be based on 

performance rather than on politics. 

In the early days, for a project to get New Starts funding, it had to be 
earmarked. Even though FTA would make a recommendation that would go into 
the president’s budget, there actually had to be an earmark made for it. … 
There was always a feeling, because earmarking was a well-established 
practice and … that was how you got federal money for projects: It was through 
lobbying your congressional delegate. So the idea was that, if this is a 
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discretionary program, it means you should go in and do the stuff that gets you 
an army base or a project under some other federal program. That’s how it’s 
done. It took a while to get people to realize this is not that type of federal 
discretionary program, and that this was a resource allocation process and a 
decision-making process. — Interview 11 

Second, as the projects themselves became riskier and costlier, local decision-makers 

began to recognize the value of accurate forecasts in helping them minimize risk. 

All the easy projects have been done. I don’t think there are any easy projects 
left out there. If they were easy, they would be done already. What you have 
left now are ones that are technically extremely challenging, very costly, or 
politically very challenging — or all three of the above. The more rigor you can 
put into the planning process … and help people use that information to make 
decisions, the better off people are. They’re making very expensive decisions 
these days. Projects are in the half-billion-dollars or billions-of-dollars range. 
Those are very tough decisions to make when there are so many demands for 
limited pots of money, both locally and at the federal level. – Interview 11 

A few interviewees from transit agencies likewise expressed the idea that the New 

Starts process created data and information that were useful to local decision-making. A 

transit agency executive credited his agency’s success with their reliance on information from 

the New Starts process to guide internal planning. 

[Our success] had to go back to the fact that we did our homework. [Planning] 
was based more on market than on politics. We came up with the right 
management team and the right local funding sources first, and then applied 
for New Starts funding. Frankly, [on our very first project] we used [the project 
evaluation criteria] as our measuring stick for the value and effectiveness of 
the project. We didn’t have any expertise back then. We didn’t know what was 
a good project and what wasn’t. So we actually ended up using the New Starts 
process in our local decision-making process to answer the questions: Is it a 
good project? Does it add value? What are its benefits? Those are the criteria 
that are embedded in the New Starts process. We have copied the essence of 
the New Starts process now in our MPO process for the evaluation of all of our 
long-range transit capacity improvement projects. I think it’s served us really 
well. — Interview 5 

A consultant explained that, since forecasts prepared for New Starts projects are 

subject to so much scrutiny, they have come to represent an industry standard for 

excellence. 

New Starts forecasts made with travel models have historically had the highest 
scrutiny. And they’re the most rigorous types of forecasts that you can make, 
as far as reviewing the model and reviewing the reasonableness of the project 
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assumptions. With my staff, I always try to hold any forecast we do to that 
standard. In some cases it’s not possible because the study doesn’t require it. 
But generally we try to hold ourselves to that standard. We try not to make 
forecasts with bad models, to the extent we can. And we try to be really 
rigorous about the inputs, even when it’s not needed. There are some 
differences [between forecasts prepared for New Starts projects and those 
prepared for other projects], but my approach has been, I try to make it always 
like the New Starts side. — Interview 9 

An FTA staff member described how the introduction of the Summit software package 

represented a watershed in the ability to evaluate the underlying assumptions that were used 

in ridership forecasts. Although the purpose of Summit was to assist project sponsors in 

computing transportation system user benefits (a measure that included travel time savings 

for existing riders), it had the additional effect of providing greater transparency about a 

travel demand model’s underlying assumptions. 

An ancillary, but it turned out —in my view anyway— a more important result of 
the Summit software was that, for the very first time, it produced detailed 
reporting of the ridership forecasts. That was the equivalent of shining a light 
into a really dark box, and there was all sorts of pretty ugly stuff going on that 
you would normally have a very hard time finding because of the complex 
nature of ridership forecasting and all the things that can go wrong. It turns out 
that this software, which was designed to report the benefits of the project in 
detail, showed a whole bunch of stuff that was random error nonsense. There 
were all sorts of unintended things happening. And all of a sudden, the 
ridership stuff got a lot more rigorous. That produced its own reaction as well: 
Folks weren’t happy that they had to fix all this stuff. … I don’t pretend my 
perspective is the general perspective, but from my perspective, … when the 
project sponsors … ran the software and saw the results, we were all a whole 
lot better off in terms of seeing where there were mistakes happening that 
previously had gone undetected. So, the hope is that that helped clean up a lot 
of stuff that previously had gone without any attention. So the hope is that for 
projects since then, that ridership forecasts may be somewhat improved. — 
Interview 8 

A consultant confirmed that, although the Summit program was no longer used after 

the requirement to report TSUB was discontinued, it had a permanent effect on the accuracy 

of ridership forecasts, since it allowed modelers to correct persistent errors in their models, 

and improved their knowledge and understanding of travel demand modeling. 

Summit was a program FTA came out with in 2003. That was a game-changer. 
… 2007 was the first year that projects that had had their forecasts reviewed 
by the Summit program were constructed and put in operation, and there’s a 
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noticeable overall jump in accuracy from 2007 onward. That was a big game-
changer because you could actually identify and describe the major problems 
that the model had. Previously, you would just be lost and swimming in too 
many numbers, and you couldn’t actually figure out what the hell was going on 
except at a very deep level. Summit allowed you to look at it … and actually 
see that the model’s not doing a very good job at all. It found that the model-
development practice and model-application practice was pretty bad. And I 
would say bad to the point of being almost criminal or fraudulent. … That was a 
complete watershed moment. We unlearned more about what we knew than I 
had ever learned. I’ve learned more about forecasting in the last 13 years than 
I had in the previous 13, by a country mile. — Interview 9 

An agency staff member described how travel demand models are constantly refined 

and improved, and suggested that this has led to improvements in forecast accuracy over 

time. 

The travel forecasting abilities have been progressing. They’re getting more 
and more complex, but we’re getting more sophisticated and hopefully better 
at forecasting how people are using the system and how people’s travel 
patterns will change as a result of improvements. For instance, the park-and-
ride model wasn’t a good predictor of [park-and-ride] use … in the early 2000s. 
We’ve since done a lot of research into how people use park-and-ride, how 
they make the choice of parking, and the characteristics of the households they 
come from. I think we’re a lot better now, and we no longer have these 
arbitrary park-and-ride sheds that we’d used previously. So we’ve sized the 
park-and-rides based on a more reasonable estimate of demand. — Interview 3 

Another interviewee observed that, since travel demand models were originally 

developed to determine highway capacity needs, many refinements have been required in 

order to appropriately incorporate travel by various public transit modes, and that many 

travel demand models continue to poorly represent short trips and non-commute trips. 

Most travel demand models are highway-based models, so it takes an 
investment on the part of a metropolitan area or the MPO to capture 
information on boardings for transit and to look at where transit trips originate 
and where they end. … Over the last five to six years, with advent of 
streetcars, it’s become more important to pick up within-zone trips and short 
trips, or the discretionary trip that isn’t a work-based trip. Our current 
challenge is how to develop a model that is more sensitive to those induced 
trips, those discretionary trips, those off-model trips, that are not work-based. 
Those are trips that happen throughout the day or on weekends because the 
availability of transit. … Because of land use and economic development 
changes, I’m using the transit system differently than the way we’ve 
historically used the transit system. — Interview 7 
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In 2013, FTA introduced STOPS as a simplified travel demand model that project 

sponsors could choose to use instead of their own regional travel demand models. A 

consultant described how the introduction of STOPS has improved modeling practice by 

allowing consultants to build forecasts from the ground up from a model that was designed 

specifically for transit, rather trying to incorporate detailed transit information into regional 

models that were originally designed to represent travel by private vehicle. 

The STOPS model has really helped because it’s gotten us out of the game of 
trying to fix local travel models, which are typically geared toward policy 
analysis or traffic design volume needs and almost have nothing to do with 
anything else. So it’s really gotten us out of requiring large amounts of surgery 
needed to local models to fix what’s wrong with them or to make them 
coherently explain transit patterns. Now we can use STOPS and we get around 
it completely. — Interview 9 

Another consultant described how the use of the STOPS model can streamline the 

forecasting and model review process. 

The atmosphere in the industry seems to be that FTA would rather have us use 
STOPS, and then we don’t have to do these complicated reports. [FTA staff] 
don’t have to dig into the intricacies of the model to try to make sure that 
nothing funny is going on. They take the STOPS output, compare it against 
multiple projects, and do it that way. I don’t think that that’s necessarily a bad 
idea. — Interview 13 

The same consultant suggested that the use of STOPS might free model developers to 

develop models that may not be well suited to modeling for New Starts projects, but that had 

other strengths that would still be useful in long-range planning for metropolitan planning 

organizations. 

I think there’s a wider question that some of us have been wondering in the 
back of our minds, which is — this whole modeling system was built in the era 
of large, major infrastructure investments. … Is that kind of modeling still 
going to be useful in an era of maintenance and incremental expansion? And I 
don’t think anyone has a good answer for that, … but when the questions 
people ask with [models] have changed, does the model structure need to 
change too? Perhaps it does. Could we build a new model that really leverages 
big data? Maybe it doesn’t do all the things that our current model does, but 
maybe it does some different things better. Those are all big questions. If FTA 
decides, “We don’t care about individual choice modeling; we want everyone 
to use [STOPS],” I think in some ways it would free up MPOs and state DOTs to 
consider, “What else could our current models do? What else can they be used 
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for?” … Maybe states and cities can use their models for other things. — 
Interview 13 

A consultant expressed hope that STOPS might represent the beginning of a movement 

toward using multiple models to represent various types of travel at various scales, rather 

than seeking to represent all travel in a region with a single, comprehensive regional model. 

The modeling industry —not the forecasting industry, but the modeling 
industry— really pours its heart and soul into one model per region. They try to 
make this one model with a huge crystal chandelier of wonderful intricate 
design. … They do it because it’s only one model and one model is easier to 
maintain than multiple models, but as a forecaster, I don’t understand why 
they’re not in favor of having multiple models to look at different things. And I 
think that’s something that we need to think about going forward and I think 
it’s also one of the hindrances of progress in forecasting. Especially with 
models getting more and more complex, the data’s not keeping up. The 
number of people in this country who can actually adequately maintain a 
model is going down. This is why STOPS is a big deal because I think we’re on a 
crash course on the modeling side. Very few people understand how to use 
these complex models that probably weren’t designed very well to begin with. 
So I think developing forecasts with multiple models is probably a saner way to 
go. — Interview 9 

The suggestion that multiple simple models would perform better than a single, 

complex model is well-supported by prior research findings that complex forecasting models 

generally do not perform better than simple models, especially when input data are uncertain 

(Alonso 1968; Ascher 1979; Makridakis et al. 1982, 1993; Makridakis and Hibon 2000). These 

conclusions may argue against a movement toward activity-based models that are intended to 

better represent underlying behaviors that motivate all types of urban travel. 

However, opinions about the STOPS model were mixed among interviewees. A transit 

agency staff member expressed pride in his region’s travel demand model and described the 

STOPS model as the “lowest common denominator.” 

[The FTA has] said “Alright, there are so many deviations between regional 
models, … we’re going to try and make a lowest common denominator by 
taking some of those choices  —with land use being the biggest one— out of the 
hands of the project proponents.”… You can still choose not to use it. For [our] 
area, we have a pretty sophisticated regional model. We’re able to use that. … 
We think our model is significantly more sophisticated and we can get a lot 
more information out of it. The STOPS model is not as granular. It can’t tell 
you as much. It has to make a whole bunch of assumptions. So there’s a risk 
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that you miss some of the benefits of the project by just using the STOPS 
model. — Interview 1 

A consultant suggested that the STOPS is so easy to use that it might allow local 

project sponsors to reduce their reliance on consultants for preparing forecasts. 

FTA has put out what’s called the STOPS model, which is supposed to make it 
simpler for a forecast to be made and for FTA to agree to the forecast. While 
we do a lot of STOPS applications, I think that does make it more possible for 
project sponsors to do it themselves. And I think that’s probably what’s 
happening, for Small Starts in particular. — Interview 4 

One interviewee suggested that reducing the reliance on consultants for ridership 

forecasting might encourage project sponsors to better incorporate forecasts into decision-

making.  

I wish that transit agencies would rely on some of the aspects of New Starts 
more than they do. Right now they farm it out to the consultants and it’s just a 
number. They get a paper and they throw it at FTA, and FTA looks at the 
paper. I think the agencies ought to use the data that comes out of New Starts 
more than they typically seem to do. And they ought to have more ownership 
than they seem to have. — Interview 5 

If the STOPS model does reduce the reliance of project sponsors on consultants and 

thus enable project sponsors to take more ownership of forecast data, this change could 

improve performance-based decision making at the local level.  

Another way in which an FTA policy may have improved planning practice is through 

the requirement to produce Before and After Studies. One transit agency staff member 

explained that the process of preparing a Before and After Study creates a helpful 

opportunity to reflect on the lessons learned from a project. 

So all of that stuff goes into the analysis for explaining why you were accurate 
or if you were not accurate, where do you think you could do better? So I think 
the Before and After Study, as long as it’s not used to be a gotcha, is actually a 
pretty good process. — Interview 1 

A consultant described how his or her firm had used the results of published ex post 

analyses to validate the results of a travel demand model: 

There were some questions as to who would ride [a commuter rail line]. Was 
the model giving a forecast that would be expected? As a response to that, I 
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assembled post-commuter-rail-implementation surveys from ten or eleven 
different MPOs … [in] places that have implemented commuter rail and done an 
after survey, and I created a report of different ridership characteristics. … So 
we could compare what was coming out of [our] model to what has been 
observed in other cities, and try to say, “Okay, are these results meaningful or 
not?”— Interview 13 

Another transit agency staff member echoed the sentiment that Before and After 

studies are useful, but suggested that many in the transit industry failed to take full 

advantage of the lessons that can be learned from other agencies’ Before and After Studies. 

There are usually some recommendations at the end [of a Before and After 
Study] on how we can do things a little better. Even if we were pretty good and 
we were on target for the forecasts, what have we learned? One of the primary 
reasons for having a Before and After Study is not just for your own 
information, but for FTAs purposes in evaluating projects around the country, 
and then for other project sponsors to get a better understanding of some 
failings that they can learn from elsewhere. … I’ve personally read every single 
report that’s ever gone out, and I’ve found them pretty useful for my purposes. 
I don’t think what people have learned is shared enough around the country, 
but I’ve been trying to disseminate the findings, not just with others here at 
[this agency] but with our regional partners. I did a presentation at [a local 
university] … and that question came up of, “Are all these lessons learned 
really being used?” And I said, “Well, at [this agency] they definitely are, but 
I’m not sure about the rest of the country.” I’d expect they’re probably not, 
but it’s a great set of information. I’m not sure that other public transit 
agencies are doing the same. They should be. — Interview 3 

A consultant likewise expressed uncertainty about whether Before and After Studies 

are effective in helping to disseminate lessons learned from completed projects.   

The FTA summarizes them and sends them to Congress, so that’s the main 
recipient, but the whole point of doing that is to come up with a better 
forecast in the future. That might be from that same agency saying, “Gee we 
blew this forecast; we don’t want to do that again; how can we improve our 
models or input assumptions?” And I think it’s useful for projects in other 
cities. So for example, as we do the Before and After study for [a project] that 
we’re working on now, we’re thinking, “How can we make this useful for other 
[similar] projects so that they don’t make the same mistakes?” … I don’t know 
that [other agencies do refer to completed studies]. I think that was the FTA’s 
desire: that these would be made available and that they would know how to 
use them. I guess I don’t know that that happens. — Interview 4 

One consultant who had taken the time to study published Before and After Studies 

described how empowering it was to be able to estimate the likely accuracy of a forecast 

based on the performance of forecasts for similar projects. 



104 

 

If somebody asked me the question, “How accurate are these forecasts?” or 
“How accurate have transit forecasts been over the last 5 or 10 years?” no one 
could actually say what those numbers were. I find that pretty abysmal that 
over 40 years we can’t say that. … But now I can actually put a number on it. 
It’s pretty empowering. And that’s very helpful to tell clients that your 
ridership is 5,000, and that based off forecasts in the past five years, it’ll be 
plus or minus 20 percent of that. … That’s pretty damn powerful. That’s a 
game-changer. — Interview 9 

As forecasters better understand the level of accuracy that is associated with their 

forecasts, they are able to describe them as ranges rather than as point forecasts, which is 

consistent with recommendations by Pickrell (1992) and Murphy (1993). One interviewee 

likewise explained how precise point forecasts create a false sense of certainty that the 

forecaster generally knows is not warranted. 

Something comes out of a model or your spreadsheet and there’s this idea of 
precision. Sometimes I want to say, “Well, do you expect me to know what 
color the cars are going to be, making the turn on the road?” It’s a 
mathematical tool. It’s not perfect. It’s not defining reality in the future. It’s a 
tool that’s trying to generate information. … You can plot the numbers as a dot 
on a graph, but in fact, that dot is a big fuzzy blob because there’s a range of 
accuracy around it. It’s plus or minus something. I’ve often been put on the 
spot back in the early planning stages, with people saying, “Will you guarantee 
that price?” Or “Will you guarantee that ridership?” Well, no, I can’t. … 
Something that the FTA has done well recently is when you produce a forecast 
—whether it’s a cost estimate or a ridership forecast— is have a discussion 
about the uncertainty around that. Not as a cover-your-behind thing, but just 
that people understand what can change that forecast going forward? — 
Interview 11 

Another interviewee explained how presenting ranges of forecasts is an opportunity to 

offer decision makers more complete information, and to some degree, to transfer the 

responsibility for decision making from the forecaster to the forecast users. 

I think a huge missed opportunity is to characterize forecasts of ridership and —
also of costs— in terms of ranges. The tradition of pretending that we actually 
know exactly how it’s going to turn out is … is preposterous, but that’s been 
the tradition. … First of all, identifying uncertainties and trying to quantify 
their potential influence, and then … working to reduce the uncertainty, … 
would all make the whole discussion of these projects a lot smarter. It would 
place forecasters of costs and ridership in a less precarious position, where 
they look like they assume that they … can produce a single number, and risk 
looking foolish perhaps when the number turns out to be quite different for 
reasons that may be well beyond their control. … A wise travel forecaster … 
does everything possible to document all the different things that could happen 
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that would make [actual ridership] turn out to be a number that is substantially 
bigger or substantially smaller [than predicted]. The analogy I use is the 
weather forecasters. Weather forecasters learned decades ago not to say that 
it will rain on Saturday, so you should not plan on going to the zoo. They say, 
well, it’s a 30-percent chance of rain, and they leave it up to you to decide 
whether you should go to the zoo and risk getting rained on. — Interview 8 

However, as an FTA staff member described, when project selection criteria are based 

on specific thresholds for project performance metrics, ranges of forecasts must ultimately 

be converted to point forecasts in order to apply the criteria. 

The ratings system has never really graduated to a view that can handle ranges 
of forecasts. The ratings system is populated with a bunch of measures that 
have break-points, so if you’re above this break point, you get a better score 
than if you’re below if, and if you’re above the next break point, you get an 
even better score. That kind of mechanics, which are pretty useful in the kind 
of thing we try to do, does not lend itself to working with the complexities that 
you get into when you have a whole bunch of ranges of forecasts. So there is a 
collision there between the uncertainties that are in the forecast and the need 
that FTA has for something that’s more crisp than just. Maybe it could be 30, or 
it could be 40. Well, if there’s a break point at 35, you really want to know 
whether it’s going to be 30 or it’s going to be 40. So there’s always been 
pushback to the notion that we should invite everybody to just give us ranges. 
The attempt at a compromise is to get the range, but also get the best guess, 
and we’ll use the best guess in the ratings system. But the whole business of 
dealing with ranges has been more than the ratings system has been able to 
process. — Interview 8 

A consultant also described reconciling forecasts presenting ranges with a ratings 

system that applies point thresholds to make funding recommendations, and explains that it 

takes more strength to report a range of values when the range includes the threshold value 

than to report a range that falls entirely above the threshold. 

I actually gave a range of ridership. And it was one of the first New Starts 
projects where we actually did a range of ridership instead of a point forecast. 
I think it was the first New Starts project that had a range where more than 
half of the range actually took it into a situation where if the FTA looked at it 
and they took the average of the range, we would not have qualified for New 
Starts funding. Previously, when we had reported forecasts as ranges, they 
were ranges of very high numbers, so it didn’t take any strength to produce a 
range of numbers where all of them would give you a favorable result. … That 
was the first time in my life, and I think it’s the first time in New Starts where I 
actually not only gave a range, but I also gave a range where most of the 
numbers were not favorable. — Interview 9 
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In recognizing the uncertainty that accompanies any forecast, an interviewee 

differentiated between errors that can be attributed to misunderstanding or misrepresenting 

the project itself, and those that can be attributed to external factors such as inflation or 

even changes in the political climate. In the case of external factors, it may be impossible to 

reduce the risk of unforeseen changes, and it becomes important to manage risk. 

Nobody did the math wrong. Nobody missed the quantity. The price of oil or 
the price of concrete went up due to external factors that they had no control 
over. Somebody with a crystal ball could say there’s always a risk of that. 
There’s a lot more of a risk management process now that FTA has you go 
through. A lot of people look at that as an onerous thing, but for my projects, 
we’ve actually expanded it beyond evaluating the risk of changes in cost and 
forecast and schedule. We also look at political and more local issues like 
community opposition, lawsuits, and change in political office. What happens if 
we get a new governor? That happened to me three times on a project: the 
first one supported it, the second one didn’t, the third one did, and the current 
one is reluctantly supporting it. Those are risks to the project. What do you do 
about it? A risk management process around moving your project forward 
around the cost estimates, around the schedule, around the whole decision-
making process is so valuable … and I applaud FTA for really being that 
embedded in the process. — Interview 11 

Another interviewee worried that overestimating the risk of cost overruns could lead 

to inefficiencies when cities are required to set aside more money for a project than is really 

necessary, which could put a worthwhile project out of reach for a project sponsor that has 

the financial capacity to fund its share of a project’s most likely costs, but not enough to fund 

its share of a worst-cast scenario. 

It’s easier to throw money at the issue than it is to really look and say, “Okay, 
is our assessment of the risk really accurate, or were we overly conservative or 
overly worrisome about it?” It’s an issue because … you tie up that money and 
you can’t get access to it. The burden is really on the locals because you’re 
also tying up local money. — Interview 7 

The same interviewee described how conservatively low ridership estimates might lead 

a project sponsor to under-size the project, leading to costly retrofit projects that wouldn’t 

have been necessary if adequate capacity had been included in the initial project. 

In [a particular city], we thought the ridership estimate that we took in to get 
the project a full-funding grant agreement was way too conservative. When the 
project opened, ridership was much closer to the city’s estimate than the FTA 
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estimates. [The overly conservative FTA estimates] led to decisions that now 
have to be rectified. We wanted to build three-car platforms, and now as we 
expand the system, we have to go back and retrofit all the platforms on the 
initial alignment to go to three cars. — Interview 7 

Another interviewee suggested that this conflict might be avoided if separate forecasts 

could be used for capacity planning, for revenue planning, and for project evaluation, since 

each of those forecast uses requires a different level of accuracy and has different 

consequences for under- or overestimates. 

One of the problems that I’ve been noticing is that we use the same forecast 
for designing the capacity of the system as for project evaluation, which is 
really what New Starts is all about. And those same forecasts are also used to 
project revenue. Those three items require different levels of accuracy. For 
capacity planning, you clearly want to be optimistic because adding capacity to 
a transit system is expensive. But when you’re doing revenue projections, you 
actually want it accurate. … I would argue that we probably need to start 
thinking about using different forecasts for different things. Like for revenue 
and for project evaluation, we should use reference class forecasts so we can 
get an accurate revenue figure. For system capacity, I think the forecasts 
coming out of the model are actually okay for capacity analysis. — Interview 9 

This suggestion that the appropriate degree of accuracy and bias may depend on what 

a forecast will be useful is consistent with Murphy’s (1993) discussion of forecast value or 

usefulness. Murphy argues that, if the forecaster does not know what decisions a forecast will 

be based on, the value of the forecast is optimized when its accuracy is minimized. However, 

in the case of cost and ridership forecasts for transit projects, the forecaster does have good 

information on which decisions the forecasts will be used to support, and it may be 

appropriate to maximize forecast value by creating different forecasts to support different 

types of decisions. Alternatively, if forecasts are prepared as ranges of possible values, it 

might be appropriate to use the high end of the range for capacity planning and the low end 

of the range for revenue forecasts, in order to be conservative in both cases. 

Ultimately, when New Starts policies and project evaluation criteria are viewed as an 

aid to facilitating excellence in transit planning practice, the motivations of transit 

professionals at the local and federal levels and in the public and private sector are much 
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more aligned than when federal policies are seen as a tool to limit the federal role in public 

transit or as an arbitrary set of rules in a competition. An interviewee who was nearing the 

end of a long career in in the transit industry expressed pride in the work that he had done 

over the course of his career and also expressed confidence that, as federal policy continues 

to evolve, it was moving in the right direction. 

[The FTA staff have] some tools that they use that I have some real heartburn 
over, but these are the early days of them, and down the road, they’ll get that 
sorted out too. I’m sort of retired and I don’t have to worry about it anymore. 
… I’m delighted that this is what I did for 35 years. I feel like I can look back 
and say I did good planning, and I did it right, and I can stand by everything I 
did. — Interview 11 

Conclusion 

The combined results of these interviews offer important insights into perceptions in 

the public transit industry of the reasons for and consequences of changes in federal transit 

policy on transit planning and forecasting over the years. They also suggest testable 

hypotheses about how forecasting and planning for fixed-guideway transit projects may have 

changed over the past half-century. 

Based on comments from the interviews, we can divide the history of the New Starts 

program in terms of three distinct time periods, as Table 4 summarizes. 

Table 6: Changes in perspective on forecasting over time 

Approximate time period Prevailing view of the purpose of forecasts 
Before 1989 To limit the role of the federal government in funding capital transit projects 
1990 - 2007 To achieve fair competition among grant applicants for scarce federal funds 
2007 - present To assist in local decision-making. 

 

Before the end of the Reagan Administration in 1989, the perceived purpose of New 

Starts project evaluation was to limit the role of the federal government in funding local 

transit projects. Throughout the 1990s and continuing into the early 2000s, perceptions 

shifted toward an emphasis on fairness and competition among cities competing for scarce 
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federal resources. The introduction of the SUMMIT software program marks a transition in 

perceived emphasis from fairness to improving local planning practice.  

How might these changes in the perceived purpose of project evaluation have 

influenced the accuracy of cost estimates and ridership forecasts submitted as part of 

applications for New Starts funding? During the first period, when the New Starts program was 

perceived to be antagonistic toward any federal funding for New Starts projects, the 

motivations for submitting optimistic forecasts may have been greatest, since project 

sponsors may have perceived a need to overcome federal antagonism by presenting proposed 

projects in the best possible light. During the second period, when project sponsors focused 

on competitiveness with other cities and regions that may be submitting applications with 

optimistically biased forecasts, incentives may have shifted towards simple matching 

optimism bias with that of competing project sponsors in order to level the metaphorical 

playing field. Finally, in the current time period, the perception that New Starts policies are 

intended to improve local planning practice and support prudent local decision-making might 

serve to improve forecast accuracy by aligning the incentives of the federal and local 

government.  

In the following chapters, I test for the effects of these changes in perception by 

examining changes in the transit planning practice and forecast accuracy of cost estimates 

and ridership forecasts over time. In Chapter 6, I test for statistical relationships between the 

year in which a project’s initial forecast was prepared and the characteristics of the project, 

including physical characteristics, financial characteristics, and characteristics of the pre-

existing transit system. In Chapter 7, I test for relationships between forecast accuracy and 

the time at which a forecast is prepared, as well as relationships between forecast accuracy 

and the project characteristics analyzed in Chapter 6. 
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Chapter 6. Changes in Practice over time 

This chapter describes the degree to which the changes in perspective and transit 

planning practice described in the preceding chapter have been accompanied by measurable 

difference in metrics that describe various aspects of transit planning for New Starts projects. 

As described in Chapter 4, I selected nine metrics grouped into four categories to describe 

planning practice as it relates to each project: 

• Duration 

o Project development duration 

o Project construction duration 

o Ridership forecast horizon 

• Financial characteristics 

o Total project cost 

o Federal funding share 

• Physical characteristics 

o Project mode 

o Project length 

• Local experience 

o Project sequence (whether a project was the first of its kind locally) 

o System mileage share (the project’s share of the resulting network) 

The most substantial changes in planning practice over time have been in terms of 

projects’ durations and physical characteristics. The elapsed time between preparing a 

forecast and observing the actual value has declined, since less time has been required to 

construct a project, although the time from forecast preparation to the beginning of 

construction has not changed. The time to the horizon year selected for ridership forecasts 

increased from the earliest years of the New Starts program until the 1990s before decreasing 



111 

 

sharply thereafter. In terms of physical project characteristics, the average project length 

has not changed substantially over time, but there have been changes over time in the most 

common project mode. For example, the earliest New Starts projects were mostly heavy rail, 

while bus rapid transit projects have appeared much more recently. The following sections 

describe these temporal variations in further detail. 

Duration 

I have divided the time between forecast preparation and cost or ridership observation 

into three components: the time from forecast preparation to the beginning of construction 

(referred to here as the project development duration), the time it takes to construct the 

project, and (in the case of ridership forecasts) the time from project opening to the forecast 

horizon year (assuming an ideal case in which ridership is measured in the same year referred 

to in the forecast). Project development durations for New Starts projects have not changed 

substantially over time, although construction duration has declined steadily. The total 

forecast horizon for ridership forecasts (the difference between the year in which the 

forecast is prepared and the year for which the forecast was made) has varied over the 

history of the New Starts program, and peaked under ISTEA in the 1990s.  

Project development 

For purposes of this analysis, project development duration refers to the time 

between the preparation of the first forecast (either cost or ridership) for a project and the 

beginning of project construction. In all cases, this value understates the total time period 

during which project planning and development took place, since forecasts can only be 

prepared once initial decisions about routes and station locations have been made, and the 

time required to make these initial decisions might vary considerably. Moreover, I define the 

first forecast as the earliest cost or ridership forecast that approximately corresponds to the 

project that was ultimately constructed. In the case of the Washington DC Metro and the Los 
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Angeles Red Line, the scope of the project changed dramatically shortly before (or even 

after) construction began, requiring the preparation of new forecasts (Schrag 2008; Elkind 

2014). Thus, the project development duration for these projects is defined as zero, although 

planning for each of these two projects took place over decades preceding the relevant 

forecasts. 

 

Figure 4: Variation in project development duration over time 

Figure 4 illustrates the variation in project development duration over time, with a 

solid line for the locally weighted regression trend and darker shading for the 95-percent 

confidence interval around that trend. As shown, although project development duration has 

varied considerably, there is no clear trend over time. The 95-percent confidence interval for 

the correlation between the year of a project’s first forecast and the subsequent project 

development duration is between -0.19 and 0.29. Since this interval includes zero, the 

correlation is not significant at a 95-percent confidence level. 
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I applied Tukey’s Honestly Significant Difference (HSD) test to determine whether 

there were significant differences in project development duration associated with the New 

Starts authorizing legislation in place at the time of the forecast. The results are shown in 

Table 7 and indicate that there have not been significant differences in project development 

duration related to the current authorization authorizing New Starts grants. 

Table 7: Differences in project development duration by current authorizing legislation 

95-percent confidence interval for difference in average project development duration  
(years, row minus column) 

 UMTA STURAA ISTEA TEA-21 SAFETEA-LU 
UMTA  -2.0 to 2.2 -2.7 to 0.6 -1.8 to 1.9 -4.1 to 6.7 
STURAA   -3.3 to 0.9 -2.3 to 2.2 -4.4 to 6.8 
ISTEA    -0.6 to 2.9 -3.0 to 7.8 
TEA-21     -4.2 to 6.7 
SAFETEA-LU      

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

Construction duration 

In contrast to project development duration, construction duration has steadily 

decreased over time, as illustrated in Figure 5. The 95-percent confidence interval for the 

correlation between the year a project begins construction and the construction duration is 

between -0.69 and -0.35.  

As Table 8 shows, this steady reduction in construction duration has, for the most part 

not been accompanied by discrete changes associated with new authorizing legislation. The 

time to construct projects for which construction began during the TEA-21 years was about 2 

months to five years shorter than for projects that began construction under the Urban Mass 

Transportation Act (and this change cannot necessarily be attributed to differences in federal 

policy or practice). Otherwise, there are no significant differences in construction duration by 

authorizing legislation. 
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Figure 5: Variation in construction duration over time 

Table 8: Differences in construction duration by current authorizing legislation 

95-percent confidence interval for difference in average construction duration  
(years, row minus column) 

 UMTA STURAA ISTEA TEA-21 SAFETEA-LU 
UMTA  -1.7 to 4.4 -1.1 to 3.6 0.2 to 5.4 -1.6 to 13.9 
STURAA   -3.1 to 2.9 -1.8 to 4.6 -3.2 to 12.8 
ISTEA    -1.0 to 4.1 -2.9 to 12.6 
TEA-21     -4.5 to 11.2 
SAFETEA-LU      

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

Forecast horizon 

Figure 6 illustrates changes in ridership forecast horizons over time. As shown, the 

average forecast horizon increased steadily over the first three decades of the New Starts 

program, and has decreased dramatically since then. The more recent decreases have offset 

the previous increases such that the correlation for between the year a forecast was made 
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and the time to the forecast horizon year is not significant, with a 95-percent confidence 

interval between -0.05 and 0.42.  

 

Figure 6: Variation in horizon duration over time 

Table 9: Differences in forecast horizon by current authorizing legislation 

95-percent confidence interval for difference in average forecast horizon  
(years, row minus column) 

 UMTA STURAA ISTEA TEA-21 SAFETEA-LU 
UMTA  -8.1 to 4.5 -11.8 to -2.4 -7.4 to 3.0 -4.8 to 25.4 
STURAA   -11.3 to 0.8 -6.8 to 6.1 -3.4 to 27.7 
ISTEA    0.1 to 9.8 2.4 to 32.4 
TEA-21     -2.7 to 27.6 
SAFETEA-LU      

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

Figure 6 suggests that ridership forecast horizons peaked during the ISTEA years, and 

this is confirmed through the results of Tukey’s HSD test that quantifies average differences 

in forecast horizons by authorizing legislation. As shown in Table 9, forecasts prepared during 

the ISTEA years had forecast horizons that were (at a 95-percent confidence level) two to 
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twelve years longer than those prepared during the Urban Mass Transportation Act years, zero 

to ten years longer than those prepared during the TEA-21 years, and two to 32 years longer 

than those prepared during the SAFETEA-LU years. 

The longer forecast horizons that were used under ISTEA might be a result of the 

increased role of metropolitan planning organizations (MPOs) in regional transportation 

planning, as ISTEA increased federal funding for MPOs and strengthened their role in selecting 

transportation projects (Federal Highway Administration 1995). Since MPOs are required to 

prepare long-range transportation plans covering a 20-year planning horizon, it would have 

been natural to apply this same horizon to any New Starts projects that were included in a 

long-range transportation plan. TEA-21 introduced the requirement for Before and After 

Studies comparing ridership forecasts to ridership observations two years after project 

opening. Such comparisons necessitated shorter-term ridership forecasts. 

Financial characteristics 

The financial characteristics of projects, as measured by total project cost and federal 

funding share, have been relatively consistent over time. 

Total project cost 

Figure 7 illustrates how the total cost of New Starts projects has changed over time. 

As shown, the first three projects in the sample (heavy rail projects in Baltimore, Washington 

DC, and Atlanta) all had particularly high total capital costs. Thereafter, the average cost of a 

New Starts project remained relatively constant. The 95-percent confidence interval for the 

correlation between the year of a project’s first forecast and total project cost is between     

-0.43 and 0.02. Since this interval includes zero, the correlation is not significant at a 95-

percent confidence level. Likewise, as shown in Table 10, there are no significant differences 

in total project cost by authorizing legislation. 
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Figure 7: Variation in project cost over time 

Table 10: Differences in project cost by current authorizing legislation 

95-percent confidence interval for difference in average cost (billions, row minus column) 
 UMTA STURAA ISTEA TEA-21 SAFETEA-LU 
UMTA  -$1.1 to $0.8 -$0.6 to $0.8 -$0.8 to $0.9 -$1.8 to $3.1 
STURAA   -$0.7 to $1.2 -$0.8 to $1.2 -$1.7 to $3.3 
ISTEA    -$0.8 to $0.6 -$1.9 to $3.0 
TEA-21     -$1.8 to $3.1 
SAFETEA-LU      

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

Federal funding share 

As Figure 8 shows, federal funding shares for New Starts projects have varied 

dramatically, from as low as 20 percent (for the central and airport links of the Seattle light 

rail line) to as high as 100 percent (for the Medical Center light rail extension in Memphis, 

which was completed at 20 percent below budget, allowing its initial grant for 80 percent of 

anticipated project costs to cover the entire actual project cost). As described in Chapter 5, 

interviewees expressed a belief that federal funding shares had declined over time. However, 
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Figure 8 shows that such a decline is not apparent for the projects included in the study 

sample. The 95-percent confidence interval for the correlation between the year of a 

project’s first forecast and the federal funding share is between -0.32 and 0.16. Since this 

interval includes zero, the correlation is not significant at a 95-percent confidence level.  

 

Figure 8: Variation in federal funding shares over time 

Likewise, as shown in Table 11, there are not significant differences in federal funding 

shares by authorizing legislation. This is somewhat surprising in light of particular federal 

policies that would be expected to influence federal funding shares. For example, beginning 

with the passage of SAFETEA-LU in 1997, project sponsors have been permitted to keep a 

portion of the cost savings when a project is completed under budget (Duff et al. 2010). Since 

the federal funding share is calculated based on observed costs rather than planned costs, the 

degree to which a project is completed under budget would correspond with higher overall 

federal funding shares, all else being equal. Thus, this policy change might be expected to 
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increase observed federal funding shares. In contrast, in 2003, the FTA explicitly changed its 

policy from a preference to fund New Starts projects with an 80 percent federal share to a 

preference for a 60 percent share (General Accounting Office 2003). This change would be 

expected to have generally reduced federal funding shares, on average. It is possible that the 

effects of these two policies, which took place within a few years of one another, served to 

counterbalance one another. 

Table 11: Differences in federal funding share by current authorizing legislation 

95-percent confidence interval for difference in average federal funding share  
(row minus column) 

 UMTA STURAA ISTEA TEA-21 SAFETEA-LU 
UMTA  -16% to 21% -14% to 15% -11% to 21% -56% to 38% 
STURAA   -20% to 16% -17% to 22% -60% to 37% 
ISTEA    -10% to 20% -56% to 38% 
TEA-21     -61% to 33% 
SAFETEA-LU      

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

Physical characteristics 

The physical characteristics of a project can be described in terms of both project 

length (in miles) and project mode. Although average project length has been relatively 

consistent over time, there have been temporal variations in the typical New Starts’ project 

mode. 

Project length 

As Figure 9 shows, five projects in the sample have been longer than 25 miles. These 

were the initial heavy rail projects in Washington DC and Atlanta (the first two project 

forecasts in the sample) and three commuter rail projects during the TEA-21 years (a double-

tracking project from Miami to Ft. Lauderdale, an initial line in Salt Lake City, and an initial 

line in Minneapolis). Outside of these five projects, average project length has been fairly 

constant over time. The 95-percent confidence interval for the correlation between the year 

of a project’s first forecast and the distance covered by the project is between -0.30 and 

0.17. Since this interval includes zero, the correlation is not significant at a 95-percent 
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confidence level. Together with the finding that average total project cost has not changed 

substantially over time, this suggests that there has not been much change in the overall 

scale of projects receiving New Starts funding. 

 

Figure 9: Variation in project length over time 

Table 12: Differences in project length by current authorizing legislation 

95-percent confidence interval for difference in average length (miles, row minus column) 
 UMTA STURAA ISTEA TEA-21 SAFETEA-LU 
UMTA  -8.8 to 16.0 -5.7 to 13.3 -14.1 to 7.0 -22.5 to 40.4 
STURAA   -11.9 – 12.2 -20.1 to 5.8 -26.9 to 37.7 
ISTEA    -17.5 to 2.8 -26.1 to 36.5 
TEA-21     -19.1 to 44.2 
SAFETEA-LU      

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

Project mode 

As discussed in Chapter 5, one interviewee suggested that changes in cost 

effectiveness metrics at various points in time have favored projects of particular modes. 
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Figure 10: Project mode by year 

Figure 10 shows the number of projects for each mode by year. It appears that 

particular modes have achieved peak popularity in subsequent approximate (and overlapping) 

time periods, as described below. 
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Heavy rail: 1969 – 1984 

During the first fifteen years of the study period, initial forecasts were prepared for 

thirteen projects. Nearly half (six) of these were heavy rail projects, which represent half of 

all heavy rail projects in the sample. As described above, these initial heavy rail projects 

were also particularly large projects, both in terms of project length and total project cost.  

People movers: 1979 – 1987 

Between 1979 and 1984, initial forecasts were prepared for three of the four 

downtown people mover projects in the sample (in Detroit, Miami, and Jacksonville). The 

fourth, for which initial forecasts were prepared in 1987, was an extension of the Miami 

Downtown People Mover. These downtown people mover projects were the result of explicit 

efforts on the part of Congress to introduce new technologies to urban transportation.  

In 1975, the Congressional Office of Technology Assessment issued a report opining,  

“it is unfortunate that there is no [automated guideway transit] installation in 
a city to ascertain feasibility. There should be a concerted effort by the 
Federal Government, municipalities, and the transportation industry to initiate 
a first urban application promptly” (Office of Technology Assessment 1975, 
191).  

In 1976, UMTA responded by calling for cities to submit proposals for downtown people 

mover projects (Merritt 1993). Sixty-eight cities submitted letters of interest, 38 of which 

ultimately submitted proposals (Merritt 1993; United States General Accounting Office 1980). 

Seven cities were selected for funding: Cleveland, Houston, Los Angeles, St. Paul, Baltimore, 

Miami, and Detroit (Merritt 1993; United States General Accounting Office 1980). In 1977, 

Congress requested that people mover projects in Jacksonville, St. Louis, and Indianapolis 

also be considered for funding, and UMTA awarded these cities (along with Norfolk, Virginia) 

technical study grants to further refine their proposals (Merritt 1993; United States General 

Accounting Office 1980).  
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By 1980, two of these eleven cities had abandoned their plans for downtown people 

movers: Cleveland because of the potential for negative impacts on the downtown area; and 

Houston because other transit modes were determined to be more cost effective (United 

States General Accounting Office 1980). In an audit of the nine remaining cities planning 

federally funded downtown people mover projects, the General Accounting Office (which has 

since been renamed the Government Accountability Office) found that the original purposes 

of the downtown people mover demonstration program were inadequate to justify continued 

funding for all nine projects that remained in the program and concluded that, 

“UMTA needs to justify why each of the presently planned [downtown people 
mover] projects is needed to meet program objectives and to show what each 
project will contribute to meeting them” (United States General Accounting 
Office 1980, 13). 

Ultimately, only three of the original eleven projects were constructed: Miami, 

Jacksonville, and Detroit. 

Transitways: 1985 – 1993 

The study sample includes five transitway projects: the Seattle transit tunnel, and 

dedicated bus lanes in Houston, Boston, Denver, and Pittsburgh. Initial forecasts for all five 

projects took place in the eight-year period between 1985 and 1993. These projects can be 

viewed as precursors to the bus rapid transit projects that would gain popularity a decade 

later. As cost effectiveness standards came to be applied more stringently, transitways would 

have competed well with projects of other modes, especially people movers and heavy rail 

projects because they could be constructed at a much lower cost. However, the benefits of a 

transitway are more difficult to measure, since these projects do not necessarily represent 

new service and attributing ridership gains on existing bus routes to the construction of a 

transitway can prove to be complicated. The same can be said of any project that renovates 

an existing line rather than constructing a line for new service (such as the Douglas Branch 

reconstruction in Chicago, or double-tracking projects in Baltimore and Miami). 
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Light rail: 1990 – 1999 

Just over half (36 out of 67) of the projects in the sample are light rail projects. Initial 

forecasts for two thirds of these were completed during the 1990s. This represents two thirds 

of all projects that had initial forecasts completed in the 1990s. These years of peak light rail 

construction loosely coincide with the ISTEA years.  

Commuter rail: 1998 – 2005 

Initial forecasts for all commuter rail projects in the sample were completed between 

1998 and 2005. This time period loosely coincides with the TEA-21 years. During this period 

(in 2003), FTA began to require New Starts applicants to calculate Transportation System User 

Benefits (TSUB), which included travel time savings for existing transit riders, for inclusion in 

measures of cost effectiveness for proposed projects. Calculating benefits in terms of travel 

time savings would have been especially beneficial for projects serving long trips, such as 

commuter rail projects. Although initial planning for most commuter rail projects began 

before travel-time savings were explicitly considered in project evaluation, these projects 

benefitted from the TSUB metric by the time they were considered for advancement through 

later project milestones. 

Bus rapid transit: 2006 – present 

Only two bus rapid transit projects are included in sample: The Cleveland HealthLine 

and Mountain Link in Flagstaff Arizona. The HealthLine was initially identified as a baseline or 

transportation system management (TSM) alternative to a rail project that had been proposed 

for Cleveland’s Euclid corridor. During the alternatives analysis for that project, the TSM 

alternative was selected as the local preferred alternative (LPA) (Federal Transit 

Administration 2012b). Thus, the only project in the sample that was initially planned to be a 

bus rapid transit project is the Mountain Link project in Flagstaff. This is also the only project 

in the sample for which initial forecasts were completed after 2005. In 2005, SAFETEA-LU 
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created greater funding opportunities for BRT projects with the creation of the Small Starts 

program, which established a streamlined project for projects that are anticipated to cost 

less than $250 million and request less than $75 million in federal assistance (109th Congress 

2005). All of the Small Starts projects in the sample are BRT projects. Streetcar projects have 

also qualified for Small Starts funds, but all of these have either not yet opened (such as the 

Seattle Streetcar City Center Connector) or have not been open for long enough to have 

completed a Before and After Study (such as the Tucson Streetcar). 

The lack of rail projects in the sample with initial forecasts after 2005 can also be 

explained by the fact that bus projects can be completed more quickly than rail projects. The 

Mountain Link project opened for service just two years after initial forecasts were completed 

(Federal Transit Administration 2015b). Rail projects for which initial forecasts were 

completed after 2005 are either not yet complete, or have not been open long enough at the 

time of this writing to have completed Before and After studies.  

Table 13: Time between planning of typical projects of each mode 

95-percent confidence interval for difference in average year of first forecast  
(row minus column) 

 Heavy rail People mover Transitway Light rail Commuter rail Bus rapid transit 
Heavy rail  -9.7 to 14.9 -15.3 to 7.3 -15.2 to -1.3 -25.5 to -5.4 -34.5 to -1.8 
People mover   -21.0 to 7.9 -22.1 to 0.5 -31.5 to -4.6 -39.4 to -2.1 
Transitway    -14.5 to 6.0 -24.1 to 1.1 -32.2 to 3.8 
Light rail     -16.1 to 1.6 -25.5 to 5.7 
Commuter rail      -14.5 to 19.9 
Bus rapid transit       

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

The order in which each mode has become most common can also be quantified by 

comparing the average number of years between the initial forecasts for projects of each 

mode (or the difference in the average year of the initial forecast for projects of each mode), 

as shown in Table 13. The initial forecast for an average heavy rail project was completed 

one to fifteen years earlier than that of an average light rail project, five to 25 years earlier 

than that of an average commuter rail project, and two to 35 years earlier than that of an 
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average bus rapid transit project. The initial forecast for an average downtown people mover 

project was completed five to 32 years earlier than that of an average commuter rail project, 

and two to 39 years earlier than that of an average bus rapid transit project. 

Cramer’s V for the relationship between legislation and mode is 0.47, with a p-value 

(based on Pearson’s Chi-squared test) of less than 0.01. This indicates that there is a 

significant relationship between authorizing legislation and project mode. I also tested the 

binary relationship between each possible combination of mode and legislation. The results 

are shown in Table 14. 

Table 14: Relationship between authorizing legislation and project mode 

Relationship between mode and authorizing legislation at the time of first forecast 
(Cramer’s V/p-value) 

 Heavy rail People mover Transitway Light rail Commuter rail Bus rapid transit 
UMTA 0.19/0.21 0.40/0.01 0.07/0.93 0.21/0.14 0.21/0.19 0.11/0.91 
STURAA 0.14/0.49 0.10/0.96 0.05/1.00 0.01/1.00 0.13/0.61 0.07/1.00 
ISTEA 0.12/0.53 0.18/0.34 0.03/1.00 0.10/0.55 0.06/0.93 0.06/1.00 
TEA-21 0.17/0.30 0.14/0.62 0.15/0.49 0.14/0.40 0.28/0.06 0.09/1.00 
SAFETEA-LU 0.06/1.00 0.03/1.00 0.03/1.00 0.13/0.94 0.04/1.00 0.70/0.01 

Gray text indicates that the relationship is not significant at a 95-percent confidence level. 
 

The only statistically significant relationships between pairs of modes and legislation 

are for downtown people movers, which are associated with the Urban Mass Transportation 

Act (initial forecasts for all downtown people mover projects in the sample were completed 

under the Urban Mass Transportation Act), and bus rapid transit projects, which are 

associated with SAFETEA-LU (the only project in the sample with an initial forecast completed 

under SAFETEA-LU is a BRT project).  

Local experience 

There does not appear to have been significant changes in the local, mode-specific 

experience of project sponsors over time, whether that experience is expressed as a 

categorical project sequence variable or as a continuous system mileage share variable. 
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Project sequence 

As described in Chapter 5, some interviewees observed that, as the New Starts 

program matured, grant applications from veteran project sponsors who had already 

completed a project of the same mode as their proposed projects became more common.  

 

Figure 11: Project sequence by year 
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As illustrated in Figure 11, this is certainly true to some extent. The eleven forecasts 

in the sample, completed between 1969 and 1981, were all for projects that represented the 

initial line of a new fixed-guideway transit system. Thereafter, initial lines represented just 

36 percent (20 projects) of the projects in the sample. Expansion lines represented 48 

percent (27 projects), and renovation projects represented 16 percent (9 projects). 

Table 15: Time between planning of typical initial, expansion, and renovation projects 

95-percent confidence interval for difference in average year of first forecast  
 Initial line Expansion Renovation 
Initial line  -10.7 to 0.1 -12.1 to 3.4 
Expansion   -7.0 to 8.8 
Renovation    

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

Table 15 shows the 95-percent confidence intervals for the average number of years 

between initial forecasts for initial lines, expansion, and renovation projects. None of these 

differences are statistically significant. 

Table 16: Relationship between authorizing legislation and project sequence 

Relationship between mode and authorizing legislation at the time of first forecast 
(Cramer’s V/p-value) 

 Initial line Expansion Renovation 
UMTA 0.28/0.04 0.25/0.08 0.05/0.97 
STURAA 0.01/1.00 0.03/1.00 0.03/1.00 
ISTEA 0.29/0.03 0.30/0.03 0.01/1.00 
TEA-21 >0.00/1.00 0.08/0.74 0.10/0.68 
SAFETEA-LU 0.05/0.94 0.10/1.00 0.05/1.00 

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

Cramer’s V for the relationship between authorizing legislation and project sequence 

is 0.28, with a corresponding p-value (based on Pearson’s Chi-squared test) of 0.25. This 

indicates that there is not a significant overall relationship between authorizing legislation 

and project sequence. To better understand which legislative periods are associated with 

projects in each sequence category, I also tested the binary relationship between each 

possible combination of sequence and legislation. The results are shown in Table 16. Initial 
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lines are associated with the Urban Mass Transportation Act, and expansion projects are 

associated with ISTEA. No other relationships are significant. 

Share of system mileage 

The three project sequence categories offer a useful way to think about local 

experience with projects of any particular mode. However, the expansion category masks 

large variations in the magnitude of an expansion. For example, it includes both the Colma 

BART station project, which was a one-mile extension of an existing 98-mile system, and the 

Denver Southeast corridor project, which was a 19-mile extension of an existing 5-mile 

system. This variation can be better described by a continuous variable representing the 

share of the resulting system the project represents (referred to in this research as a 

project’s system mileage share).  

 

Figure 12: Variation in planned share of total system miles over time 
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As Figure 12 shows, sample projects’ system mileage shares appear to have generally 

decreased during the Urban Mass Transportation Act years and ISTEA years, and increased 

during the STURAA and TEA-21 years. These reversals have tended to cancel one another out, 

such that there is no consistent trend in system mileage shares over time. The 95-percent 

confidence interval for the correlation between the year of a project’s first forecast and the 

share of the planned network the project represents is between -0.42 and 0.09. Since this 

interval includes zero, the correlation is not significant at a 95-percent confidence level. 

Likewise, as shown in Table 17, there are no significant differences in average system mileage 

shares by authorizing legislation. 

Table 17: Differences in share of system mileage by current authorizing legislation 

95-percent confidence interval for difference in average share of system mileage  
(row minus column) 

 UMTA STURAA ISTEA TEA-21 SAFETEA-LU 
UMTA  -25% to 69% -15% to 57% -40% to 47% -129% to 95% 
STURAA   -47% to 44% -70% to 33% -154% to 76% 
ISTEA    -59% to 25% -149% to 74% 
TEA-21     -135% to 93% 
SAFETEA-LU      

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

Conclusion 

In general, I find that some of the changes in practice alluded to in Chapter 5 can be 

quantified and confirmed empirically. There are indeed distinct periods of time in which 

projects of a particular mode became more or less common, and there was a steady increase 

in the time until ridership forecast horizons until the 1990s (the ISTEA years), followed by a 

sharp decline thereafter. On the other hand, the quantitative analysis failed to confirm other 

observations made by interviewees. For example, initial lines of new projects have continued 

to represent a large share of New Starts projects, and perhaps most surprisingly, federal 

funding shares have been relatively consistent over time. Failure to observe these trends 

quantitatively does not necessarily mean that interviewees were mistaken. It is possible that 

the effects they describe have happened too recently to be included in the dataset, that the 
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magnitude of the effects has been to small to achieve statistical significance, or that they are 

hidden by selection bias within the sample, which includes only those projects that were 

selected for funding. For instance, greater scarcity in federal funds may not be reflected in a 

smaller share of proposed projects receiving funding, rather than lower federal funding shares 

for those that do receive grants. However, the study sample only includes those projects that 

were ultimately constructed. In addition to the changes in practice that were mentioned by 

interviewees in Chapter 5, another significant change in practice has been a trend toward 

shorter project construction durations. How have these changes influenced forecast accuracy? 

That is the topic of Chapter 7. 

The changes in practice described in this chapter, together with the changes in 

perspective documented in Chapter 5, all have the potential to influence the accuracy of cost 

and ridership forecasts. In Chapter 7, I analyze the relationships between each of these 

variables and the accuracy of ridership forecasts and initial and final cost estimates. I also use 

a series of regression models to determine the degree to which each of these changes 

independently contributes to observed changes in forecast accuracy over time.  
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Chapter 7. Correlates with Forecast Accuracy 

As described in Chapter 4, I hypothesize that changes to the New Starts program over 

time have led to changes in transit planning and forecasting practice, and that these changes 

in practice have in turn led to measurable changes in forecast accuracy. Chapters 5 and 6 

describe changes in planning and forecasting practice I identified through both quantitative 

and qualitative analyses. How do these changes relate to observed differences in forecast 

accuracy? That is the subject of this chapter. 

I first describe how the variables discussed in Chapters 4 and 6 relate to the accuracy 

of ridership forecasts, initial cost estimates, and final cost estimates. Then, I describe the 

independent relationship of project characteristics and timing to forecast accuracy through a 

series of regression models.  

Without controlling for other factors, six factors are most closely associated with more 

accurate forecasts: year of forecast preparation, construction duration, total project cost, 

federal funding share, project mode, and local unemployment rate. For both initial cost 

estimates and ridership forecasts, later years of forecast preparation and shorter construction 

durations are associated with greater accuracy. Lower-cost projects with higher federal 

funding shares are associated with more accurate initial and final cost estimates. Finally, 

forecasts prepared during times of low local unemployment and for light rail projects tend to 

be the most accurate for both final cost estimates and ridership forecasts. 

The results of the regression models indicate that four of these variables have an 

independent relationship with forecast accuracy, even controlling for other factors. Project 

mode is associated with differences in forecast accuracy for all three forecast types 

(ridership, initial cost, and final cost). Additionally, shorter construction durations and later 

forecast preparation years are associated with more accurate ridership forecasts, and lower-

cost projects are associated with more accurate initial and final cost estimates. 
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Correlations among errors 

Pickrell (1989) and Flyvbjerg et al. (2005) have offered political explanations for 

inaccuracy in cost and ridership forecasts, suggesting that there are strong incentives for 

project sponsors to prepare optimistically-biased forecasts. Likewise, the interview results 

presented in Chapter 5 suggest that incentives for forecast optimism may have diminished 

overtime, which may explain some of the observed improvement in forecast accuracy 

described in Chapter 6. These political incentives might explain optimism bias in both cost 

and ridership forecasts. To the extent that they do apply to both, forecast error would be 

correlated with cost estimate error if the incentives to understate cost for a particular 

project would also incentivize project sponsors to overstate ridership. On the other hand, 

project sponsors might respond to political incentives for optimism by producing forecasts 

that are optimistic in terms of either cost or ridership, but not both (which could result in a 

negative correlation between cost and ridership error). However, my analysis of more recent 

forecast data suggests that neither of these two explanations appears to govern the observed 

relationship between ridership forecast error and cost estimate error, for either initial or 

final cost estimates. 

As illustrated in Figure 13, it is certainly true that both cost and ridership forecasts 

have been optimistically biased for most projects. Of the 50 projects for which accuracy data 

is available for all three forecast types (ridership forecasts, initial cost estimates, and final 

cost estimates), a majority were optimistic in terms of both ridership forecasts and initial 

cost estimates, and a plurality were optimistic in terms of all three forecast types. However, 

as the two left panels of Figure 14 show, there is not a strong relationship between the 

magnitudes of ridership forecast errors and those of the errors for either initial or final cost 

estimates. The 95-percent confidence interval for the correlation between ridership forecast 
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error and cost estimate error is between -0.37 and 0.13 for initial cost estimates and between 

-0.38 and 0.15 for final cost estimates.  

 

Figure 13. Presence of optimistic error by forecast type 

 

Figure 14. Relationships among errors in ridership, initial cost, and final cost forecasts 
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Figure 14 also shows the relationship between the errors of initial and final cost 

estimates in the bottom right panel. Errors for initial and final cost estimates are positively 

correlated, with a 95-percent confidence interval between 0.14 and 0.60. 

Variation over time 

Figure 15 shows the variation in the errors of ridership forecasts, initial cost 

estimates, and final cost estimates over time. Both initial cost estimates and ridership 

forecasts have improved in accuracy over time, while the error of final cost estimates has 

consistently hovered around zero (with a median of -0.6 percent). 

 

Figure 15. Variation in forecast error over time 

These trends can be quantified by the correlation between the year a forecast was 

made and its error. Ridership forecast error is correlated with the year of the forecast with a 

95-percent confidence interval between -0.59 and -0.18. Initial cost estimate error is 

correlated with the year of the forecast with a 95-percent confidence interval between 0.08 

and 0.53. The correlation between the year of the final cost estimate and cost estimate 
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accuracy is between -0.05 and 0.44. Since this interval includes zero, the correlation is not 

statistically significant. Thus, the accuracy of final cost estimates —which have generally 

been relatively unbiased— has not changed much over time. 

I also used Tukey’s HSD test to check for differences in accuracy in relation to the 

authorizing legislation in place at the time a forecast was made, and there were no 

statistically significant differences by legislation era. 

Variation with project duration 

Intuition would suggest that longer forecast horizons (the time between forecast 

preparation and observation of an actual value) would be associated with greater forecast 

error, because conditions generally are more certain nearer than further in the future; this 

suggestion has been confirmed in broader studies of population forecasts (White 1954; Keyfitz 

1981; S. K. Smith 1987; S. K. Smith and Sincich 1992).  

For capital cost estimates, the forecast horizon is the sum of the remaining project 

development time (from the time the forecast is prepared until construction begins) and the 

construction time. Cost estimate error can thus be divided into components corresponding to 

these two time periods: cost escalation refers to the increases in cost estimates over the 

course of project development; and cost overruns refer to increases in cost incurred over the 

course of construction (Love et al. 2013). Since ridership forecasts do not necessarily 

reference the project’s opening year, the horizon for ridership forecasts is typically farther 

into the future than the sum of the project development duration and the construction 

duration.  

As described below, the length of time before beginning construction is not related to 

the accuracy of ridership forecasts or initial cost estimates, but is related to the accuracy of 

final cost estimates. Conversely, construction duration relates to the accuracy of ridership 
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forecasts and initial cost estimates, but not to the accuracy of final cost estimates. Finally, 

total forecast horizon is not correlated with ridership forecast error. 

Remaining project development time 

As shown below in Figure 16, there is minimal variation in accuracy associated with 

differences in remaining project development duration for either ridership forecasts or initial 

cost estimates. The 95-percent confidence interval for the correlation is between -0.22 and 

0.28 for ridership forecasts and between -0.25 and 0.25 for initial cost forecasts. However, 

the magnitude of errors for final cost estimates does increase as the time until construction 

increases from zero to three years, with a 95-percent confidence interval for the correlation 

between -0.58 and -0.14. 

 

Figure 16. Forecast accuracy variation by remaining project development duration 
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Final cost estimates are typically prepared immediately prior to the beginning of 

construction. Among the 59 projects for which final cost estimates are available, three-

quarters (44 projects) began construction in the same year the final cost estimate was 

prepared, and 86 percent (51 projects) had begun construction by the year after final 

forecast preparation. Thus, delays in the beginning of construction until two and three years 

after final cost estimates are prepared presumably represent unexpected circumstances that 

have affected both cost and schedule. 

Construction duration 

The relationship between forecast accuracy and construction duration is illustrated in 

Figure 17.  

 

Figure 17. Variation in forecast accuracy by construction duration 
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In contrast to the relationships with remaining project development duration, 

accuracy correlations with construction duration are significant for ridership forecasts and 

initial cost forecasts, but not for final cost forecasts. The 95-percent confidence intervals for 

the correlations are between 0.16 and 0.58 for ridership forecast error and between -0.58 and 

-0.15 for initial cost estimate error. The 95-percent confidence interval for the correlation 

between construction duration and final cost estimate error is between -0.43 and 0.07.  

Forecast horizon 

 

Figure 18. Variation in ridership forecast error by forecast horizon 

Since ridership forecasts often refer to a year other than the project’s opening year, 

the forecast horizon is later than the sum of the project development duration and the 

construction duration. Surprisingly, ridership forecast error is not correlated with forecast 
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horizon, as illustrated in Figure 18. The 95-percent confidence interval for the correlation is 

between -0.37 and 0.11.  

In many cases, ridership was not observed in the forecast horizon year, either because 

the project was not completed before the forecast horizon year, or because the observation 

was required for reporting purposes before the forecast horizon year arrived. For purposes of 

this analysis, when more than one ridership observation was available, the observation taken 

closest to the forecast horizon year was used.  

 

Figure 19. Horizon duration and time from horizon to observation year 

Of the 64 ridership forecasts in the sample, only seven have ridership observations 

from the forecast horizon year. Over half of the projects in the sample (37 forecasts, or 58 

percent) have observations within five years of the forecast horizon year, and over three 

quarters (49 forecasts, or 77 percent) have observations within ten years of the forecast 

horizon year. Sixteen have observations that are earlier than the forecast horizon year, and 

41 have observations that are later than the forecast horizon year.  
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Since the case in which a ridership observation was taken before the forecast horizon 

year is more common for later forecast horizons, there is a strong correlation between 

forecast horizon and the difference between the forecast horizon year and observation year, 

with a 95-percent confidence interval between 0.79 and 0.92. This relationship is illustrated 

in Figure 19. 

Variation with financial characteristics 

Two financial characteristics of a project might be anticipated to relate to forecast 

accuracy: total project cost and federal funding share. Some studies on optimism in cost and 

patronage forecasts have focused on “megaprojects” (Flyvbjerg, Bruzelius, and Rothengatter 

2003; Altshuler and Luberoff 2003; De Bruijn and Leijten 2007; Plotch 2015), which may 

suggest that very large, costly projects are particularly vulnerable to optimism bias. While 

this relationship is not observed for ridership forecasts, it is observed for both initial and final 

cost estimates. Additionally, Pickrell (1992) has suggested that reliance on federal funds may 

incentivize optimism, particularly for cost estimates. This explanation might be extended to 

suggest that higher federal funding shares would increase optimism bias. However, the data 

included in this study do not necessarily support this conclusion. 

Total project cost 

Figure 20 illustrates the relationship between forecast accuracy and total project cost. 

Since the distribution of capital costs for projects in the sample more closely approximates a 

lognormal distribution than a normal distribution, the x-axis in Figure 20 uses a log scale. 

Total project cost is not correlated with ridership forecast error (the 95-percent confidence 

interval for the correlation is between -0.23 and 0.26), but it is correlated with the errors of 

both initial (95-percent confidence interval between -0.64 and -0.24) and final cost estimates 

(95-percent confidence interval between -0.57 and -0.13). When total cost is log-transformed, 

the directions and significance of the correlations are unchanged.  
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Figure 20. Variation in forecast error by total project cost 

Federal funding share 

The correlations between federal funding shares and forecast accuracy follow the 

same pattern as those between total project cost and forecast accuracy in the sense that 

they are significant for both initial and final cost estimates, but not for ridership forecasts. 

The 95-percent confidence interval for the correlation with ridership forecast error is 

between -0.25 and 0.24; for initial cost estimates, it is between 0.04 and 0.50; and for final 

cost estimates, it is between 0.30 and 0.68. These relationships are illustrated in Figure 21. 

The correlations between cost estimate error and federal funding share are in the 

opposite of the expected direction — where the expectation is based on the hypothesis that 

higher federal funding shares incentivize more optimistic cost forecasts. This finding is due to 
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the direct effect of cost estimate bias on actual federal funding shares, since grants are 

generally awarded to cover a specific percentage of capital costs, based on final cost 

estimates. Thus, cost overruns may reduce the actual federal funding share to a value that is 

less than the intended share. Likewise, completing a project under budget may increase the 

actual federal funding share to exceed the intended share. For this reason, federal funding 

share is omitted from the regression analyses predicting cost estimate accuracy presented 

later in this chapter, to avoid introducing endogeneity into those models. 

 

Figure 21. Variation in forecast accuracy by federal funding share 

A better test for the hypothesis that high federal funding shares reduce incentives for 

forecast accuracy might be to use anticipated federal funding shares rather than actual 

federal funding shares; however, these data are not available for many projects in the 
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sample, partly because it is not always clear whether project sponsors expect potential cost 

overruns or cost escalation to be mitigated by additional federal funding. 

Variation with physical project characteristics 

Neither of the two physical project characteristics included in the study —project 

length nor project mode— has a strong relationship with forecast accuracy. 

Project length 

 

Figure 22. Variation in forecast accuracy by project length 

The megaprojects hypothesis that large, costly projects are particularly vulnerable to 

optimism bias can be evaluated in terms of project length (in miles) as well as total project 

cost. The relationship between project length and forecast accuracy is illustrated in Figure 

22. Like project costs, project lengths follow an approximately lognormal distribution, so the 

x-axis in Figure 22 is on a log scale. As shown, there is no clear positive or negative 



145 

 

relationship between project length and the accuracy of any of the three forecast types 

evaluated. 

None of the three forecast types have errors that are significantly correlated with 

project length. The 95-percent confidence interval for the correlation between ridership 

forecast error and project length is between -0.29 and 0.20; for the correlation with initial 

cost estimate error, it is between -0.47 and a positive value less than 0.01; and for the 

correlation with final cost estimate error, it is between -0.17 and 0.34. Correlations remain 

insignificant when project length is log-transformed. 

Project mode 

 

Figure 23. Variation in forecast error by project mode 

Figure 23 shows the variation in forecast accuracy by project mode, and these 

differences are quantified in Table 18. Recall from Chapter 6 that projects of particular 

modes have varied in popularity over time. 
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The only statistically significant difference in ridership forecast accuracy by project 

mode is between light rail and downtown people movers. Light rail projects have final cost 

estimates with errors that are 18 to 154 percentage points lower than those for heavy rail 

projects. There are no statistically significant differences in initial cost estimate accuracy by 

project mode. The only statistically significant difference in final cost estimate accuracy by 

project mode is between light rail and heavy rail. Light rail projects have final cost estimates 

with errors that are four to 32 percentage points higher (i.e. less negative and more accurate) 

than those for heavy rail projects. 

Table 18: Differences in forecast error by mode 

95-percent confidence interval for difference in error  
(row minus column) 

 Light rail 
Heavy 

rail Commuter rail 
Transit- 

way 
People 
mover 

Rapid 
bus 

Ridership forecasts 
Light rail  -0.81 to 0.05 -0.84 to 0.24 -1.35 to 0.21 -1.54 to -0.18 -0.79 to 1.10 
Heavy rail   -0.54 to 0.70 -1.03 to 0.65 -1.23 to 0.27 -0.46 to 1.52 
Commuter rail    -1.16 to 0.63 -1.37 to 0.26 -0.59 to 1.49 
Transitway     -1.28 to 0.70 -0.47 to 1.91 
People mover      -0.11 to 2.13 
Rapid bus       

Initial cost estimates 
Light rail  -0.11 to 0.38 -0.32 to 0.29 -0.32 to 0.38 -0.17 to 0.61 -0.90 to 0.16 
Heavy rail   -0.49 to 0.20 -0.50 to 0.28 -0.34 to 0.51 -1.06 to 0.05 
Commuter rail    -0.39 to 0.47 -0.22 to 0.69 -0.94 to 0.23  
Transitway     -0.29 to 0.69 -1.01 to 0.22 
People mover      -1.22 to 0.04 
Rapid bus       

Final cost estimates 
Light rail  0.04 to 0.32 -0.17 to 0.16 -0.14 to 0.25 -0.15 to 0.43 -0.31 to 0.28 
Heavy rail   -0.38 to 0.01 -0.34 to 0.09 -0.35 to 0.27 -0.50 to 0.11 
Commuter rail    -0.17 to 0.30 -0.18 to 0.47 -0.33 to 0.31 
Transitway     -0.25 to 0.42 -0.41 to 0.26 
People mover      -0.56 to 0.25 
Rapid bus       

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

Variation with local experience 

As described in Chapter 5, interviewees suggested that improvements in cost and 

ridership forecast accuracy over time might be explained by local experience with planning 

for fixed-guideway transit projects, such that forecasts for a project expanding or renovating 
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an existing fixed-guideway system would use be more accurate than those for the initial line 

of a new system. However, this analysis does not indicate that this is the case, whether local 

experience is described by a categorical or a continuous variable. This finding is consistent 

with previous work by Schmitt (2016b), and might indicate that local conditions do not have 

important unexpected effects on project ridership, so that forecasters (who may be 

consultants who do work in a variety of locations) can easily apply lesson learned in one place 

to forecasts for a project elsewhere. 

Project sequence 

Figure 24 illustrates how forecast accuracy varies by project sequence, and these 

differences are quantified in Table 19. As shown, none of the differences are significant at a 

95-percent confidence level. 

 

Figure 24. Variation in forecast error by project sequence 
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Table 19: Differences in ridership forecast error by project sequence 

95-percent confidence interval for difference in forecast error  
(row minus column) 

 Initial line Expansion Renovation 
Ridership forecasts 

Initial line  -0.09 to 0.53 -0.84 to 0.15 
Expansion   -0.62 to 0.37 
Renovation    

Initial cost estimates 
Initial line  -0.33 to <0.01 -0.41 to 0.04 
Expansion   -0.26 to 0.21 
Renovation    

Final cost estimates 
Initial line  -0.14 to 0.07 -0.20 to 0.09 
Expansion   -0.15 to 0.12 
Renovation    

Gray text indicates that the difference is not significant at a 95-percent confidence level. 
 

System mileage share 

Among the projects categorized as expansions of existing systems, there is substantial 

variation in the degree of the expansion: a one-mile expansion of an existing 100-mile system 

draws upon more relevant local experience than a 100-mile expansion of an existing 1-mile 

system does. A project’s resulting system mileage share —calculated as the ratio of the 

project length to the sum of the project length and the length of the existing system at the 

time of the forecast— captures this variation better than a single “expansion” category can.  

Using this more sensitive measure of local experience, there is a statistically 

significant relationship between local experience and initial cost estimate error (with a 95-

percent confidence interval for the correlation between -0.50 and -0.04), but the 

relationships with ridership forecast error and final cost estimate error are insignificant (with 

respective 95-percent confidence intervals from -0.25 to 0.28 and from -0.39 and 0.12). 

These relationships are illustrated in Figure 25. 
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Figure 25. Variation in forecast error by resulting system mileage share 

Variation with external factors 

I also tested four relationships between forecast accuracy and absolute levels of 

population and unemployment, as well as changes in population, unemployment, and fuel 

price. 

Population 

Project sponsors serving larger populations may have greater resources to devote to 

preparing rigorous forecasts. They may also answer to a wider variety of stakeholders, which 

could influence the incentives for promoting a particular project through optimistic forecasts. 

However, an analysis of the relationship between county population and forecast error, as 

illustrated in Figure 26, does not confirm a relationship between population and forecast 
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accuracy. Since the county populations of projects in the sample follow a lognormal 

distribution, the x-axis in Figure 26 uses a lognormal scale. 

 

Figure 26. Variation of forecast error by county population 

County population is not correlated with the errors of ridership forecasts, initial cost 

estimates, or final cost estimates. The 95-percent correlation for ridership forecast error is 

between -0.25 and 0.25; for initial cost estimates, it is between -0.01 and 0.36; and for final 

cost estimates, it is between -0.32 and 0.19. These correlations remain insignificant when 

population is log-transformed. 

Unemployment rate 

When unemployment is high, pressures to attract federal investment in transit 

projects might also be higher, which could incentivize forecast optimism. Likewise, under 

high unemployment, competition for construction contracts might be fierce, and a few 

studies have found that the competitiveness of the contract bidding environment tends to 

make cost overruns more likely (Rowland 1981; Jahren and Ashe 1990; Hinze, Selstead, and 
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Mahoney 1992). However, if high unemployment also affects the price of labor, lower labor 

costs could drive down construction costs down such that, even with cost overruns, actual 

costs are lower during periods of high unemployment than during periods of low 

unemployment. 

As illustrated in Figure 27, there does appear to be a relationship between 

unemployment rates and forecast accuracy, particularly for ridership forecasts and final cost 

estimates. The local unemployment rate is correlated with the errors in ridership forecasts 

(95-percent confidence interval between 0.09 and 0.55) and final cost estimates (95-percent 

confidence interval between -0.56 and -0.11), but not with the errors in initial cost estimates 

(95-percent confidence interval between -0.45 and 0.04). 

 

Figure 27. Variation in forecast error by city unemployment rate 
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Figure 28. Relationship between level and subsequent change in unemployment 

 

Figure 29. Variation in ridership forecast error by changes external conditions 
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Change in fuel price, unemployment, and population  

Since ridership forecasts depend on assumptions about future population, 

unemployment rates, and fuel prices, dramatic changes in these values between the time the 

forecast is made and the time ridership is observed might be expected to be associated with 

less accurate ridership forecasts. Indeed, there is a significant negative correlation between 

the change in the unemployment rate and ridership forecast error, with a 95-percent 

confidence interval between -0.63 and -0.21, so that reductions in the unemployment rate 

are associated with less accurate ridership forecasts, and increases in the unemployment rate 

are associated with more accurate forecasts. As discussed above, this relationship is probably 

due to the positive association between unemployment rates at the time of a forecast and 

ridership forecast errors. As shown in Figure 28, the level of unemployment at the time of a 

forecast is negatively correlated with the subsequent change in unemployment (the 95-

percent confidence interval for the correlation is between -0.76 and -0.45). This reflects the 

phenomenon of “regression to the mean” (Healy and Goldstein 1978): When the 

unemployment rate is high (higher than about 5.5 percent) at the time a ridership forecast is 

made, it will generally decrease by the time ridership is observed. Conversely, when the 

unemployment rate is low, it is likely to increase by the time ridership is observed. 

Changes in population and fuel prices are not correlated with ridership forecast error: 

The 95-percent confidence intervals for those correlations are -0.20 to 0.30 and -0.43 to 0.06, 

respectively. Figure 29 illustrates these relationships. 

Models 

The analysis summarized in this chapter thus far suggests several relationships 

between the accuracy of three types of forecasts and project characteristics or external 

factors. These relationships are summarized in Table 20.  

 



154 

 

Table 20: Simple relationships with forecast accuracy 

 

Forecast type 
Cost estimate Ridership forecast 

Initial Final 
Time of forecast 
Year + o + 
Governing legislation o o   o 
Project characteristics 
Elapsed time 
Project development o — o 
Project construction — o — 
Ridership forecast to horizon year na na o 
Financial characteristics 
Total project cost — — o 

Federal funding share + + o 

Physical characteristics 

Project length o o o 

Project mode o ☐ ☐ 
Local experience 
Project sequence o o o 
Project share of forecast-year system miles  — o o 

External control variables 
Change in fuel price na na o 

Change in unemployment na na + 

Change in population na na o 
Forecast-year unemployment  o — — 

Forecast-year population o o o 

Relationship with accuracy, without controlling for other factors 
+  = Increase associated with improved accuracy 
—  = Increase associated with reduced accuracy 
o  = No significant relationship with accuracy 
☐  = At least one pair of categories variables associated with a difference in accuracy 
na = Relationship not tested 

 

A shown in Table 20, more accurate initial cost estimates are associated with later 

years of cost estimate preparation, shorter construction durations, lower total project costs, 

higher federal funding shares, and lower shares of resulting system mileage. More accurate 

final cost estimates are associated with shorter remaining project development times, lower 

total project costs, higher federal funding shares, light rail projects, and lower 

unemployment at the time the cost estimate is prepared. Finally, more accurate ridership 

forecasts are associated with later years of forecast preparation, shorter project construction 
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durations, light rail projects, lower unemployment rates at the time of forecast preparation, 

and increases in unemployment by the time ridership is observed. 

Since some of these factors may vary together to some degree, and may even directly 

influence one another, a multivariate model is useful for determining the independent 

relationship of each factor with forecast accuracy for each forecast type. However, multi-

collinearity can be introduced when independent variables are too closely correlated. In 

these cases, model fit is improved when variables are selectively omitted based on an analysis 

of generalized variance inflation factors (GVIF) and analyst insights and hypotheses on likely 

processes of cause and effect. The relationship of sets of variables to forecast accuracy can 

be evaluated based on comparing model fit when the variables are included to when they are 

excluded. Once a preferred model is identified, the independent relationship of individual 

variables to forecast accuracy can be evaluated based on the magnitude, direction, and 

significance of variable coefficients. 

Ridership forecast accuracy 

As the left side of Table 21 shows, when all variables presented in this chapter are 

included in a model predicting ridership forecast accuracy, several variables have high GVIF 

values, where a GVIF is determined to be too high if it exceeds 2.0 when raised to the inverse 

power of twice the variable’s degrees of freedom. Based on this result, I removed five 

variables (authorizing legislation, project length, project sequence, change in unemployment, 

and the difference between the forecast horizon year and the ridership observation year) 

from the model. I removed authorizing legislation and project because they are categorical 

variables that are perfectly predicted by continuous variables that remain in the final model. 

I removed project length because it is highly correlated (r = 0.46) with project cost, and 

change in unemployment because it is highly correlated (r = -0.63) with forecast year 
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unemployment.  As the right side of Table 21 shows, these changes result in acceptable GVIF 

values. 

Table 21. Generalized variance inflation factor analysis for ridership error models 

 Full model Final model 

 GVIF df GVIF(1/(2×df)) GVIF df GVIF(1/(2×df)) 
Time of Forecast 
Year 23.7 1 4.9 3.5 1 1.9 
Legislation 525.2 4 2.2 - - - 
Project characteristics 
Elapsed time 
Project development 4.0 1 2.0 1.6 1 1.3 
Project construction 4.6 1 1.9 2.0 1 1.4 
Forecast horizon 30.3 1 5.5 2.1 1 1.4 
Financial characteristics 

Total project cost (log-transformed) 4.7 1 2.2 3.1 1 1.7 

Federal funding share 2.0 1 1.4 1.7 1 1.3 

Physical characteristics 

Project length (log-transformed) 3.6 1 1.9 - - - 

Project mode 187.2 5 1.7 11.4 5 1.3 
Local experience 
System mileage share 8.5 1 2.9 2.9 1 1.7 
Project sequence 19.0 2 2.1 - - - 

External control variables 

Change in fuel price 5.9 1 2.4 2.8 1 1.7 
Change in unemployment 7.1 1 2.7 - - - 
Change in population 1.9 1 1.4 1.4 1 1.2 
Forecast horizon year minus observation year 32.2 1 5.7 - - - 

Forecast-year unemployment  4.3 1 2.0 1.6 1 1.3 

Forecast-year population (log-transformed) 2.3 1 1.5 1.8 1 1.3 

 

Figure 30 compares the fit of four different models predicting ridership forecast error, 

with two different measures to describe model fit: the Akaike information criterion (AIC) and 

adjusted R2. Both measures are designed to avoid over-fitting a model to the data by 

penalizing model complexity and rewarding parsimony. The constant model predicts no 

variation in forecast error, and thus predicts none of the observed variation in forecast error, 

resulting in an adjusted R2 value of zero. The control model includes only the time-of-forecast 

and external control variables listed in Table 21; the full model includes all of the variables 
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listed in Table 21; and the final model omits variables that introduce multi-collinearity, as 

described above. 

 

 

Figure 30. Model fit comparison for ridership forecast error 

Figure 30 shows that the control model fits the data better than the constant model, 

and the full model fits the data better than the control model. This result indicates that the 

set of control variables and the set of variables representing project characteristics each 

contributes to explaining the variation in ridership forecast error. The final model offers the 

best model fit. The final model has an unadjusted R2 value of 0.54, which exceeds the 

threshold of 0.28 required to achieve a statistical power of at least 0.80 (as discussed in 

Chapter 4). The statistical power of the final model is greater than 0.99, which indicates that 

the probability that a truly significant relationship (with a significance level of 0.05) is not 

reflected in the model results is less than one percent. 
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Table 22. Final model results for ridership forecast error 

 Estimate Standard error p-value 

Time of forecast 
Year  -0.024 0.012 0.057 
Project characteristics 
Elapsed time 
Project development (years) 0.028 0.034 0.425 
Project construction (years) 0.072 0.029 0.018 
Forecast horizon (years) -0.016 0.122 0.195 
Financial characteristics 

Total project cost (log-transformed) -0.272 0.212 0.206 

Federal funding share 0.691 0.426 0.112 

Physical characteristics 

Project mode (base: Light rail)    

Heavy rail 0.172 0.194 0.382 

Commuter Rail 0.425 0.209 0.049 

People mover 0.450 0.263 0.095 

Bus rapid transit -0.258 0.416 0.539 

Transitway 0.272 0.294 0.361 

Local experience 
System mileage share -0.010 0.199 0.960 
External control variables 

Change in fuel price 0.380 0.231 0.107 

Change in population 0.800 0.512 0.128 
Forecast-year unemployment  0.017 0.030 0.573 

Forecast-year population (millions) -0.009 0.182 0.961 

Bold text indicates significance at a 95-percent confidence level. 

Black text indicates significance at a 90-percent confidence level. 

Gray text indicates non-significance. 

 

Table 22 shows the variable coefficient estimates and p-values for the final model. As 

shown, the direction of the relationship with ridership forecast error can only be determined 

with 95-percent confidence for two variables: construction duration and the commuter rail 

mode. On average, and controlling for other factors, each additional year of project 

construction is associated with an additional seven percentage points of ridership forecast 

error and ridership forecasts for commuter rail projects have errors that are about 43 

percentage points greater than those for light rail projects.  

Two additional coefficients are significant at a relaxed significance level of 0.10: the 

year in which the forecast was prepared and the people mover mode. On average, and 
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controlling for other factors, ridership forecasts for people mover projects have errors that 

are about 45 percentage points greater than those for light rail projects. Additionally, 

forecast error decreased by about 2.4 percentage points each year. This gradual improvement 

over time might be explained in part by the changing perspectives on the purpose of 

forecasting, as described in Chapter 5. 

Initial cost estimate accuracy 

Table 23. Generalized variance inflation factor analysis for initial cost error models 

 Full model Final model 

 GVIF df GVIF(1/(2×df)) GVIF df GVIF(1/(2×df)) 
Time of Forecast 
Year 21.1 1 4.6 2.4 1 1.5 
Legislation 120.8 4 1.8 - - - 
Project characteristics 
Elapsed time 
Project development 1.9 1 1.4 1.4 1 1.2 
Project construction 1.7 1 1.3 1.4 1 1.2 
Financial characteristics 

Total project cost (log-transformed) 3.3 1 1.8 2.6 1 1.6 

Physical characteristics 

Project length (log-transformed) 2.4 1 1.5 2.1 1 1.4 

Project mode 51.6 5 1.4 11.3 5 1.3 
Local experience 
System mileage share 9.4 1 3.1 3.1 1 1.8 
Project sequence 19.9 2 2.1 - - - 

External control variables 

Forecast-year unemployment  1.9 1 1.4 1.4 1 1.2 

Forecast-year population (log-transformed) 1.8 1 1.3 1.7 1 1.3 

 

The full model for cost estimate accuracy includes fewer variables than the ridership 

model, since it does not include total forecast horizon or any of the changes in external 

variables. Nevertheless, as shown in the left side of Table 23, and analysis of GVIF values 

indicates issues with multi-collinearity, since the GVIF values raised to an inverse power of 

twice the degrees of freedom is greater than two for both forecast year and project 

sequence. Although project mode has a high GVIF value in the full model, this is not a cause 

for concern since the variable is a categorical variable with five degrees of freedom. The 
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right side of Table 23 shows that the multi-collinearity is resolved in the final model when I 

remove the variables for authorizing legislation and project sequence. Both of these 

categorical variables have analogous continuous variables that remain in the final model. 

 

Figure 31. Model fit comparison for initial cost estimate error 

Figure 31 compares model fit for predicting initial cost estimate error using the same 

metrics and the same four model versions that were used for predicting ridership forecast 

error. Based on both adjusted R2 values and AIC, the control model fits the data better than 

the constant model, indicating that the control variables do contribute to explaining initial 

cost estimate error. However, although the adjusted R2 value improves slightly when all of 

the project characteristic variables in the full model are added, the AIC score indicates that 

the full set of project characteristics variables degrades fit relative to the control model. The 

final model offers the best fit in terms of both adjusted R2 and AIC. The final model has an 

unadjusted R2 value of 0.38, which exceeds the threshold of 0.26 required to achieve a 

statistical power of at least 0.80. The statistical power of the final model is 0.97, which 
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indicates that the probability of a statistically significant relationship that is not reflected in 

the model results is about three percent. 

Table 24. Final model results for initial cost estimate error 

 Estimate Standard error p-value 

Time of forecast 
Year  -0.004 0.005 0.454 
Project characteristics 
Elapsed time 
Project development (years) 0.001 0.018 0.960 
Project construction (years) -0.002 0.018 0.905 
Financial characteristics 

Total project cost (log-transformed) -0.199 0.111 0.079 

Physical characteristics 

Project length (log-transformed) 0.154 0.099 0.126 

Project mode (base: Light rail)    

Heavy rail 0.054 0.114 0.638 

Commuter Rail -0.150 0.112 0.188 

People mover -0.215 0.132 0.110 

Bus rapid transit 0.367 0.203 0.078 

Transitway -0.091 0.130 0.489 

Local experience 
System mileage share -0.135 0.109 0.221 
External control variables 

Forecast-year unemployment rate -0.019 0.013 0.157 

Forecast-year population (millions) 0.135 0.099 0.179 

Bold text indicates significance at a 95-percent confidence level. 

Black text indicates significance at a 90-percent confidence level. 

Gray text indicates non-significance. 

Although the set of project characteristics included in the final model does have a 

collective relationship with initial cost estimate error, none of the individual variables in the 

final model has a statistically significant effect with initial cost estimate error at a 95-percent 

confidence level, as shown in Table 24. However, two coefficients are significant at a relaxed 

significance level of 0.10: total project cost and the bus rapid transit mode. On average, and 

controlling for other factors, initial cost estimates for bus rapid transit projects have errors 

that are about 37 percentage points more accurate than those for light rail projects. 

Additionally, a doubling of project cost is associated with a reduction in forecast accuracy of 

about 20 percentage points. 
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Final cost forecast accuracy 

As shown in Table 25, the full model predicting final cost estimate error shows the 

same overall pattern of GVIF values as that predicting initial cost estimate error. Multi-

collinearity issues are likewise resolved by omitting authorizing legislation and project 

sequence, while including their analogous continuous variables. 

Table 25. Generalized variance inflation factor analysis for final cost error models 

 Full model Final model 

 GVIF df GVIF(1/(2×df)) GVIF df GVIF(1/(2×df)) 
Time of Forecast 
Year 29.9 1 5.5 2.6 1 1.6 
Legislation 73.7 4 1.7 - - - 
Project characteristics 
Elapsed time 
Project development 2.7 1 1.6 2.1 1 1.5 
Project construction 2.4 1 1.5 1.8 1 1.3 
Financial characteristics 

Total project cost (log-transformed) 3.3 1 1.8 3.3 1 1.8 

Physical characteristics 

Project length (log-transformed) 2.7 1 1.7 2.2 1 1.5 

Project mode 55.5 5 1.5 15.4 5 1.3 
Local experience 
System mileage share 7.4 1 2.7 1.9 1 1.4 
Project sequence 17.8 2 2.1 - - - 

External control variables 

Forecast-year unemployment  2.4 1 1.6 1.7 1 1.3 

Forecast-year population (log-transformed) 1.9 1 1.4 1.7 1 1.3 

 

Figure 32 shows that model fit across the four model specifications follows the same 

general pattern for predicting final cost estimate error as Figure 31 shows for models 

predicting initial cost estimate error. The final model offers the best fit and has an 

unadjusted R2 value of 0.42, which exceeds the threshold of 0.28 required to achieve a 

statistical power of at least 0.80. The statistical power of the final model is 0.99, which 

indicates that the probability of a statistically significant relationship that is not reflected in 

the model results is about one percent. 
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Figure 32. Model fit comparison for final cost estimate error 

Table 26. Final model results for final cost estimate error 

 Estimate Standard error p-value 

Time of forecast 
Year  > -0.001 0.004 0.920 
Project characteristics 
Elapsed time 
Project development (years) -0.010 0.032 0.747 
Project construction (years) 0.005 0.010 0.629 
Financial characteristics 

Total project cost (log-transformed) -0.127 0.071 0.078 

Physical characteristics 

Project length (log-transformed) 0.031 0.063 0.625 

Project mode (base: Light rail)    

Heavy rail -0.137 0.067 0.045 

Commuter Rail -0.070 0.069 0.319 

People mover -0.152 0.124 0.227 

Bus rapid transit -0.005 0.131 0.971 

Transitway -0.079 0.083 0.378 

Local experience 
System mileage share -0.052 0.054 0.342 
External control variables 

Forecast-year unemployment rate -0.016 0.012 0.166 

Forecast-year population (millions) 0.066 0.054 0.226 

Bold text indicates significance at a 95-percent confidence level. 

Black text indicates significance at a 90-percent confidence level. 

Gray text indicates non-significance. 
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Table 26 shows the variable coefficient estimates and p-values for the final model. As 

shown, the direction of the relationship with ridership forecast error can only be determined 

with 95-percent confidence for the heavy rail mode. On average, final cost estimates for 

heavy rail projects have errors that are about 14 percentage points less accurate than those 

for light rail projects. At a relaxed significance level of 0.10, total project cost is also 

significant. On average, and controlling for other factors, a doubling of project cost is 

associated with a reduction in accuracy of about 13 percentage points. 

Conclusion 

The analyses presented in this chapter show that there have been steady 

improvements over time in the accuracy of ridership forecasts and initial cost estimates for 

rapid transit construction projects in the U.S., as indicated by the negative correlations 

between error magnitude and the year in which a forecast was prepared. For initial cost 

estimates, this relationship is not statistically significant in a model controlling for project 

characteristics and external factors. This finding suggests that the improvements in cost 

estimate accuracy over time can largely be explained by changes in project characteristics, 

particularly a tendency toward lower-cost projects. For ridership forecasts, the relationship 

between forecast error and the year in which a forecast was prepared is significant at a 90-

percent confidence level, even when controlling for other project characteristics. Some of 

this gradual improvement over time might be attributable to changes in perspectives about 

the purpose of New Starts forecasts, as I describe in Chapter 5. 

Based on the regression analysis, the most important project characteristic related to 

finding ridership forecast accuracy is the length of time required to construct the project. 

This suggests, quite intuitively, that the further into the future a project comes online, the 

greater the uncertainty at the time of the forecast. The Jacksonville Skyway Express 

downtown people mover offers the most extreme example of this relationship. This project 
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was constructed over a period of 13 years (compared to a median construction duration of 

four years for all other projects in the study sample, and a planned construction duration of 

approximately three years), and only achieved five percent of forecast ridership (representing 

a symmetrical percent error of 182 percent, compared to a median error of 52 percent). 

Some of the large error might also be explained by characteristics of the downtown people 

mover mode, which is likewise associated with less accurate forecasts at a 90-percent 

confidence level. 

None of the variables included in the model predicting the accuracy of initial cost 

estimates are significant at a 95-percent confidence interval, although two variables are 

associated with initial cost estimate accuracy at a 90-percent confidence level: project cost 

and the bus rapid transit mode. Taking these results together with the direction of individual 

correlations between each of these variables and initial cost estimate accuracy, it appears 

that the most accurate cost estimates are for projects that represent incremental changes to 

the existing transit network, as indicated by their low costs, short construction durations, and 

relatively small increases in total system mileage. Nine of the ten projects in the sample with 

the least accurate initial cost estimates were initial lines for new fixed-guideway systems. 

The tenth was the Hillsboro light rail extension in Portland, which approximately doubled the 

mileage of the existing system.  

Final cost estimates have generally been the most accurate and least biased of the 

three forecast types evaluated in this study, with a median optimism error of less than one 

percent (compared to 20 percent for initial cost estimates and 52 percent for ridership 

forecasts). The variable most closely associated with final cost estimate accuracy is project 

mode, with the most accurate cost estimates being for light rail projects. Indeed, the median 

error for final cost estimates for light rail projects is zero (compared to a three-percent 
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optimism bias for projects of other modes). More accurate final cost estimates are also 

associated (at a 90-percent confidence level) with lower-cost projects.  

The problem of optimism bias in patronage and cost forecasts for new rail transit 

projects has been a serious and ongoing problem.  However, this analysis of forecast bias in 

the U.S. up to the present gives us reasons for optimism regarding the future of optimism bias 

in cost and ridership forecast accuracy, since forecasts appear to be on a long-term trajectory 

toward more accuracy and less bias. Chapter 8 discusses these results further and relates 

them to the findings presented in Chapters 5 and 6. 
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Chapter 8. Conclusion 

To return to the questions motivating this dissertation, how have changes in federal 

policies and transit planning practice influenced the accuracy of transit forecasts? Do current 

methods of forecasting ridership and costs for transit infrastructure projects resemble 

mythical crystal balls or the metaphorical black boxes that the general public may perceive 

them to be? Or have improvements in accuracy and transparency lessened the aptness of 

these metaphors? 

As discussed in Chapter 3, forecast accuracy is only one of many characteristics of a 

good forecast. For example, a good forecast must also be useful and be based on sound 

methodology and judgment. However, while accuracy is not the only criterion by which we 

can evaluate forecasts, it is an important one.  

The large errors in predicting both cost and ridership in the early history of the New 

Starts program, and the continuing bias in such forecasts, lay to rest any misapprehension 

that the transit forecasting profession has access to some sort of genuine crystal ball that 

allow forecasters to perfectly predict future conditions. Nevertheless, as described in Chapter 

5, some transit professionals have expressed frustration that forecasts may be held to a 

standard that could only be met though supernatural abilities. As one interviewee expressed: 

Nobody did the math wrong. Nobody missed the quantity. The price of oil or 
the price of concrete went up due to external factors that they had no control 
over. Somebody with a crystal ball could say there’s always a risk of that. … 
Sometimes I want to say, ‘Well, do you expect me to know what color the cars 
are going to be, making the turn on the road?’ It’s a mathematical tool. It’s not 
perfect. — Interview 11 

However, the lack of a crystal ball does not necessitate a black box, and some, if not 

all, transit professionals have welcomed the opportunity to illuminate models that had come 

to be seen as black boxes by members of the public. Perhaps the best example of this was the 

introduction of the Summit tool, which was introduced by the FTA to allow modelers to 
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calculate travel time savings, and also dramatically improved the transparency of ridership 

forecasting models. 

The Summit software … was the equivalent of shining a light into a really dark 
box. And all of a sudden, the ridership stuff got a lot more rigorous. That 
produced its own reaction as well: Folks weren’t happy that they had to fix all 
this stuff. … I don’t pretend my perspective is the general perspective, but 
from my perspective, … we were all a whole lot better off in terms of seeing 
where there were mistakes happening. — Interview 8 

For cost estimation, this sort of increased transparency has been achieved through the 

development of the project management oversight program, and transit professionals appear 

to appreciate how federal oversight has served to likewise “shine a light into a dark box” — 

increasing transparency and improving planning practice. 

 

Figure 33: Hypothesized relationship between New Starts policies and forecast accuracy 
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The observation that improved transparency has improved planning practice points 

back to the hypothesis presented in Chapter 4, and illustrated in Figure 2: That changes to 

New Starts policies and procedures over the years have led to changes in project sponsors’ 

perspectives on forecasting; that these changes in perspective have in turn led to changes in 

planning and forecasting practice; and that these changes in practice have led to changes in 

forecast accuracy.  

How well does the analysis presented in this dissertation support these propositions? 

Chapter 2 describes the many changes to New Starts policies and procedures that have taken 

place over time, and Chapter 5 summarizes the results of interviews in which transit 

professionals reflected on changes they have observed in the New Starts program over the 

years and their perceptions of the consequences of those changes. Among the specific policies 

that appear to have been most influential are the use of the Summit software package 

between 2007 and 2012 and development of the project management oversight program, as 

discussed above. One other influential change that has likewise reduced the perception of 

forecasting models of black boxes through increased transparency has been the requirement 

for ex post analyses of cost and ridership forecasts through Before and After Studies. 

Based in the results of the interviews described in Chapter 5, some of these changes in 

policy appear to have led to changes over time in perspectives about the purpose of preparing 

cost and ridership forecasts. For example, the interview results collectively suggest a shift in 

the perceived purpose of cost and ridership forecasts for New Starts project over time: from 

overcoming skepticism about the value of federal investment, to ensuring fair competition 

among competing project proposals, to producing information that can be useful in local 

decision making. Other consequences of changes in the New Starts program the interviewees 

discussed relate to changes in the practice of transit planning and forecasting. For example, 

interviewees described how particular methods of calculating cost effectiveness favored 
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particular modes at various points in time; they explained how policies and procedures 

encouraged or required the use of longer or shorter forecast horizons; they noted that 

projects today are more likely to be expansion of existing systems than initial lines of new 

systems; and they mentioned that federal funding is more scarce today than in the past.  

Some of the changes in practice alluded to in Chapter 5 can be quantified and 

observed, and Chapter 6 presents a quantitative analysis of some these changes, and 

confirmation of several of them. There are indeed distinct periods of time in which projects 

comprised of a particular mode became more or less common, and there was a steady 

increase in the length of ridership forecast horizons until the 1990s (the ISTEA years), 

followed by a sharp decline thereafter. On the other hand, the quantitative analysis failed to 

confirm other observations made by interviewees. For example, initial lines of new projects 

have continued to represent a large share of New Starts projects, and perhaps most 

surprisingly, federal funding shares have been relatively consistent over time. Failure to 

observe these trends quantitatively does not necessarily mean that interviewees were 

mistaken. It is possible that the effects they describe have happened too recently to be 

included in the dataset, that the magnitude of the effects has been too small to achieve 

statistical significance, or that they are hidden by selection bias within the sample. For 

instance, greater scarcity in federal funds may not be reflected in a smaller share of proposed 

projects receiving funding, rather than lower federal funding shares for those that do receive 

grants. However, the study sample only includes those projects that were ultimately 

constructed. In addition to the changes in practice that were mentioned by interviewees in 

Chapter 5, another significant change in practice has been a trend toward shorter project 

construction durations. 

Have the changes in perspective and practice described above influenced forecast 

accuracy, as the hypothesis illustrated in Figure 2 would suggest? Chapter 7 presents an 
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analysis of the relationships between quantifiable changes in transit planning practice and 

forecast accuracy. Of the three project characteristics that Chapter 6 identifies as having a 

significant trend over time (construction duration, mode, and ridership forecast horizon), two 

in particular —construction duration and mode— have a statistically significant relationship 

with forecast accuracy without controlling for other factors. Light rail projects are associated 

with more accurate final cost estimates; shorter construction durations are associated with 

more accurate initial cost estimates; and both are associated with more accurate ridership 

forecasts. When the models I estimated control for other factors, the relationship between 

construction duration and accuracy persists for ridership forecasts. Project mode also has a 

relationship with forecast accuracy for all three forecast types when it is included in models 

with controls for other project characteristics. Additionally, shorter construction durations 

and later forecast preparation years are associated with more accurate ridership forecasts, 

and lower-cost projects are associated with more accurate initial and final cost estimates. 

I have also hypothesized that the changes in perspective about the purpose of 

forecasts described in Chapter 5 should correspond to a gradual improvement in forecast 

accuracy over time, and the analysis in Chapter 7 supports this, demonstrating a significant, 

positive correlation between the year in which a forecast was prepared and the accuracy of 

initial cost estimates and ridership forecasts. For ridership forecasts, this relationship persists 

even when controlling for other factors. 

 Do these results indicate that forecasts are better than they have been in the past? 

The answer to this question depends on the criteria chosen to evaluate forecasts. Recall from 

Chapter 3 that forecasting theorists (Ascher 1979; Tetlock 2009; Murphy 1993; Kahneman 

2013) have suggested three distinct criteria for evaluating forecasts: methodology and 

judgment, accuracy, and usefulness. These are summarized in Table 2. How do the changes I 

have described in transit forecasting relate to each of these three criteria? 
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The quantitative analysis in this dissertation takes Ascher’s (1979) “outsider’s 

approach” by evaluating forecast accuracy rather than considering the specific methodologies 

used to produce each of the forecasts in the study sample. Thus, the quantitative analysis 

does not offer any insight into changes in methodology and judgment over time. However, the 

qualitative interview results do suggest that there has been improvement in this respect.  

Murphy (1993) describes his test for forecaster judgment in terms of consistency 

between a published forecast and the forecaster’s own beliefs about future conditions. 

Indeed, a few interviewees described how recent shifts in perspective about the role of 

forecasts in improving decision-making and infrastructure investment at the local level have 

emboldened them to resist pressure (and in some cases, experience reduced the pressure) to 

present forecasts that are more optimistic than their own beliefs would justify. This 

represents an improvement in terms of Murphy’s (1993) consistency criterion.  

Table 27: Categories of criteria for evaluating forecasts 

Publication 

Types of 
forecast 
addressed 

Proposed criteria for forecast evaluation 
Methodology and 

judgment Accuracy Usefulness 
Ascher, William. 1979. Forecasting: An 

Appraisal for Policy-Makers 
and Planners. Baltimore: Johns 
Hopkins University Press. 

Population, 
economic,  
energy,  
transportation, 
and technology 

Insider’s 
approach 

Outsider’s 
approach 

Discussed, 
but not an 
evaluation 
criterion 

Tetlock, Philip E. 2009. Expert Political 
Judgment: How Good Is It? 
How Can We Know? Kindle 
Edition. Princeton University 
Press. 

Political events 
Logical 
coherence and 
process tests 

Empirical 
correspondence 
tests 

Discussed, 
but not an 
evaluation 
criterion 

Murphy, Allan H. 1993. “What Is a Good 
Forecast? An Essay on the 
Nature of Goodness in Weather 
Forecasting.” Weather and 
Forecasting 8 (2): 281–93. 

Weather Consistency Quality Value 

Kahneman, Daniel. 2013. Thinking, Fast 
and Slow. Reprint edition. 
New York: Farrar, Straus and 
Giroux. 

Project Planning Inside view  Outside view  Not 
discussed 

 

Tetlock (2009) takes Murphy’s (1993) consistency criterion further by suggesting that a 

published forecast should not only reflect a forecaster’s beliefs, but that those beliefs should 
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be justified and updated based on new evidence. For transit forecasts, such evidence is more 

available today than it has been in the past through the publication of Before and After 

Studies for completed New Starts projects. Multiple interviewees mentioned that they had 

used the results of published Before and After Studies to better understand the overall level 

of uncertainty associated with their own forecasts, and also to improve their own forecasting 

methods (both of which are a primary purposes of Before and After Studies), although they 

expressed doubts that such use of Before and After Studies had been widely adopted within 

profession.  

Given these findings, how might cost and patronage forecasting be improved further in 

the future? The FTA could work to improve forecaster judgment by incorporating the results 

of completed Before and After Studies into guidance documents and training programs. 

However, this information is already widely available (if not included in guidance documents) 

through published Before and After Studies, annual summaries of Before and After Studies, 

and occasional reports that aggregate case studies of forecast accuracy (Spielberg et al. 2003; 

Lewis-Workman et al. 2008). Thus, at least some of the onus for using the information 

contained in these existing reports must rest with forecasting professionals. 

With regard to forecast methodology, some observers have suggested that 

improvements in forecast accuracy in recent years can be explained by increased computing 

power that facilitates greater model complexity (Spielberg et al. 2003). The analysis 

presented in this dissertation does not directly address the potential relationship between 

model complexity and forecast accuracy. However, Ascher (1979) suggests that, for 

forecasting in general, model complexity is not generally associated with forecast accuracy 

and Alonso (1968) demonstrates mathematically that model complexity will tend to 

exacerbate any uncertainty associated with model inputs. A few interviewees similarly 

expressed the view that simple models focused on addressing specific questions might 
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ultimately offer better results than complex models that can address a wide variety of 

questions. The recent introduction of the STOPS software package, which was developed by 

the FTA as an alternative to regional travel demand models for project-level ridership 

forecasts, may thus represent an improvement in transit ridership forecasting methodology. If 

this is the case, the FTA should continue to encourage widespread adoption of STOPS or other 

simple, standardized modeling methods that are specifically focused on predicting transit 

ridership. 

Moving from methodology and judgment to forecast accuracy, the quantitative 

analysis presented in Chapter 7 makes a clear case that forecasts are improving according to 

this criterion — particularly in the cases of ridership forecasts and initial cost estimates. 

However, there continues to be persistent optimistic bias in both initial cost estimates and 

ridership forecasts.  

Flyvbjerg (2006, 2008) has suggested reference class forecasting as a means of 

overcoming bias and incorporating Kahneman’s (2013) “outside view,” which entails 

incorporating information about similar completed projects into forecasts about the 

performance of proposed projects. Schmitt (2016b) has proposed a method to introduce the 

practice of reference class forecasting to ridership forecasts by adjusting initial forecasts by 

factors derived from average errors that have been observed for similar projects. The 

quantitative results presented in this study could be used to generate factors for use in these 

types of post-hoc adjustments to cost estimates and ridership forecasts.  

For example, based on my findings that final cost estimates for heavy rail projects 

have errors that are, on average 13.7 percentage points less accurate than those for light rail 

projects, and that final cost estimates for light rail projects are unbiased, a forecast for a 

proposed heavy rail project might be adjusted based on the equation for symmetrical mean 

percent error (Equation 3), which can be rearranged and rewritten as Equation 4, where i 
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represents the unadjusted final cost estimate and a represents the adjusted final cost 

estimate. However, care should be taken in applying this approach, since it is based on a 

sample of many projects that may be very different from the case to which it is applied. 

Comparison to a smaller number of very similar projects is likely to be more helpful than 

applying factors based on a the full sample included in this study. 

Equation 3:  !!!
!
! !!!

= 0.137 

Equation 4:  𝑎 = 𝑖
!! !

! !.!"#

!! !
! !.!"#

 

At any rate, simply adjusting a point forecast is not sufficient to ensure forecast 

accuracy. Murphy (1993) points out that a high quality forecast should faithfully represent 

both an expected value and the uncertainty associated with that value. Thus, while the type 

of adjustment described above might serve to reduce the magnitude of over- and under-

estimates, they would not produce truly accurate forecasts unless the forecasts also 

incorporated information about the uncertainty surrounding forecast values. Pickrell (1992) 

has suggested that forecasts for transit projects be presented as ranges of likely values rather 

than as point estimates. The results of this study indicate that forecast errors continue to 

vary widely, which supports the idea that ranges of forecast values would be valuable, 

particularly if they were associated with a probability that the actual value would fall within 

the forecast range. Moreover, multiple interviewees acknowledged the uncertainty associated 

with forecasting and expressed a preference for presenting forecasts in terms of ranges rather 

than as single points. However, although it has been a quarter century since Pickrell (1992) 

put this suggestion forward, and the idea appears to have the support of more than a few 

transit professionals, it has yet to be widely adopted as a standard practice in cost and 

ridership forecasting for transit projects. 
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The reason the practice of presenting cost and ridership forecasts in terms of ranges 

has not been widely adopted relates in part to the third criterion for forecast evaluation 

suggested by forecasting theorists (Ascher 1979; Tetlock 2009; Murphy 1993; Kahneman 2013). 

In addition to being prepared with sound judgment and methods and being accurate, a 

forecast must also be useful to forecast users.  

The initial and primary users of New Starts forecasts are the FTA staff who evaluate 

projects for funding. Current evaluation methods require projected performance metrics 

(such as cost effectiveness) to exceed defined thresholds. When a forecast range includes the 

threshold, it creates ambiguity. In this case, a point forecast may be more useful, if 

ultimately less accurate, than a range of possible values.  

One way to address this issue would be for evaluators to define an acceptable level of 

risk that a project could fail meet a defined performance threshold. A risk-based standard 

would not be unprecedented in transportation planning and engineering practice. Traffic 

engineers commonly design for the 85th percentile, accepting a 15-percent risk that design 

speeds (Lave 1985) and parking capacities (McCourt 2004) will be exceeded. Assigning project 

ratings based on the thresholds that proposed projects would have an 85-percent probability 

of meeting would allow for greater transparency in presenting cost and ridership forecasts. 

Overall, the analyses presented in this dissertation support my initial hypothesis that 

changes in the New Starts program over the years, such as increased oversight and a greater 

emphasis on ex post analysis, have led to changes in perspectives on transit planning and 

forecasting, to changes in planning and forecasting practice, and ultimately to improvements 

in forecast accuracy. In order for this trend of improvement to continue, I recommend that 

administrators of the New Starts program and other federal, state, and local programs that 

fund transit infrastructure projects consider  
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• Widely disseminating the results of ex post analysis of forecasts for completed 

projects,  

• Encouraging the development and use of models that target the specific 

questions that are of primary interest to project evaluators,  

• Adjusting forecasts for projects with characteristics that are known to be 

associated with increased forecast error, and 

• Adopting project evaluation procedures that can accommodate ranges of 

forecast values and associated levels of uncertainty. 

These actions would have the potential to continue to improve forecasting practice in 

terms of judgment and methodology, accuracy, and usefulness. While we may never achieve 

the ideal of a forecasting crystal ball, we do not need to settle for a black box. 
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Appendix A: Interview Questions 

The specific questions varied depending on the background, experience, and expertise of the 

interviewee. The questions below serve to illustrate the nature of the questions. 

1. Tell me about your professional background in the public transit industry. 

2. What has been your experience with the New Starts program? 

3. Can you give an overview of the New Starts process and what it looks like on your end? 

4. Can you tell me about the process of preparing an application for entry into 

preliminary engineering?  

a. What is your role in that process? 

b. How long before entry into preliminary engineering are cost and ridership 

forecasts typically prepared? 

5. Can you tell me about the process of preparing an application for entry into final 

design?  

a. What is your role in that process? 

b. How long before entry into final design are cost and ridership forecasts 

typically prepared? 

6. Can you tell me about the process of preparing an application for entry into a full-

funding grant agreement?  

a. What is your role in that process? 

b. How long before entry into a full-funding grant agreement are cost and 

ridership forecasts typically prepared? 

7. Can you tell me about the process of preparing a Before and After Study?  

a. What is your role in that process? 

8. Is there a project you have worked on where you were unhappy with the outcome?  

a. What do you feel went wrong with that project? 
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9. Is there a project you have worked on that you are particularly proud of?  

a. What contributed to the success of that project? 

10. With respect to your particular job duties, how do you define success? 

a. What makes a forecast a success? 

b. What makes a transit project a success? 

11. What changes to the New Starts program over the years have been the most 

important? 

a. Why? 

b. How have these changes affected your own approach to cost and ridership 

forecasting? 

c. How have these changes affected the approach of others within your 

organization to cost and ridership forecasting? 

d. How have these change affected your overall organization’s approach to cost 

and ridership forecasting? 

e. How do you think these changes have affected the approach of other 

organizations to forecasting? 

12. Can you think of a time when your organization’s approach to forecasting has changed 

in response to a recent policy change? 

a. How did forecasting practice within your organization change? 

b. How long after the policy changed did they begin to do things differently? 

13. Can you think of a time when your own approach to forecasting has changed in 

response to a recent policy change? 

a. How did your own forecasting practice change? 

b. How long after the policy changed did you begin to do things differently? 
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14. Can you think of a time when your organization’s approach to forecasting has changed 

in anticipation of future policy changes? 

a. How did forecasting practice within your organization change? 

b. How long before the policy change did they begin to do things differently? 

15. Can you think of a time when your own approach to forecasting has changed in 

anticipation of future policy changes? 

a. How did your own forecasting practice change? 

b. How long before the policy change did you begin to do things differently? 

16. Is there anyone else who might have a relevant perspective on cost and ridership 

forecasting for New Starts projects that you would recommend I speak to? 
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Appendix B: Data and data sources used for quantitative analysis 

Table B-1: Time variables for study sample (1/3) 
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Table B-1: Time variables for study sample (2/3) 
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Table B-1: Time variables for study sample (3/3) 
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Table B-2: Sources of time variables for study sample (1/3) 
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Table B-2: Sources of time variables in study sample (2/3) 
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Table B-2: Sources of time variables in study sample (3/3) 
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Table B-3: Accuracy variables for study sample (1/3) 
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Table B-3: Accuracy variables for study sample (2/3) 
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Table B-3: Accuracy variables for study sample (3/3) 
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Table B-4: Sources of accuracy variables for study sample (1/3) 
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Table B-4: Sources of accuracy variables for study sample (2/3) 
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Table B-4: Sources of accuracy variables for study sample (3/3) 
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Table B-5: Funding, scale, and experience variables for study sample (1/3) 
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Table B-5: Funding, scale, and experience variables for study sample (2/3) 
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Table B-5: Funding, scale, and experience variables for study sample (3/3) 
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Table B-6: Sources of funding, scale, and experience variables for study sample (1/3) 
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Table B-6: Sources of funding, scale, and experience variables for study sample (2/3) 
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Table B-6: Sources of funding, scale, and experience variables for study sample (3/3) 
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Table B-7: External control variables for study sample (1/3) 
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Table B-7: External control variables for study sample (2/3) 
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Table B-7: External control variables for study sample (3/3) 
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Table B-8: Sources of external control variables for study sample (1/3) 
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Table B-8: Sources of external control variables for study sample (2/3) 
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Table B-8: Sources of external control variables for study sample (3/3) 
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Data sources: 
(1) Pickrell (1989) 
(2) Kozel (2002) 
(3) Schrag (2008) 
(4) Miami-Dade County (2015) 
(5) Metropolitan Atlanta Rapid Transit Authority (2005) 
(6) Niagara Frontier Transportation Authority (2010) 
(7) Spielberg et al. (2003) 
(8) Federman (1982) 
(9) Fisher (1980) 
(10) Detroit Transportation Corporation (2007) 
(11) Bee Metro Staff (1984)  
(12) Lewis-Workman et al. (2008) 
(13) Federal Transit Administration (2011b) 
(14) Federal Transit Administration (2012b) 
(15) Federal Transit Administration (2013b) 
(16) Federal Transit Administration (2015b) 
(17) Federal Transit Administration (2016) 
(18) Estimate in nominal dollars based on values in Pickrell (1989) 
(19) Estimated based on Lewis-Workman et al.(2008). 
(20) Federal contribution from Urban Mass Transportation Administration (1990) 
(21) San Diego Association of Governments (1985) 
(22) Federal Transit Administration (1994b), adjusted for double-tracking 
(23) Federal contribution from Federal Transit Administration (1994a) 
(24) Federal contribution from Urban Mass Transportation Administration (1991) 
(25) Federal contribution from Federal Transit Administration (1993) 
(26) Federal contribution from Federal Transit Administration (1996a) 
(27) Federal contribution from Federal Transit Administration (2001) 
(28) Federal contribution from Federal Transit Administration (1997) 
(29) Federal contribution from Federal Transit Administration (1999) 
(30) Denver Regional Transportation District (2016) 
(31) Federal contribution from Federal Transit Administration (2006)  
(32) Federal contribution from Federal Transit Administration (2002)  
(33) Federal contribution from Federal Transit Administration (2000b) 
(34) Federal contribution from Federal Transit Administration (2008) 
(35) Washington Metropolitan Area Transit Authority (2016) 
(36) Memphis Business Journal Staff (2009) 
(37) Federal contribution from Federal Transit Administration (2003) 
(38) Chicago Metra (2015) 
(39) Los Angeles County Metropolitan Transportation Authority (2016) 
(40) Dallas Area Rapid Transit (2016) 
(41)  Price per million British thermal units (Btu) from U.S. Energy Information Administration 

(2016), converted to price per gallon based on 120,405 Btu/gallon (U.S. Energy 
Information Administration 2016) 

(42) Google Public Data Explorer (2016) 
(43) U.S. Census Bureau (2000), interpolated between decennial years 
(44) Federal Reserve Bank of St Louis (2016) 
(45) Bureau of Labor Statistics (2016)  
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