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This study presents a methodology for automated model generation and parameter estimation of building energy 
models using semantic modeling and Bayesian estimation. Semantic modeling techniques are used to represent 
the system components and their interactions, facilitating the automatic generation of a simulation model from 
dynamic component models. The proposed approach is applied to a case study of a ventilation system where 
a simulation model is generated, calibrated, and assessed through different performance metrics. These metrics 
demonstrate the accuracy and reliability of both model point estimates and probabilistic prediction intervals 
across all model outputs. Overall, the proposed methodology offers a systematic and automated approach to model 
development and calibration in building energy systems, with potential applications in building performance 
analysis, monitoring, and optimization.

1. Introduction

The global transition towards future low-carbon energy systems calls 
for more energy-efficient and flexible buildings [1]. However, increas-

ing efficiency and flexibility brings additional complexity to both the 
design and operation of buildings. According to Hong et al. [2], the 
field of building performance simulation (BPS) will play a crucial role 
in this transition through services such as automated fault-detection, 
model-aided decision-making, and improved control of buildings. BPS 
represents the use of computational methods for modeling and simu-

lating energy and indoor climate and has played an important role in 
the design of energy-efficient and sustainable buildings with decades of 
simulation program development, e.g. EnergyPlus, DOE-2, and TRNSYS 
[3–5].

Although the potential benefits of BPS-based services are well-

established, broader adoption by the industry faces three fundamental 
challenges. First, the specification of building system components re-

mains a largely manual process, with engineers spending considerable 
time interpreting technical documentation and entering specifications 
into simulation tools. Second, data integration across building systems 
is hindered by vendor-specific naming conventions and incompatible 
data formats. Third, maintaining accurate models over time proves chal-
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lenging as buildings evolve, requiring manual updates and recalibration 
with each system modification.

Semantic modeling offers solutions to these challenges by provid-

ing a modern, web-based, and context-rich framework to standardize 
component descriptions and improve data integration. This enables a 
machine-readable framework that automatically interprets specifica-

tions, bridges naming conventions, and maintains synchronization be-

tween physical and virtual systems. This paper focuses on the opera-

tional stage and explores the use of semantic models for the automation 
of two fundamental tasks related to the BPS modeling workflow: model 
development and model calibration.

1.1. Model development

Model development is the process of gathering and specifying the set 
of inputs required by BPS tools, including the specification of geometry, 
equipment design properties, and system topology. This information is 
often document-based and spread across diverse sources and formats 
that lack machine-readability, e.g. piping and instrumentation diagrams 
(P&ID), representing the system topology of buildings, or design specifi-

cations from equipment vendors. The process of gathering and mapping 
this information is to a large degree carried out manually by a modeling 
expert, making it time-consuming, costly, and error-prone [6,7].
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1.2. Automated building energy modeling

Therefore, automation of model development for BPS has received 
significant attention in recent research projects such as Annex 60 [8] 
under the International Energy Agency (IEA), and Project 1 [9] under 
the International Building Performance Simulation Association (IBPSA). 
The work conducted in these projects mainly considers Building Infor-

mation Models (BIM) as the primary information source for the auto-

mated generation of simulation models and two general approaches can 
be highlighted.

The first approach is partly automated and relies on mapping rel-

evant information from the source to an intermediate data model. At 
this step, the user then manually inserts any additional information re-

quired by the simulation tool. As a one-time task, algorithmic mapping 
rules are then formulated to map from the data model to the simula-

tion tool. The work of Cao et al. [10,11] and Wimmer et al. [12,13] 
uses the Industry Foundation Classes (IFC) standard as the information 
source, SimModel [14] as the intermediate data model, and Modelica as 
the simulation environment.

In the second approach, information is mapped directly from the 
source to the simulation tool. For instance, Andriamamonjy et al. [15] 
developed a direct translation workflow from IFC to Modelica through 
a set of mapping rules. The IFC must follow a set of requirements on 
the format and structure. Compared with the semi-automated approach, 
the direct translation approach enables full automation of model de-

velopment, but it comes with the cost of stricter requirements on the 
information source. This limits its usefulness in practical use cases where 
incomplete and inconsistent IFC files frequently occur [16]. In addition, 
it is unclear whether introducing strict requirements on the information 
source simply shifts manual labor from the energy modeler to the BIM 
practitioners with no net gain in time spent.

These BIM-based approaches highlight two fundamental challenges 
in building energy modeling automation. First, the reliance on complete 
and consistent IFC files is often impractical in real-world applications, 
where building documentation may be incomplete or inconsistent. Sec-

ond, these approaches primarily focus on the initial model creation, with 
limited support for operational phase requirements such as sensor in-

tegration and model updating. These limitations become particularly 
apparent when models need to be calibrated or updated based on oper-

ational data.

1.3. Ontologies and semantic models for improved interoperability

More recent development in automation of model development and 
information mapping revolves around the use of ontologies, which offer 
several advantages over traditional BIM approaches. While BIM focuses 
primarily on geometric and static building information, ontologies rep-

resent a more flexible type of data model that describes generalized 
and structured relationships between concepts for specific domains. This 
flexibility is particularly valuable for operational applications, where re-

lationships between components, sensors, and control systems need to 
be explicitly represented. The core motivation behind these structures 
is to improve interoperability [17], which is crucial for highly complex 
and heterogeneous systems such as buildings, as also emphasized with 
the recent launch of the IEA Annex 91, dealing with openBIM and on-

tologies for building services [18].

Recent work by Roa et al. [19] demonstrated how the Brick ontology 
combined with the Control Description Language (CDL) can be used to 
streamline the implementation of advanced building control strategies. 
As part of a field demonstration, a hot water supply temperature setpoint 
reset strategy was implemented in a case study building.

Zheng et al. [20], presented a data framework based on the Brick on-

tology for BPS and building management system (BMS) interoperability. 
The study considered Brick as a common data model between the BPS 
and BMS software. Both the BPS model development and mapping to 

Brick was performed in a semi-automatic fashion, relying on some level 
of manual work.

Wu et al. [21] presented a direct translation framework from the 
Brick and BOT ontologies to EnergyPlus. Considering a single floor of a 
university campus building, the study showed that the energy model de-

velopment can be fully automated once the semantic model is obtained.

Compared to traditional BIM approaches, semantic models offer sev-

eral key advantages for operational building services. First, they provide 
more flexible and extensible ways to represent relationships between 
building components, sensors, and control systems. Second, they can 
more easily accommodate incomplete or evolving information, which 
is common in existing buildings. Third, they enable explicit representa-

tion of operational aspects such as sensor locations and control. These 
capabilities make semantic models particularly suitable for maintaining 
digital twins that need to stay synchronized with physical systems over 
time.

While these studies demonstrate the potential of semantic models 
for automated model generation, they primarily focus on the initial 
model creation. However, semantic models can provide additional value 
during the operational phase by maintaining explicit relationships be-

tween physical measurements and model variables. This capability is 
particularly important for model calibration, where understanding the 
connection between sensors and the components they measure is crucial 
for automated parameter estimation.

1.4. Model calibration

Even in the ideal case where simulation models can be reliably and 
effortlessly generated from available design data, additional work is still 
required to unlock operational services such as performance monitor-

ing or predictive control. Most energy models developed from design 
conditions suffer from a so-called performance gap, i.e. a gap between 
predictions and actual measurements [2,22]. Chaudhary et al. [23] re-

port performance gaps varying from 23% to 97% in several studies. 
Closing this gap requires not only calibration of model parameters but 
also a clear understanding of which physical measurements correspond 
to which model variables.

Traditionally, model calibration is performed through an iterative 
trial-and-error process, where model parameters are manually adjusted 
until the discrepancy between predictions and measurements is ac-

ceptable. This process is complicated by the need to manually estab-

lish and maintain mappings between sensors and model variables. As 
already established, such manual approaches are costly and require 
domain-specific expertise [24,25]. Consequently, research interest in 
automated approaches is growing [26], with efforts focusing primarily 
on optimization-based algorithms and Bayesian parameter estimation 
techniques [26,27].

Among these studies, Chong et al. [28] proposed a method for auto-

mated and continuous calibration of BPS models using the Bayesian for-

mulation proposed by Kennedy and O’Hagan (KOH) [29]. The method 
also partially automates model development by importing geometry and 
material information from BIM models following the Green Building eX-

tensible Markup Language (gbXML). However, specification of system 
topology and properties as well as the mapping between model outputs 
and measuring devices is performed manually.

1.5. Aim and contribution

Recent studies have focused on the automation of model devel-

opment and the implementation of automated model calibration ap-

proaches mostly as two isolated processes. However, to calibrate a 
model, information about which model parameters and measured data 
to calibrate against is required. This information is not considered in cur-

rent automation schemes and needs to be established in an automated, 
yet systematic and comprehensive way. In this work, we propose an 
ontology-based method that unifies automated model development and 
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calibration. It is aimed at the operational stage of buildings combining 
design data from semantic models and operational data from measuring 
devices. For automated model generation, the concept of a signature 
pattern is introduced, which describes in the language of an ontology 
how and where a simulation model applies. By solving a graph search 
problem, these patterns are matched against a semantic model to gen-

erate a simulation model. With a standardized format of this simulation 
model, a general Bayesian parameter estimation problem is formulated, 
which enables probabilistic parameter estimation and simulation. Both 
the model generation and parameter estimation methodology are im-

plemented and validated on an end-to-end case study of a ventilation 
system. Here, the SAREF [30] ontology is used in combination with the 
SAREF4BLDG [31] and SAREF4SYST [32] extensions to represent the 
topology and physical properties of the system.

The main contributions of this work can be summarized in five key 
aspects:

1. Automated model synchronization: We present a framework that 
automatically adapts virtual models to physical system changes 
by enabling continuous model updating based on both opera-

tional data and system modifications, potentially eliminating man-

ual maintenance, and providing direct mapping between physical 
changes and their virtual representations.

2. Semantic model integration: We implement a semantic approach 
that standardizes building system representation through auto-

mated interpretation of sensors and components, flexible integra-

tion of diverse data sources, and a standardized framework for 
describing building systems and their relationships.

3. Probabilistic parameter estimation: We use a Bayesian estima-

tion framework that enables uncertainty quantification in model 
parameters and predictions, providing risk-aware decision support 
and robust model calibration using operational data.

4. Component-based architecture: We create a modular framework 
that supports reusable component models for different building 
types and systems, allowing easy extension of capabilities and flex-

ible adaptation to various building configurations.

5. Demonstration and validation on a real case study: We validate 
the framework by considering a case study of a real ventilation sys-

tem, demonstrating its accuracy and reliability.

These contributions advance different aspects of model integration 
and automation required for effective digital twin implementation in 
buildings. The combination of semantic modeling and automated cali-

bration creates a foundation that enables virtual models to stay synchro-

nized with physical systems.

The methodology presented in this paper builds on previous efforts. 
It has been implemented as part of a larger digital twin (DT) framework 
[40], available as a reusable open-source Python library [54]. Following 
the definition by Boje et al. [33] and Grieves [34], a DT refers to a con-

cept with three main constituents; a physical system, a virtual system, 
and a flow of data linking these two systems. Therefore, the automated 
model generation and calibration method presented in this paper sup-

ports this concept by allowing the virtual system to automatically adapt 
and re-calibrate based on both structural and operational changes in the 
building.

The paper is structured as follows: in Section 2, an overview of the 
workflow and methodology is provided. In Section 3, a method is pro-

posed to generate the simulation model by coupling component models 
through a comparison of predefined signature patterns with information 
in the semantic model. Following, the problem formulation for Bayesian 
parameter estimation of the generated model is presented in Section 4. 
To validate the methodology, it is implemented on a case study of a ven-

tilation system in Section 5. The results are presented and discussed in 
Section 6. Finally, a conclusion with the main findings and reflections 
is presented in Section 7.

2. General methodology and workflow

An overview of the overall methodology and information flow 
adopted in this study is presented in Fig. 1. One of the core modules 
of automated model generation is a translator that reads information, 
applies mapping rules and generates a simulation model. As shown, two 
information sources are used for this process: 1) a semantic model with 
information about the physical system such as sensor placement, sys-

tem topology, and device properties, and 2) a component model library 
storing component models and signatures that describe how they can 
be connected to other component models and how they relate to the 
physical system.

To ensure clarity throughout this paper, we consistently distinguish 
between the following types of models:

• Semantic models represent building information in a structured, 
machine-readable format, including system topology, equipment 
specifications, and sensor placement

• Component models are individual simulation units (for example, a 
fan or heating coil model) that can be connected to form complete 
simulation models

• Generated simulation models are complete system models automat-

ically assembled from component models based on semantic model 
information

Post-translation, three main outputs emerge that are used in the cal-

ibration process: a simulation model, the target measuring devices, and 
the target parameters in the simulation model. Here, the target mea-

suring devices represent the sensors and meters the simulation model 
is calibrated against, where the target parameters represent the set of 
model parameters considered in the parameter estimation problem. The 
specific notation used in the diagram is explained further in Section 3
and Section 4.

3. Ontology-driven model generation

In this section, the translation process is further described including, 
the semantic model, the component model library, and the translator.

3.1. Semantic model

One of the information sources required by the translation method 
presented in this section is a semantic model with detailed information 
about the physical building, such as system topology and equipment 
specifications. Grounded in an underlying ontology, the format and 
structure of such a data model are organized using a construct called 
a triple, comprising subject, predicate, and object. In addition, types or 
classes are assigned to specify its meaning, e.g. BuildingSpace →
isSpaceOf → Building (using the SAREF4BLDG ontology). Triples 
can be combined in a graph-like structure such that the object of one 
triple might be the subject of another to form arbitrarily large semantic 
models of real systems in a rich and machine-readable format. Here, the 
detail and scope by which the semantic model can represent the real sys-

tem is defined by the ontology. In this paper, the semantics are based on 
the SAREF ontology [30] with the SAREF4BLDG [31] and SAREF4SYST 
[32] extensions as introduced in [40]. To properly represent the flow 
system topology and the placement of equipment, SAREF4SYST is ex-

tended with concepts from the Flow Systems Ontology (FSO) according 
to the alignments described by Kukkonen et al. [35].

An example of a semantic model is shown in Fig. 2. Here, the nodes 
represent instances of classes, e.g. <flow temperature sensor 1>
of class Sensor or <supply fan> of class Fan, where the brackets

<> are used to distinguish instances from classes. In this example, the 
instances are interrelated through the six types of predicates as shown 
in the legend, e.g. observes which is used to describe the property 
observed by a sensor. The suppliesFuildTo predicate from the FSO 
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Fig. 1. Flow diagram showing the information flow between high-level components. The main contributions of this paper are highlighted in light blue boxes. (For 
interpretation of the colors in the figures, the reader is referred to the web version of this article.)

ontology describes the physical placement of equipment in flow streams. 
The design properties of equipment, in this case of the nominal airflow 
of the <supply fan>, are described with the hasPropertyValue,

isValueOfProperty, and hasValue predicates.

With a basis in this example, it is shown in the following sections 
how any semantic model can be searched for specific patterns for the 
automatic generation of a simulation model. Although the description of 
the developed methodology takes basis in specific ontologies, it should 
be noted that it generalizes to any ontology.

3.2. Component model library

For this purpose, a modular approach is used where the simulation 
model is assembled from a set of component models in different con-

figurations to mimic the behavior of the physical system. In this work, 
we consider the Functional Mockup Interface (FMI) standard [36] as it 
facilitates the reuse and sharing of dynamic simulation models across 
a variety of simulation tools and platforms through Functional Mockup 
Units (FMU). An FMU is a self-contained dynamic simulation model with 
a set of inputs, outputs, and parameters. In this section, we use five the 
model classes 𝑀1-𝑀5 as placeholders for such dynamic models to ex-

plain the methodology. For the actual application in Section 5, we use 
component and system models from the Modelica Buildings library [37].

To ensure the adaptability of the developed models and the auto-

mated reuse of the different component models in different applications, 
a signature pattern is defined for each model as a generalized pattern of 
subject, predicate, and object relations, akin to a blueprint outlining the 
semantic patterns where the models apply. This concept is illustrated in 
Fig. 3 where examples of signature patterns 𝑝1-𝑝5 are shown for 𝑀1-𝑀5. 
Each pattern is specified using the triples available from the applied on-

tology with the nodes representing the ontology classes and the edges 

Fig. 2. Example semantic model based on the SAREF, SAREF4BLDG, 
SAREF4SYST, and FSO ontologies. Inverse predicates have been omitted for clar-

ity.

representing the predicate types. The nodes are marked with a local id, 
e.g. n1 in 𝑝1, to distinguish nodes with identical classes. Each node can 
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Fig. 3. Semantic triples of the signature patterns 𝑝1-𝑝5 defined for the five ex-

ample model classes.

represent multiple classes to support different contexts where the mod-

els might apply, e.g. n3 in 𝑝2, where instances of both class Fan and

Coil are allowed. Taking 𝑝1 as an example, we see that model 𝑀1 ap-

plies if the instances of seven triples are present in the semantic model:

1. Sensor → observes → Temperature
2. Sensor → suppliesFluidTo → Fan

3. Meter → observes → FlowRate

4. Meter → suppliesFluidTo → Fan

5. Fan → hasPropertyValue → PropertyValue
6. PropertyValue→ isValueOfProperty→ nominalAirflow

7. PropertyValue → hasValue → Float

To increase the generality of the signature pattern, rules can be as-

signed to triples. For instance, as shown in Fig. 3, the second and fourth 
triple in the list is augmented with the rule Traverse, which allows 
the semantic model to be traversed using the given predicate until an in-

stance of the subject class is found or until the model cannot be traversed 
any further with the given predicate. This is useful for recognizing cer-

Table 1
Example input, output, and parameter mapping of the signature patterns 
𝑝1-𝑝5.

Nodes Input Output Parameter 
Modeled Model ⟷ Source Model ⟷ Source 

𝑝1
n4 𝑇𝑎,𝑖𝑛 n5: 𝑦𝑚𝑒𝑎𝑠 𝑇𝑎,𝑜𝑢𝑡 �̇�𝑎 n2

�̇�𝑎 n6: 𝑦𝑚𝑒𝑎𝑠 𝑃

𝑝2

n7 𝑇𝑎,𝑖𝑛 n3: 
(
𝑇𝑎,𝑜𝑢𝑡, 𝑇𝑎,𝑜𝑢𝑡

)
𝑇𝑎,𝑜𝑢𝑡 𝑈𝐴 n5

n10 �̇�𝑎 n6: 𝑦𝑚𝑒𝑎𝑠 �̇�𝑐𝑜𝑖𝑙

n11

𝑝3 n1 𝑦𝑚𝑒𝑎𝑠

𝑝4 n1 𝑦𝑚𝑒𝑎𝑠

𝑝5 n2 𝑦𝑚𝑒𝑎𝑠 n1: 𝑇𝑎,𝑜𝑢𝑡

tain patterns in flow systems, e.g. to find the nearest temperature sensor 
or flow meter as shown in the example. In addition, triples can be aug-

mented with the Optional rule, which makes the given triple optional, 
i.e. the pattern can still be matched even though the marked triple is not 
present in the semantic model. This is used when the mapped informa-

tion is not strictly required but useful when available, e.g. equipment 
design parameters that can be estimated through measured data.

In addition to this specification of triples, input, output, and param-

eter mapping information is also required for each model as shown in 
Table 1. The first column specifies the nodes whose behavior is modeled.

Again, taking 𝑝1 as an example, we see that 𝑀1 models the behav-

ior of n4 (a Fan) and requires two inputs. The first input, the inlet air 
temperature 𝑇𝑎,𝑖𝑛, it receives from the output 𝑦𝑚𝑒𝑎𝑠 of the model repre-

senting the instance of n5 while the second input, the air massflow �̇�𝑎, is 
received from the output 𝑦𝑚𝑒𝑎𝑠 of the model representing the instance of

n6. The model requires one parameter, the nominal air flow �̇�𝑎, which 
is mapped from n2 (if available). Note that the unit assertions or trans-

lations of these parameter values could also be performed by extending 
the pattern signature with appropriate triples, e.g. PropertyValue→
isMeasuredIn → UnitOfMeasure. Finally, the model has two out-

puts 𝑇𝑎,𝑜𝑢𝑡 and 𝑃 , representing the outlet air temperature and the power 
consumption of the fan, respectively.

3.3. Translator

By defining signature patterns for each model in the component 
model library, the semantic model can be searched systematically for 
matching patterns and the corresponding models can be employed in the 
correct context. For this task, it is useful to represent the semantic model 
and the signature patterns as a directed graph (𝑉 ,𝐸,𝐿) with the set of 
nodes 𝑉 , the set of edges 𝐸, and a labeling function 𝐿, mapping nodes or 
edges to a corresponding label or set of labels. Given this representation, 
the task of searching for signature patterns in the semantic model is di-

rectly related to the subgraph isomorphism problem. In the context of this 
paper, the subgraph isomorphism problem can be stated as follows [38]. 
Given the pattern signature represented by the graph 𝑝 = (𝑉𝑝,𝐸𝑝,𝐿𝑝)
and the semantic model represented by the graph 𝐺 = (𝑉𝑔,𝐸𝑔,𝐿𝑔), 
find the map 𝑓 ∶ 𝑉𝑝 → 𝑉𝑔 such that ∀𝑢 ∈ 𝑉𝑝, 𝐿𝑔

(
𝑓 (𝑢)

)
⊆ 𝐿𝑝(𝑢) and 

∀(𝑢, 𝑣) ∈ 𝐸𝑝, 𝐿𝑝(𝑢, 𝑣) = 𝐿𝑔

(
𝑓 (𝑢), 𝑓 (𝑣)

)
and 

(
𝑓 (𝑢), 𝑓 (𝑣)

)
⊆ 𝐸𝑔 . The con-

dition 𝐿𝑔

(
𝑓 (𝑢)

)
⊆ 𝐿𝑝(𝑢) requires that the node label, i.e. the ontology 

class, of the semantic model is a subset of the pattern node label. Sim-

ilarly, 𝐿𝑝(𝑢, 𝑣) = 𝐿𝑔

(
𝑓 (𝑢), 𝑓 (𝑣)

)
ensures that the edge label, i.e. the 

ontology predicate, of the semantic model matches the pattern edge la-

bel. Finally, 
(
𝑓 (𝑢), 𝑓 (𝑣)

)
⊆ 𝐸𝑔 ensures that the mapped pattern edge (

𝑓 (𝑢), 𝑓 (𝑣)
)

also exists in the semantic model.

Various algorithms that solve this problem already exist. In this 
work, we have adapted the VF2 algorithm which applies a depth-first 
search that simultaneously traverses through the signature pattern and 
semantic model to add or eliminate nodes as matching candidates based 
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Fig. 4. Matching of patterns in the semantic model to generate maps between 
signature nodes and semantic model instances.

on local information. The original algorithm is described in detail in 
[39].

Solving the subgraph isomorphism problem for the semantic model 
in Fig. 2 and each of the patterns 𝑝1-𝑝5 in Fig. 3 generates the maps 𝑓1-𝑓5
shown in Fig. 4. As shown, all five signature patterns can be correctly 
matched once in the semantic model. For each match, the corresponding 
models are instantiated (referred to as 𝑚1-𝑚5) and connected using the 
generated maps and the information shown in Table 1.

For each model instance, the input connections are established by 
intersecting the identified instances between the ‘Input, Source’ column 
and the ‘Nodes Modeled’ column. For example, to identify the 𝑇𝑎,𝑖𝑛 in-

put of 𝑚1, we use the 𝑓1 map to find that the source of this input 
is 𝑓1(n5) = <flow temperature sensor>. Since 𝑓4(n1) = <flow 
temperature sensor>with n1 being a modeled node, the model rep-

resenting this instance is 𝑚4 . Altogether, this means that the output 𝑦𝑚𝑒𝑎𝑠

of 𝑚4 maps to the input 𝑇𝑎,𝑖𝑛 of 𝑚1. Completing this process for all inputs 
and model instances generates the model  shown in Fig. 5.

Fig. 5. Resulting simulation model after matching and connecting the com-

ponent models based on their signature. The boxes represent the component 
models while the labeled edges represent the inputs and outputs of models.

3.4. Identifying target measuring devices and parameters

After generating a simulation model , the required information 
for the parameter estimation stage is gathered. A vital step for both 
parameter estimation, as well as downstream BPS applications such as 
performance monitoring, is the comparison of simulated versus mea-

sured values. As introduced in earlier work [40], a key concept of the 
used modeling framework is to incorporate measuring devices into the 
simulation model on equal terms as other models, and use these as an 
interface for straightforward comparison between simulated and mea-

sured values. Using the notation from [40], the set of measuring devices 
used for parameter estimation 𝑆𝒀 is given by Equation (1).

𝑆𝒀 = {𝑠 ∈ 𝐻𝑦 ∶ |𝑠.connectsAt| = 1} (1)

In Equation (1), 𝐻𝑦 is the set of component models in  that models 
nodes with a measuring device class. In the SAREF ontology for instance, 
these classes would be saref:Sensor or saref:Meter while in the 
Brick ontology they would be brick:Sensor. The |𝑠.connectsAt| = 1
condition filters for models with 1 input. From the generated maps 
𝑓1-𝑓5, only three contain measuring devices that are also modeled:

• 𝑓3(n1) = <flowrate meter>
• 𝑓4(n1) = <flow temperature sensor 1>
• 𝑓5(n2) = <flow temperature sensor 2>

This gives 𝐻𝑦 = {𝑚3,𝑚4,𝑚5} and 𝑆𝒀 = {𝑚5} as 𝑚3 and 𝑚4 acts as 
sources with 0 inputs. The model 𝑚5 thus acts as a virtual sensor and 
is used as a calibration target for the example model, as its readings 
can be directly compared to the actual sensor represented by <flow 
temperature sensor 2>.

In addition to identifying the target measuring devices, the target 
set of parameters 𝑆𝜽 must also be identified. This set is defined in 
Equation (2).

𝑆𝜽 = 𝑆𝜽 ⧵𝑆𝜽,mapped (2)

Here, 𝑆𝜽 is the total set of parameters in , i.e. the entries in the 
‘Parameter, Model’ column in Table 1. 𝑆𝜽,mapped is the set of parameters 
in the simulation model that are successfully mapped from the semantic 
model with an entry in the generated map. Hence, for the example model 
 in Fig. 5, the target parameter set becomes 𝑆𝜽 = {𝑈𝐴} as 𝑆𝜽 =
{�̇�𝑎,𝑈𝐴} and 𝑆𝜽,mapped = {�̇�𝑎} with �̇�𝑎 mapped to 5.7.
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4. Bayesian parameter estimation

Given the simulation model , the calibration targets 𝑆𝒀 , and the 
target parameters of the model 𝑆𝜽 , parameter estimation can now 
be performed. A wide variety of methods exist for this purpose, e.g. 
gradient-based algorithms or heuristic-based methods such as genetic al-

gorithms. These optimization-based algorithms typically provide a point 
estimate of the best-fitting model parameters given an objective func-

tion. In contrast, in a Bayesian framework, model parameters are treated 
as random variables and the outcome of an estimation process is prob-

ability distributions for each parameter in the model. This fundamental 
difference provides several advantages in favor of Bayesian estimation. 
1) It explicitly handles problems where fundamentally different parame-

ter sets reproduce the observed data of the modeled system equally well, 
addressing the identifyability problem discussed by Reddy [22]. 2) Us-

ing the obtained parameter distributions, uncertainty can be propagated 
through the model to give uncertainty estimates on predictions.

This quantification of uncertainty is especially valuable in the con-

text of automation, where the calibration process is not supervised by 
an expert modeler and if the model is used as part of a decision-making 
process [26]. In the following section, the Bayesian estimation problem 
is introduced along with the sampling technique used to solve this prob-

lem.

4.1. Problem formulation

Consider a dynamic simulation model  parameterized by the vec-

tor of parameters 𝜽 ∈ℝ𝑃 with the time series inputs 𝑿 = (𝑿1, ...𝑿𝑀 )
with 𝑿𝑖 ∈ℝ𝑇 ∀𝑖∈1..𝑀 , outputs �̂� = (�̂� 1, ...�̂� 𝑁 ) with �̂� 𝑖 ∈ℝ𝑇 ∀𝑖∈1..𝑁 , and 
timestamps 𝒕 ∈ ℝ𝑇 . Here, 𝑃 = |𝑆𝜽|, 𝑀 , 𝑁 = |𝑆𝒀 |, and 𝑇 represents 
number of parameters, inputs, outputs, and timesteps, respectively. The 
relationship between inputs and outputs is then given by Equation (3).

�̂� =(
𝑿, 𝒕,𝜽

)
(3)

Using KOH’s Bayesian model formulation [29], the relationship be-

tween observations 𝒀 𝑦, model response �̂� 𝑦, and discrepancy 𝑟𝑦

(
⋅
)

is 
given by Equation (4).

𝒀 𝑦 = �̂� 𝑦 + 𝑟𝑦

(
⋅
)
∀𝑦∈1..𝑁 (4)

Here, the purpose of the discrepancy term 𝑟𝑦

(
⋅
)

is to account for 
structural inadequacies in the model and is modeled as a Gaussian pro-

cess with a mean function of 0 and covariance function 𝑘𝑦

(
𝒙𝑖,𝒙𝑗

)
as 

given in Equation (5).

𝑟𝑦

(
𝒙𝑖,𝒙𝑗

)
∼ (

𝟎, 𝑘𝑦

(
𝒙𝑖,𝒙𝑗

))
∀𝑦∈1..𝑁 (5)

In this work, we model the covariance function using the Matern 3/2 
kernel as shown in Equation (6).

𝑘𝑦

(
𝒙𝑖,𝒙𝑗

)
= 𝑎𝑦

(
1 +

√
3𝑑𝑦

(
𝒙𝑖,𝒙𝑗

))
exp

(
−
√
3𝑑𝑦

(
𝒙𝑖,𝒙𝑗

))
∀𝑦∈1..𝑁

(6)

Where 𝑎𝑦 is a parameter controlling the variance of the kernel 
function. Using this kernel, the covariance decays with the distance 
𝑑𝑦

(
𝒙𝑖,𝒙𝑗

)
, which is computed between two points 𝒙𝑖 and 𝒙𝑗 using Equa-

tion (7).

𝑑𝑦

(
𝒙𝑖,𝒙𝑗

)
=
√

(𝒙𝑖 − 𝒙𝑗 )⊺𝑪−1
𝑦
(𝒙𝑖 − 𝒙𝑗 ) ∀𝑖,𝑗∈1..𝑇 (7)

The metric 𝑪𝑦 is populated with the hyper parameters 𝒍𝑦 = [𝑙𝑦,1, ... 
𝑙𝑦,|𝒙𝑖|]⊺ on the diagonal, determining the scale of the inputs as shown in 
Equation (8).

𝑪𝑦 = diag(𝒍𝑦) (8)

All the gaussian process hyperparameters are then given by the vec-

tor 𝜽 , as shown in Equation (9).

𝜽 = [𝑎1, 𝒍
⊺
1, ...𝑎𝑁 , 𝒍

⊺
𝑁
]⊺ (9)

Following, the full vector of parameters 𝜽 is then given by Equation 
(10).

𝜽 = [𝜽⊺,𝜽
⊺
 ]⊺ (10)

Having defined the independent gaussian processes for each output 
𝑦, the likelihood of making all observations (𝒀 1, ...𝒀 𝑁 ), given the pa-

rameters 𝜽, is given by Equation (11).

ln(𝒀 1, ...𝒀 𝑁 |𝜽) = 𝑁∑
𝑦=1 

−1
2

(
𝒓
⊺
𝑦𝑲

−1
𝑦
𝒓𝑦 + lndet𝑲𝑦 + 𝑇 ln 2𝜋

)
(11)

Where 𝒓𝑦 is the residual between observations and model response, 
as given in Equation (12).

𝒓𝑦 = 𝒀 𝑦 − �̂� 𝑦 ∀𝑦∈1..𝑁 (12)

Each element of row 𝑖 and column 𝑗 of the covariance matrix 𝑲𝑦 is 
computed using the kernel function and is given by Equation (13).

𝑲𝑦,𝑖𝑗 = 𝑘𝑦(𝒙𝑦,𝑖,𝒙𝑦,𝑗 ) + 𝜎2
𝑦
𝛿𝑖𝑗 ∀𝑖,𝑗∈1..𝑇 ∀𝑦∈1..𝑁 (13)

Where the points 𝒙𝑦,𝑖 and 𝒙𝑦,𝑗 are defined as the 𝑖th and 𝑗th sam-

ple from a subset 𝐵𝑦 of the model inputs, i.e. 𝒙𝑦,𝑖 = [𝑿𝑘,𝑖, ...]
⊺
∀𝑘∈𝐵𝑦

with 
𝐵𝑦 ⊆ 𝑆𝑿 . The set 𝐵𝑦 is used as a filter to make sure that only relevant 
model inputs are used in the Gaussian process for model output 𝑦. Mea-

surement error is modeled as i.i.d. white noise by adding variance 𝜎2
𝑦

at the diagonal through the Kronecker delta function 𝛿𝑖𝑗 which is 1 for 
𝑖 = 𝑗 and otherwise 0.

As earlier stated, the goal of Bayesian estimation is to estimate the 
distributions of a set of model parameters, given some observed data of 
the modeled system. Following Bayes’ rule, this distribution is given by 
Equation (14).

𝜋(𝜽|𝒀 ) =
(𝒀 |𝜽)𝜋0(𝜽) 

∫
ℝ𝑃

(𝒀 |𝜽)𝜋0(𝜽)d𝜽
(14)

Where 𝜋(𝜽|𝒀 1, ...𝒀 𝑁 ) is the posterior density of observing the pa-

rameters 𝜽 given the observations 𝒀 1, ...𝒀 𝑁 . The integral in the de-

nominator, which evaluates to a constant, ensures that the posterior 
integrates to 1. 𝜋0(𝜽) is the prior density of observing 𝜽. This distribution 
encodes information about the parameters before observing 𝒀 1, ...𝒀 𝑁 , 
typically in the form of domain-specific knowledge. For the application 
shown in this work, we assume uniform distributions defined through 
upper and lower bounds on the estimated parameters. Uniform priors 
are also known as uninformative priors because they do not encode any 
information about the parameters other than the defined bounds. An-

other commonly used prior is the normal distribution. However, defin-

ing a meaningful prior normal distribution for each parameter would 
require case-specific expert knowledge of the modeled system, which 
defeats the purpose of the applied automation methodology.

4.2. Markov chain Monte Carlo sampling

Although both the likelihood (𝒀 |𝜽) and the prior 𝜋0(𝜽) in Equa-

tion (14) are known, in most cases, obtaining a closed-form solution 
or performing any form of expectation calculations using traditional 
numerical integration methods is infeasible [41]. Instead, the numer-

ical sampling method Markov Chain Monte Carlo (MCMC) is frequently 
used for drawing samples from the posterior using different variants, e.g. 
Metropolis-Hastings [42,43] and the Affine Invariant MCMC Ensemble 
sampler [44].
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4.3. Parallel tempering ensemble MCMC

In an automated model generation and calibration framework, where 
important characteristics of the generated model and estimation prob-

lem vary (e.g. number of target measuring devices and target param-

eters), a robust MCMC sampler that can deal with a wide variety of 
likelihood functions is important. Here, traditional MCMC schemes are 
often ineffective as they can get stuck at local high-probability regions 
of the parameter space, which prevents the algorithm from converging 
to the posterior in a reasonable amount of time [45]. In this work, a 
specific version of MCMC called Parallel tempering MCMC (PTMCMC) 
is therefore used. PTMCMC makes use of multiple chains that are run 
in parallel to sample from tempered versions of the posterior 𝜋𝑇 (𝜽|𝒀 ), 
which is given in Equation (15).

𝜋𝑇 (𝜽|𝒀 1, ...𝒀 𝑁 ) ∝(𝒀 1, ...𝒀 𝑁 |𝜽)1∕𝑇 𝜋0(𝜽) (15)

The exponent in Equation (15) flattens the likelihood function to 
make the parameter space easier to explore. When 𝑇 → ∞, the pos-

terior becomes the prior, which in this work is a uniform distribution 
that can easily be explored. During runtime, samples are swapped pe-

riodically between chains of different temperatures to allow solutions 
to propagate from hot chains to colder chains. Further details on the 
PTMCMC algorithm are provided by [44,45].

4.4. Posterior predictive distribution and inference

As a key property of all MCMC variants, the distribution of the drawn 
samples converges to the desired posterior distribution in the limit as 
the chain progresses and the number of samples increases. The first part 
of the chain where convergence has not been reached is known as the 
burn-in phase and is discarded. The sampler convergence, i.e. the num-

ber of burn-in steps, can be determined by computing the integrated 
autocorrelation time (IAT) and comparing it with the total number of 
steps [41], where IAT is a measure of the number of steps required on 
average for an independent sample to be drawn.

The remaining 𝑘 samples drawn from the posterior distribution, i.e. 
Θ𝑘 = {𝜽1,𝜽2...𝜽𝑘} where 𝜽𝑝 ∼ 𝜋(𝜽|𝒀 1, ...𝒀 𝑁 )∀𝑝∈1..𝑘 can then be used 
for various applications. In the context of BPS, the straightforward ap-

plication is to produce the posterior predictive distribution which represent 
probabilistic predictions for future or unseen conditions of the modeled 
system. Given the parameter sample 𝜽 ∈ Θ𝑘, the training data (𝑿,𝒀 )
and test data (𝑿∗,𝒀 ∗), the predictive distribution of model discrepancy 
𝒓∗
𝑦

is first obtained by conditioning on the observations as given in Equa-

tion (16) [46].

𝒓∗
𝑦
|𝜽,𝑿, 𝒓𝑦,𝑿

∗ ∼(
𝒓
∗
𝑦
, cov(𝒓∗

𝑦
)
)

(16)

Where 𝒓∗
𝑦

is the mean vector given by Equation (17) and cov(𝒓∗
𝑦
) is 

the covariance matrix given by Equation (18).

𝒓
∗
𝑦
=𝑲∗

𝑦

(
𝑲𝑦

)−1
𝒓𝑦 (17)

cov(𝒓∗
𝑦
) =𝑲∗∗

𝑦
−𝑲∗

𝑦

(
𝑲𝑦

)−1(𝑲∗
𝑦
)⊺ (18)

The elements of matrix 𝑲∗
𝑦,𝑖𝑗

are calculated as the covariance be-

tween the test and training inputs as shown in Equation (19) while the 
elements of matrix 𝑲∗∗

𝑦,𝑖𝑗
are calculated as the covariance between the 

test inputs as shown in Equation (20).

𝑲∗
𝑦,𝑖𝑗

= 𝑘𝑦(𝒙∗𝑦,𝑖
,𝒙𝑦,𝑗 ) ∀𝑖∈1..𝑇 ∗ ∀𝑗∈1..𝑇 ∀𝑦∈1..𝑁 (19)

𝑲∗∗
𝑦,𝑖𝑗

= 𝑘𝑦(𝒙∗𝑦,𝑖
,𝒙∗

𝑦,𝑗
) ∀𝑖,𝑗∈1..𝑇 ∗ ∀𝑦∈1..𝑁 (20)

Finally, the posterior predictive distribution 𝒀 𝑝
𝑦

for one parame-

ter sample is given by the sum of the model response �̂� ∗
𝑦

as shown 
in Equation (21) and the predictive distribution for the discrepancy 
𝒓∗
𝑦
|𝜽,𝑿, 𝒓𝑦,𝑿

∗ as shown in Equation (22).

�̂�
∗
𝑦
=(

𝑿∗, 𝒕∗,𝜽
)

(21)

𝒀 𝑝
𝑦
= �̂�

∗
𝑦
+ 𝒓∗

𝑦
|𝜽,𝑿, 𝒓𝑦,𝑿

∗ ∀𝑦∈1..𝑁 (22)

5. Case study and implementation

To validate the proposed methodology, we apply it to a case study. 
The presented methodology has been implemented as part of a reusable 
Python library [54]. The considered case study is a section of a real 
ventilation system in a university building that supplies around 20 zones 
with air and has a capacity of 34.000 m3∕h. A diagram is shown in Fig. 6
with the installed measuring devices and equipment.

Fig. 6. Diagram of the ventilation case study system. 

Four components from the supply side are modeled: a fan, a heating 
coil, a controller, and a valve. The system employs demand-controlled 
ventilation (DCV) and the fan is operated at variable speed to maintain a 
constant supply air pressure. The heating coil is responsible for heating 
the supply air to a desired setpoint temperature, which is calculated us-

ing a piece-wise linear function of the measured return air temperature. 
This is achieved by actuating the position of a motorized valve to reg-

ulate the waterflow. The required control signal for the valve position 
is determined by a PI controller. Weather data, in the form of outdoor 
temperature, was obtained from the nearest weather station through the 
API of the Danish Meteorological Institute [47].

The semantic model used to represent the case study system is shown 
in Fig. 7. Similar to the example presented in Section 3, the SAREF, 
SAREF4BLDG, SAREF4SYST, and FSO ontologies are used. As recom-

mended by the FSO ontology [35], the <heating coil> is split into an 
airside and waterside to avoid ambiguous configurations where it is im-

possible to determine whether components placed before and after the 
coil are on the airside or waterside. As shown in Fig. 7, the supplies-

FluidTo predicate is used to encode that the <fan> is placed before the

<heating coil (airside)> in the flow path. Many of the shown 
predicates have an inverse, e.g. hasFluidSuppliedBy pointing from 
the <heating coil (airside)> to the <fan>.

The use of these predicates also enables the representation of mea-

suring devices as part of the flow stream, e.g. the <fan flow meter>, 
which is placed between the <fan inlet air temperature sen-
sor> and the <fan>. Measuring devices not physically part of the flow 
stream can also be related to a specific device through the saref:ob-
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Fig. 7. Semantic model of the case study system. 

serves and saref:isPropertyOf as is the case for the <fan power 
meter>.

5.1. Hot water loop model

The hot water loop containing the heating coil, motorized valve, 
check valve, and pump is modeled jointly in one FMU as shown in Fig. 8. 
Although it is generally preferable to export each component model 
separately to maximize reusability, a more specialized component is pre-

ferred in this case to reduce complexity and increase efficiency of the 
generated model. In addition, the hot water loop configuration for the 
case study system is fairly common which further justifies the develop-

ment of a specialized model.

Fig. 8. Modelica diagram of the exported hot water loop model. 

For the heating coil, the Buildings.Fluid.HeatExchangers.-

DryCoilDiscretized model is used, which models the heating coil 
as a dynamic heat exchanger. The considered parameters for this model 

Table 2
Mapping of inputs, outputs, and parameters of the hot water loop signa-

ture pattern.

Nodes Input Output Parameter 
Modeled Model ⟷ Source Model ⟷ Source 
n2 𝑇𝑐,𝑎,𝑖𝑛 n16: (𝑇𝑓,𝑜𝑢𝑡, 𝑇𝑐,𝑎,𝑜𝑢𝑡) 𝑇𝑐,𝑎,𝑜𝑢𝑡 𝑈𝐴 n18
n6 𝑇𝑤,𝑠𝑢𝑝 n15: 𝑦𝑚𝑒𝑎𝑠 𝑇𝑐,𝑤,𝑖𝑛 𝜏𝑤 – 
n11 �̇�𝑐,𝑎 n1: �̇�𝑎 𝑇𝑐,𝑤,𝑜𝑢𝑡 𝜏𝑚 – 
n12 𝑢𝑣 n14: 𝑢 𝜏𝑎 – 

�̇�𝑐,𝑤 – 
�̇�𝑐,𝑎 – 
Δ𝑃𝑐 – 
𝐾𝑣 n24
�̇�𝑣 – 
𝐾𝑐𝑣 n21
�̇�𝑐𝑣 – 
Δ𝑃𝑝 – 
Δ𝑃𝑠 – 
Δ𝑃𝑟𝑒𝑠 – 

are the nominal heat transfer coefficient 𝑈𝐴, the time constants of the 
waterside, airside, and metal 𝜏𝑤, 𝜏𝑎, 𝜏𝑚, the water and air nominal mass 
flows �̇�𝑐,𝑤, �̇�𝑐,𝑎 as well as the pressure drop across the heating coil Δ𝑃𝑐 .

Assuming a linear valve characteristic, the motorized valve is mod-

eled using Buildings.Fluid.Actuators.Valves.TwoWayLinear, 
which is parameterized by the flow coefficient 𝐾𝑣, the nominal water 
flowrate �̇�𝑣, and a fixed resistance Δ𝑃𝑟𝑒𝑠, that represents all system 
pressure losses after the motorized valve. The check valve is modeled 
with Buildings.Fluid.FixedResistances.CheckValve and is 
also parameterized by a flow coefficient 𝐾𝑐𝑣 and the nominal water 
flowrate �̇�𝑐𝑣. The pump is assumed to provide a constant pressure rise 
Δ𝑃𝑝 and the pressure drop between the source and sink is assumed to 
be constant and is given by the parameter Δ𝑃𝑠. The signature pattern 
of the model is given by Table 2 and Fig. 9.
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Fig. 9. Semantic triples of the hot water loop signature pattern. 

5.2. Controller

The controller is modeled using Buildings.Controls.- 
Continuous.LimPID, configured as a reverse-acting PI controller pa-

rameterized by the proportional gain 𝐾𝑃 and the integral time constant 
𝑇𝐼 . The Modelica diagram is shown in Fig. 10. Compared to the hot 
water loop model, the controller model applies for PI controllers in gen-

eral, as also indicated by the signature pattern as given in Table 3 and 
Fig. 11.

Fig. 10. Modelica diagram of the exported controller model. 

Table 3
Mapping of inputs, outputs, and parameters of the controller 
signature pattern.

Nodes Input Output Parameter 
Modeled Model ⟷ Source Model ⟷ Source 
n1 𝑦𝑠𝑒𝑡 n4: 𝑦𝑠𝑐ℎ𝑒𝑑 𝑢 𝐾𝑃 – 

𝑦𝑚𝑒𝑎𝑠 n2: 𝑦𝑚𝑒𝑎𝑠 𝐾𝐼 – 

Fig. 11. Semantic triples of the controller signature pattern. 

5.3. Fan

The fan component is modeled using the polynomial power curve 
used by EnergyPlus [48] and the Modelica diagram is shown in Fig. 12. 
This model is parameterized by the nominal power consumption 𝑃𝑓 and 
the nominal air massflow �̇�𝑓 ,𝑎 along with the power coefficients 𝑐1-𝑐4.

Fig. 12. Modelica diagram of the exported fan model. 

In addition, to model the temperature rise across the fan,

Buildings.Fluid.Interfaces.TwoPortHeatMassExchanger is 
used, where heat added to the air stream �̇�𝑡𝑜𝐴𝑖𝑟 is modeled as a fraction 
𝑓𝑡𝑜𝑡 of 𝑃𝑓 as shown in Equation (23).

�̇�𝑡𝑜𝐴𝑖𝑟 = 𝑓𝑡𝑜𝑡𝑃𝑓 (23)

The signature pattern of the model is given by Table 4 and Fig. 13. 
As shown in Table 4, 2 of the 7 model parameters can be mapped from 
the semantic model.

Table 4
Mapping of inputs, outputs, and parameters of the fan signature 
pattern.

Nodes Input Output Parameter 
Modeled Model ⟷ Source Model ⟷ Source 
n3 �̇�𝑓 ,𝑎 n1: �̇�𝑎 𝑃𝑓 𝑃 𝑓 n5

𝑇𝑓,𝑖𝑛 n2: 𝑦𝑚𝑒𝑎𝑠 𝑇𝑓,𝑜𝑢𝑡 �̇�𝑓 ,𝑎 n8
𝑐1 – 
𝑐2 – 
𝑐3 – 
𝑐4 – 
𝑓𝑡𝑜𝑡 – 

Fig. 13. Semantic triples of the fan signature pattern. 
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Fig. 14. Simulation model of the case study system generated from a semantic model and signatures using the methodology described in Section 3. The boxes 
represent the component models while the labeled edges represent the inputs and outputs of models.

6. Results and discussion

In this section, we present and discuss the case study implementa-

tion results, including the output of the model generation stage, and the 
parameter estimation process.

6.1. Model generation

Using the proposed model generation method with the semantic 
model of the case study system and the signature patterns defined 
throughout Section 5, a simulation model is generated as shown in 
Fig. 14. The three signature patterns defined for the fan, controller, and 
heating coil water loop models have all been identified in the seman-

tic model with the models and connections instantiated and established 
accordingly. The instantiated heating coil water loop model represents 
four instances from the semantic model: <heating coil>, <check 
valve>, <valve>, and <pump> as dictated by Table 2. The remaining 
models represent the instances from the semantic model in a one-to-one 
fashion. Note that Fig. 14 contains a feedback loop caused by controller 
model, meaning that both estimation and inference is performed in a 
closed-loop configuration.

The <fan flow meter>, <controller setpoint schedule>,

<fan inlet air temperature sensor>, and <supply water 
temperature sensor> constitute the system boundary and provide 
actual measured data as input, while the remaining 5 measuring de-

vices are identified as the target set 𝑆𝒀 considered for estimation. 
As part of the translation process, 3 parameter values are automati-

cally mapped from the semantic model to the simulation model, i.e. 
𝑆𝜽,mapped = {�̇�𝑓 ,𝑎, �̇� 𝑓 ,𝐾𝑣}. Hence, with a total set 𝑆𝜽 of 23 parameters, 
the target set of parameters 𝑆𝜽 contains 20 of the listed parameters 
from Tables 2–4.

6.2. MCMC parameter sampling

For parameter estimation, sensor and meter data for a one-day win-

ter period is used to sample from the posterior distribution using the 
algorithm described in Section 4.3. The resulting traceplots are shown 
in Fig. 15, where one sample represents the vector of parameters 𝜽. Only 
the model parameters 𝜽 are shown for readability, although similar 
trace plots can be shown for the Gaussian process hyper-parameters 𝜽 . 
The first axis is the sampling step, while the second axis is the sampled 
values of the parameters. As explained in Section 4.4, the IAT-based cri-

terion proposed by Foreman-Mackey et al. [44] is used to determine 

convergence. In this work, this criterion is considered met when the 
number of steps is 20 times IAT. In Fig. 15, this is indicated by the in-

tersection of the IAT in red and the black dashed line, occurring around 
step 2000. The samples after this intersection represent the posterior 
distribution of interest while samples before are discarded as burn-in. 
In qualitative terms, convergence is identified by the transition to a 
scattered distribution with no systematic trends. After convergence, the 
chain is run for an additional 4000 steps to produce a population of 
samples from the posterior distribution.

6.3. Posterior distribution

As a general tool to visualize and summarize the sampled posterior, 
a corner plot is often used. Fig. 16 shows the corner plot of the resulting 
samples from the posterior distribution. The pairwise correlations are 
shown between the parameters as a 20x20 matrix with the marginalized 
distributions of the parameters along the diagonal represented by a his-

togram. Again, only the model parameters 𝜽 are shown for readability, 
although a full 49x49 matrix plot can be generated, which includes 
the Gaussian process hyperparameters 𝜽 . The quantile statistics are 
shown at the top of each histogram in the format 𝜃 = 𝑄50%

+(𝑄84%−𝑄50%)
−(𝑄50%−𝑄16%)

, 
corresponding to ±1𝜎 for a normal distribution. For instance, the nom-

inal water massflow of the heating coil �̇�𝑐,𝑤 has a median value of 0.72 
kg/s across all samples with an estimated upper bound of 0.76 kg/s and 
lower bound 0.69 kg/s. The corner plot can also be used as a diagnostic 
tool to identify unidentifiable or correlated parameters. Parameter iden-

tifiability refers to whether unique parameter values can be determined 
from the available measurements. Parameters are considered unidenti-

fiable when different combinations can produce the same model output. 
For instance, the power coefficient pairs 𝑐1, 𝑐2 and 𝑐2, 𝑐3 and 𝑐3, 𝑐4, and 
𝑐1, 𝑐4 are inversely correlated. This implies that lowering e.g. 𝑐1 can be 
compensated by increasing 𝑐2. The opposite is true for the pairs 𝑐1, 𝑐3
and 𝑐2, 𝑐4 which are positively correlated.

6.4. Inference and posterior predictive distribution

To measure the performance of the calibrated model and the validity 
of the sampled posterior distribution, the posterior predictive distribu-

tion is calculated across a week of test data. As discussed earlier, one 
of the advantages of Bayesian parameter estimation is the inherent ca-

pability to provide uncertainty estimates or prediction intervals (PI) on 
predictions. However, to ensure that these estimates are reliable, the 
average coverage error (ACE) is used. The ACE metric measures the re-
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Fig. 15. Trace plots of the sampled parameters 𝜃. The red line represents the IAT while the black dashed line represent the convergence criteria. 

Table 5
Performance metrics of the calibrated model including assess-

ment of the PIs 50%-99% for a week of test data.

Metric 𝑢𝑣 𝑇𝑐,𝑤,𝑖𝑛 𝑇𝑐,𝑤,𝑜𝑢𝑡 𝑇𝑐,𝑎,𝑜𝑢𝑡 �̇�𝑓

MAE(𝑄50%) 0.06 0.54 ◦C 0.37 ◦C 0.19 ◦C 46W
RMSE(𝑄50%) 0.07 0.72 ◦C 0.49 ◦C 0.29 ◦C 62W
ACE50% -4% 6% -3% -5% 6% 
ACE55% -3% 7% -3% -6% 5% 
ACE60% -3% 7% -3% -8% 4% 
ACE65% -2% 7% -3% -9% 3% 
ACE70% -2% 8% -2% -10% 2% 
ACE75% -2% 8% -2% -11% 1% 
ACE80% -1% 7% -1% -11% 0% 
ACE85% 0% 6% 1% -11% -1% 
ACE90% 2% 4% 3% -10% -2% 
ACE95% 2% 2% 2% -8% -3% 
ACE99% 0% 0% 0% -2% -3% 

liability of probabilistic models by calculating the difference between 
the expected and actual percentage of observations within a given PI 
and should be as close to 0 as possible [49]. In addition, the root mean 
square error (RMSE) and mean absolute error (MAE) of the median pre-

diction 𝑄50%

(
𝒀 𝑝

𝑦

)
is also calculated, which enables comparison with 

deterministic models. Here, the median is chosen as the point estima-

tor for robustness compared to other options such as the mode or mean, 
which can be sensitive to outliers.

The results of applying these metrics on the posterior predictive 
distribution are shown in Table 5. As shown, the automated model 

generation and calibration method provides fairly accurate point pre-

dictions for all five measuring devices with an RMSE of 0.72 ◦C, 0.49 ◦C, 
0.29 ◦C for the <inlet water temperature sensor>, <outlet 
water temperature sensor>, and <outlet air temperature 
sensor>, respectively. The <valve position sensor> and <fan 
power meter> has an RMSE of 0.07 and 62 W, respectively.

The ACE is calculated for a broad range of PIs from 50% to 99%. As 
shown, the 99% PI is the most reliable with absolute ACE values less 
than or equal to 3% across all 5 measuring devices. For the <valve 
position sensor>, <inlet water temperature sensor>, and

<water outlet temperature sensor>, ACE99% is 0%, meaning 
that 99% of all observations are contained in the PI as expected. The 
PIs between 75% and 85% are not as reliable with -11% ACE for the

<outlet air temperature sensor>. This means that the PI is too 
narrow and contains 11% fewer observations than expected. If the model 
predictions are used as part of a decision-making process, commonly 
chosen PIs are 90%, 95% or 99%, but they should be chosen based on 
the specific application and the tradeoff between risk and utility of the 
generated interval [50].

The model predictions are shown for a 1-day period of the test data 
in Fig. 17. As also indicated by the before-mentioned RMSE metrics, 
the median of the predictive distributions (black dashed) agrees well 
with the observed data (red) and is able to capture the dynamics of 
the system. For instance, the flow temperatures of the system is highly 
sensitive to the valve position (𝑢𝑣), which is set by the controller. At 
around 10:00 the setpoint of the controller is changed from 21 ◦C to 
22 ◦C, causing the valve position to open slightly, resulting in the desired 
outlet air temperature change. The median point estimates are not able 
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Fig. 16. Corner plot summarizing the posterior distribution of the sampled parameters. The pairwise correlation between the parameters are shown as a matrix plot 
while the marginalized distribution for each parameter is shown at the diagonal as a histogram. The statistics at the top of the histograms show the quantiles in the 
format 𝜃 = 𝑄50%

+(𝑄84%−𝑄50%)
−(𝑄50%−𝑄16%)

. These values are also shown as vertical dashed lines in the histograms.

to capture all fast dynamics, especially towards the end of the period 
where the flow temperatures and valve position start to fluctuate in the 
real system. However, this uncertainty is reflected in the 99% PI, which 
covers these fluctuations.

6.5. Limitations and future work

While this case study uses one day of winter data to demonstrate 
the core methodology, many systems and practical implementations re-

quire longer calibration periods to ensure the whole operational range 
is covered. For real-world applications, calibration data should typically 
include:

1. Multiple seasons to capture different weather conditions

2. Different occupancy patterns, e.g. during weekdays, weekends, and 
holidays

3. Various operational modes and control sequences

The framework can handle longer time series, with computational re-

quirements scaling approximately linearly with the length of the calibra-

tion period. However, to further investigate how the proposed method 
scales with both system size and length of the calibration period, larger 
systems and longer calibration periods should be explored in future 
work.
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Fig. 17. The median and PIs of the posterior predictive distributions compared with observations for a 1-day period of the test data. 

In general, the flexibility of the proposed method is highly dependent 
on the number and diversity of components present in the component 
model library. While this paper demonstrates the methodology using 
HVAC components, the framework is designed to handle any building 
system that can be represented in the semantic model. Future work 
should apply the proposed methodology to a diverse set of case studies 
and expand the component model library to include models for build-

ing envelope, occupancy patterns, lighting systems, and other building 
systems. It is expected that the required effort should decrease and the 
level of automation increase for each new use case as new components 
are added to the library. In this regard, as the component library grows, 
a robust method for prioritizing between multiple fitting models in the 
translation stage must be developed. A simple option is to allow the user 
to determine the desired detail of the model by setting a high-level com-

plexity option similar to the translation method proposed by Reynders et 
al. [51]. Their method enables automated translation between models of 
different complexity levels through predefined reduction rules. Inspired 
by this concept, component models in the library could be tagged with 
complexity levels 1, 2, 3, etc. For instance, multiple heating coil models 
could exist in the library:

1. A simplified ideal model

2. A detailed model with temperature-dependent performance that 
takes thermal mass into consideration (such as the one used in the 
case study)

During model translation, when multiple component models match 
the semantic signature, the framework selects the best-fitting model 
based on the user-specified complexity level. This approach maintains 
the automated workflow while giving users control over the computa-

tional complexity and level of detail in the generated simulation model.

The proposed translation and parameter estimation methodology is 
independent of the ontology used for the semantic model. However, for 

any given ontology and semantic model used as input, a correspond-

ing library with ontology-specific signature patterns is required. The 
signature patterns developed for the case study in this work are thus 
only viable for semantic models following the SAREF ontology and its 
extensions. Therefore, to accommodate other ontologies and improve in-

teroperability, earlier work on domain ontology mapping between e.g. 
SAREF and Brick [52,53] could be leveraged for automated translation 
of either the signature patterns or the semantic model used as informa-

tion source.

7. Conclusion

In conclusion, this paper addresses the pressing need for automation 
and interoperability in the development and calibration of BPS models. 
By examining the challenges faced in current practices, particularly in 
model development and calibration stages, the paper proposes a com-

prehensive approach that integrates automated model generation and 
calibration processes using an ontology-based method.

The proposed approach leverages semantic models to automate 
model generation, introducing the concept of signature patterns to de-

scribe component model applicability. Through a graph search process, 
these patterns are matched against semantic models to generate simula-

tion models, thus streamlining the model development process. Based on 
the generated simulation model, the paper presents a general Bayesian 
parameter estimation problem to enable probabilistic parameter estima-

tion and simulation based on operational data from measuring devices.

The proposed methodology is implemented and validated through 
a case study on a ventilation system, comprised of 8 measuring de-

vices, a controller, a fan, and a heating coil water loop. This system 
is represented through a semantic model using the SAREF ontology 
with the SAREF4BLDG and SAREF4SYST extensions. Signature patterns 
are developed and dynamic component and system models from the 
Modelica Buildings library are exported as functional mockup units 
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(FMU). Using the proposed methodology, a simulation model is gen-

erated, calibrated, and assessed through different performance metrics. 
These metrics demonstrates the accuracy and reliability of both model 
point estimates and probabilistic prediction intervals across all model 
outputs.

In summary, this paper contributes an automated approach to the 
development and calibration of BPS models, addressing important chal-

lenges in the field. By integrating semantic models with data-driven 
simulation models, this work could drive forward the development of 
building digital twins and facilitate the implementation of various build-

ing services that can enhance building operation. In this regard, the 
probabilistic properties of the generated and calibrated model could pro-

vide a strong basis for operational decision-making.
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