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Abstract

We have characterized, for the first time, an n-type segmented inverted coaxial point-contact detector. This novel detector
technology relies on a large variation in drift time of the majority charge carriers, as well as image and net charges observed
on the segments, to achieve a potential γ-ray interaction position resolution of better than 1 mm. However, the intrinsic
energy resolution in this detector is poor (more than 20 keV at 1332 keV) because of charge (electron) trapping effects.
We propose an algorithm that enables restoration of the resolution to a value of 3.44±0.03 keV at 1332 keV for events
with a single interaction. The algorithm is based on a measurement of the azimuthal angle and the electron drift time
of a given event; the energy of the event is corrected as a function of these two values.

Keywords: High purity germanium detectors, γ-ray tracking, γ-ray imaging, Electron trapping correction

1. Introduction

The Inverted Coaxial Point-Contact (ICPC) detector,
a novel large-volume High Purity Germanium (HPGe) tech-
nology, combines a small circular electrode, or point con-
tact, with the typical shape and volume of a coaxial de-
tector [1]. The small dimension of the point contact serves
to reduce capacitance and therefore series noise. Low elec-
tric fields in most of the detector volume and generally
long drift paths increase the charge collection time com-
pared to conventional detectors. The farther away from
the point contact an interaction occurs, the longer it takes
the majority charge carriers to drift to the point contact.
Furthermore, the pronounced weighting field around the
electrode leads to a characteristic pulse shape. This pulse
shape together with the variation in drift time can be used
to determine the number of interactions in the detector [2].
The addition of a bore hole in the detector bypasses the
volume limitations of cylindrical point-contact detectors,
which if too large cannot be fully depleted at a reasonable
bias voltage (a few thousand volts).

The outer surface and bore-hole contacts of the ICPC
detector can be subdivided into segments. These segments
not only collect the minority charge carriers, but are also
sensitive to image charges induced as the majority charge
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(H. L. Crawford), radforddc@ornl.gov (D. C. Radford)

carriers drift towards the point contact. The signals ob-
served on the segments, together with the signal measured
on the point contact, can be used to reconstruct the exact
location of the charge deposition within the detection vol-
ume with sub-segment precision. A prior analytic study of
these detectors predicted sub-millimeter three-dimensional
position resolution [1], on average a factor of four to five
better than segmented coaxial detectors [3].

However, for an n-type ICPC detector, where electrons
are the majority charge carriers, the intrinsic energy res-
olution is poor as compared to p-type detectors1. Crystal
impurities and defects result in a fraction of the drifting
electrons being trapped and thus not contributing to the
signal observed at the read-out electrode. Trapping in con-
ventional coaxial detectors, where electrons are collected
over a short distance in high electric fields, is typically
small. In the ICPC detector, the time electrons drift be-
fore being collected at the point contact can be significant
and depends on the location of the γ-ray interaction. This
affects the amount of electron trapping and thus the mea-
sured energy. A typical measurement consists of γ rays
interacting at many different locations and thus the over-
all energy resolution is deteriorated.

In this work, we will demonstrate that trapping in-
duced energy deficits can be compensated for by extract-

1It is possible to produce detectors so that holes are the majority
charge carriers (p-type). These detectors have a very good intrinsic
energy resolution (we have measured 1.8 keV FWHM at 1332 keV for
a detector of similar geometry) but are more susceptible to radiation
damage.
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Figure 1: A sketch of the segmented inverted coaxial point-contact
detector. The gray lines show the segmentation boundaries. The
gray filled area is the point contact, and the blue filled area is a
passivated layer.

ing position information from the segment signals and cor-
recting the energy according to the amount of trapping
expected for the corresponding electron trajectory. Such
an approach has been considered before [4, 5, 6], mostly
to correct the effect of hole trapping and not on the scale
presented here. The energy correction is based on a recon-
struction of the azimuthal angle of γ-ray interactions and
the drift time of the electrons. In Sec. 2 the methods used
to measure these quantities will be presented. In Sec. 3 we
discuss first results from an n-type segmented ICPC detec-
tor and show that the proposed method can significantly
improve the energy resolution.

2. Methods

In this section, we describe the detector, the measure-
ment setup and simulations used for the characterization
of the detector, as well as the methodology used to correct
the energy resolution.

2.1. Prototype detector and measurement setup

A schematic of the segmented ICPC detector is shown
in Fig. 1. The rear surface around the point contact is
subdivided into eight azimuthal segments, while the length
of the detector is divided into 8 circular segments and the
front face around the bore hole is split into two circular
segments. The electrical contact inside the bore hole is
itself an additional segment. The detector thus consists
of 20 individual read-out channels – 19 for the segments
and one for the point contact. The prototype detector was
built by Canberra Lingolsheim [7], is produced from n-type
material and was operated with 5000 V bias voltage at the
point contact. The remaining segments are grounded.

The manufacturer measured the impurity profile of the
crystal, which starts at 0.8 × 1010 cm−3 at the tapered

(front) face and reaches 1.6×1010 cm−3 at the point-contact
(rear) face. The exact profile is not known, but is assumed
to be linear.

In the present work, the signals observed on the 20
segments were digitized at a sampling rate of 100 MHz
using Gretina digitizers [3]. The digitized signals were
shaped with a trapezoidal filter with an integration time
of 6µs and a 2µs flat top. The pulse height (energy) is
measured and stored for all 20 segments. Furthermore, the
pulse waveform in a 6µs window centered on the rising
edge was stored to disk for further analysis (i.e. azimuthal
reconstruction) for all segments.

The detector was characterized using collimated and
uncollimated radioactive sources (241Am, 137Cs and 60Co).
Collimated sources were positioned, using an automated
scanning table, to irradiate specific (x,y) locations along
the endcap of the detector cryostat. The 241Am source
emits γ rays at 59.5 keV which are absorbed close to the
surface of the germanium. This source was used with a
2 mm collimator to cover a fine grid (2 mm spacing) of mea-
surements across the surface of the detector. The 137Cs
source radiates γ rays of 662 keV energy that penetrate
farther into the germanium. Thus, this source was used
for collimated (1 mm) beam measurements to probe the
crystal beyond its surface. The two transitions of 60Co at
1173 keV and 1332 keV were used without a collimator to
study events more evenly distributed within the detector
volume.

The FWHM resolution of the rear, side and front seg-
ments is between 1.8 and 3.0 keV at 1332 keV (uncolli-
mated 60Co). The core segment has a resolution of 12 keV,
which is attributed to a poor electrical connection. How-
ever, these segments often see only a fraction of an events
total energy. To measure the total deposited energy the
respective contributions have to be added, which deterio-
rates the sum energy considerably. Thus, it is necessary
to have an independent method to extract the total event
energy, which is given by the point contact signal.

2.2. Monte Carlo simulation

The measurement setup has been modeled in Geant4
[8] (including source characteristics and collimator geom-
etry) to simulate γ-ray-interaction patterns within the de-
tector for the given measurement configurations. Based
on these simulated interaction locations, the expected sig-
nals from the electrodes were calculated using the code
Siggen [9]. The code takes into account electric fields, im-
purity concentrations and the orientation of the crystal
axes in order to calculate the charge trajectories and the
induced signals on the electrodes. The calculation does not
consider the internal distribution of a given charge carrier
cloud, instead reduces them to a single point-like structure.
The simulated signals can then be processed in a similar
manner to the measured signals, and be directly compared
to the real data to cross check our understanding of the
detector. The comparison between data and simulation
will be further discussed in subsequent sections.

2
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Figure 2: The charge and current pulses of a typical single-site event
and an event with multiple interactions. The maximal amplitude in
the normalized charge pulse (left) is different for the two topologies.
The location of the current signal’s centroid, that is used to measure
the drift time, is shown as vertical lines in the right plot.

2.3. Event topology and drift time

Above a few hundred keV, γ rays usually Compton
scatter multiple times and deposit only a fraction of their
total energy in each interaction. The full γ-ray energy
is thus distributed over multiple interaction sites spread
out over the detector volume. The pulse shape that is
read-out at the point contact for multi-site events is a su-
perposition of the signals associated with the individual
interactions and thus differs from events with a single in-
teraction (see Fig. 2). A simple method to classify these
two event topologies is to divide the maximum amplitude
(A) of the current signal (derivative of the measured point-
contact signal) by the total energy (E), called the A/E
value [10]. A low A/E value signifies that an event is more
likely multi-site, while a high A/E value indicates that
an event is more likely single-site. Disentangling contri-
butions to a signal originating from a multi-site event is
complex and is not the focus of the present work. Events
were selected to be single-site by defining a lower A/E cut
at a distance roughly twice the FWHM value from the
single-site event peak centroid. Roughly 13% of all events
pass this cut at 1332 keV, 19% at 662keV. Moreover, sim-
ulations show that roughly half of these events are com-
posed of multi-site events with interactions separated by
less than 20ns in drift time.

Events can also be categorized by the electron drift
time. The drift time is the difference between the time
when the electrons are created in a γ-ray interaction and
the time when they arrive at the point contact. In our
measurement, the time of creation is approximated by the
time when the segment signal with the highest energy de-
position reaches 2% of the full pulse height. The time of
collection corresponds to the centroid of the current signal
measured on the point contact. For single-site events the
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Figure 3: A map of drift-time values found in the detector. The
lower and upper halves represent the situation aligned with two dis-
tinct crystal axis (at azimuthal angles 45◦ apart). The z-axis is al-
ways aligned with one of the 〈100〉 axis. Overlayed are some typical
electron drift paths with interactions close to the surface. Electron
drift from the interaction location towards the point contact located
at (0,0).

pulse shape measured on the point contact is such that
the centroid is found at a constant position with respect
to the rising edge. The pulse shape of different multi-site
events varies widely, however, this definition of the drift
time produces consistent results for these events too.

2.4. Charge trapping and recombination

We will not discuss the details of charge trapping and
recombination in HPGe detectors – a detailed description
of these effects can be found in Ref. [11]. For our purposes,
it is simply assumed that upon interaction with a trapping
site, electrons are either removed through recombination
with a hole, or trapped for a time that exceeds the typ-
ical charge collection time (a few microseconds). These
charge carriers then do not contribute to the observed sig-
nal at the point contact and thus the pulse height (en-
ergy) is reduced. Hole trapping and recombination effects
are neglected. Furthermore, while charge trapping and/or
recombination is believed to be a stochastic process, on
average, any charge cloud passing a certain region should
experience the same fractional charge loss in that region.
Second order effects caused by the actual distribution of
charge carriers are neglected.

As a result of the electrode layout of the ICPC de-
sign, the trajectories of the majority carriers are of vari-
able length and thus the amount of charge trapping fluctu-
ates. Moreover, trapping centers are inhomogeneously dis-
tributed throughout the detector, which further increases
fluctuations in the amount of charge lost for different event
drift trajectories. However, the electrode design forces the
electrons onto largely common paths, located in a central
region of the detector between the outside surface and the
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inner bore hole. This is illustrated in Fig. 3, which shows
the electron trajectories for events evenly distributed over
the surface of the detector. As a result, all trajectories
following this common path lose, on average, the same
fraction of charge carriers in this region. To first order, it
is sufficient to correct for this average amount of charge
lost on the common path, which reduces the complexity of
the problem considerably.

2.5. Azimuth reconstruction

The azimuthal angle of an interaction is extracted based
on the net or transient signals observed on the eight az-
imuthal segments at the rear surface of the detector (see
Fig. 1). The algorithm to find the azimuth is as follow:

1. Experimental signals are grouped according to the
event drift time and azimuthal angle. All signals in
an individual group are averaged to produce a set of
segment signals (experimental basis) corresponding
to energy depositions with that angle and drift time.

2. The experimental basis signals are compared via a
least squares fit to the individual measured signals
and a figure of merit is calculated (χ2).

3. The angle corresponding to the best matching ba-
sis (lowest χ2, including some interpolation between
nearest basis points) is selected as the azimuth.

An experimental basis B(αi, tj) was created from col-
limated 137Cs measurements taken at a detector radius of
24 mm, with 2.5◦ spacing between measurements. The an-
gle αi is thus given by the location of the collimator dur-
ing the measurement. Only events passing the A/E cut
that fall within the 662 keV peak and did not induce a net
signal into the individual segment were considered. The
drift-time range of each measurement (tj) was divided into
100 ns-wide drift-time regions, each region making up one
basis point. An experimental basis signal is constructed
by finding the average signal of all events in a given re-
gion. In the averaging procedure, the individual signals are
time-aligned by the maximum of the point-contact current
signals. The basis and the actual signal were compressed
to 25 MHz by averaging 4 samples and reduced to a 2µs
region to speed up data processing.

To match the signal shape of the individual events as
closely as possible, the two nearest available basis signals
(located at drift time tn and tn−1) for a given event are
weighted according to the event’s drift time, t, as follows:

B(αi, t) = B(αi, tn)
t− tn−1

tn − tn−1
+B(αi, tn−1)

tn − t
tn − tn−1

(1)

The A/E cut allows for a substantial amount of events
with multiple interactions to be included in the basis signal
construction. Furthermore, events that make up a single
basis point are distributed over a large initial region. Nev-
ertheless, these effects only affect the average pulse shape
marginally. Interactions that happen far away from the
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Figure 4: Drift-time dependence of single-site events around the
1332 keV peak of a 60Co measurement. Due to increased trapping
the peak is reconstructed at a reduced energy at long drift times.

collimator location, as well as strongly scattered multi-
site events occur uniformly around the basis location. To-
gether with the symmetric arrangement of the eight az-
imuthal segments, the impact of these events is strongly
suppressed.

Based on the drift-time interpolated basis and the ac-
tual signal S it is then possible to calculate a figure of
merit:

χ2 =
∑
k

∑
l

(Bkl(αi, t)− Skl)
2
. (2)

Here, the index k corresponds to the segment number and
the index l refers to the time sample within the signal.
In the calculation of the figure of merit, the signal and
the basis are again time-aligned according to the position
of the maximum in the point-contact current signal. The
basis corresponding to the lowest value of χ2 indicates at
which of the angles αi the event most likely originated
from. An angular value over the continuous range of 0◦ to
360◦ is determined between the minimum-figure-of-merit
basis, B(αm, t), and its nearest angular neighbor, B(αn, t),
by finding the value a that minimizes∑

k

∑
l

(a ·Bkl(αm, t) + (1− a) ·Bkl(αn, t)− Skl)
2
. (3)

The results, including the precision of the method and its
shortcomings are discussed in Sec. 3.2.

2.6. Energy correction

Intuition suggests that the amount of charge trapping
should increase in proportion to the time that charges drift
through the detector volume. Fig. 4 shows this to be true –
the amount of charge trapping, observed as a reduced net
energy for long drift-time events, increases almost linearly
with drift time. This linear effect is thus easily removed
by multiplying the energy with a correction factor that is
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Figure 5: Single-site events around the 662 keV peak for 137Cs mea-
surements performed at discrete angles (1 mm collimation through
the front face of the detector at a radius of 24 mm, with 2.5◦ incre-
ments). The y-axis represents the true angle of the measurement.

proportional to the drift time. In practice, the detailed
shape of the drift-time dependent energy correction factor
was reconstructed from the centroid of the energy peak
of 100 ns-wide drift-time regions and a linear interpolation
between adjacent values.

However, it is also apparent in Fig. 4 that the peak dis-
tribution broadens with increasing drift time. Therefore,
the amount of charge trapping must depend on additional
parameters. This can be understood by returning to the
idea of charge carriers drifting along a common path, as
outlined in Sec. 2.4. Correcting the peak position accord-
ing to the drift time effectively corrects charge trapping
encountered along a single common path. As a result of
the detector geometry, the path is common only for charge
carriers that drift at the same azimuthal angle with respect
to the center of the detector. However, variations in trap-
ping are expected between angles. Fig. 5 displays the peak
distribution as a function of the true angle and shows that
charge trapping strongly depends on the azimuth. Thus, a
drift time dependent energy correction must be determined
for each angle separately and the events energy corrected
according to both the azimuth and the drift time of that
event. This is done by measuring the energy correction
factor for each of the collimated 137Cs measurement per-
formed at different angles. The energy is then multiplied
with the correction factor from the measurement that is
closest to the events reconstructed azimuthal angle. The
energy correction factors varies with angle and drift time
and is between 0 and 5% of the total energy.

3. Drift time and azimuthal reconstruction results

Based on the methods described above, we report in
this section the achieved performance of the segmented
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Figure 6: Simulated and measured drift-time distribution for three
specific cases: Collimated 137Cs single-site events in the 662 keV
peak at 0◦ (along the 〈100〉 axis) and 45◦ (along the 〈110〉 axis) and
uncollimated 60Co single-site events in the 1332 keV peak.

ICPC detector in terms of drift time extraction and az-
imuthal angle reconstruction. Comparisons with simula-
tion are also presented.

3.1. Drift-time distribution

In order to define a simulated event’s drift time, it is
necessary to calculate the pulse shape. Such a procedure
comes with uncertainties. In particular, the distribution
of impurities throughout the detector is only accessible
with limited precision. A linear longitudinal impurity gra-
dient (from 0.64 × 1010 cm−3 at the front face’s center
to 1.60 × 1010 cm−3 at the rear face’s center) was used.
Furthermore, a linear radial gradient of 0.10 × 1010 cm−4

(increasing with increasing radius) was introduced. The
adopted gradients are close to the impurity concentrations
measured by the manufacturer (see Sec. 2.1), but not in
perfect agreement. However, they provide the best repro-
duction of the observed measurements.

The simulated drift time distribution together with the
respective measurements are presented in Fig. 6. Over-
all, for all three situations (collimated 137Cs at two dif-
ferent azimuthal angles and uncollimated 60Co) the simu-
lations shows all features observed in data. Notably, the
two bumps around 0.4µs and 1.5µs are well described. In
the rear of the detector the drift-time isochrones curve to-
wards the rear surface (see Fig. 3), thus the drift-time bins
in that region correspond to events that occurred within
a larger volume compared to other regions, explaining the
first bump. The second bump is caused by γ-rays be-
ing more likely to interact close to the surface instead of
penetrating far into the detector’s interior. The devia-
tions between measurements and simulations, particularly
at short drift-times most likely originate from an incom-
plete description of the impurity concentration, particular
in the radial dimension.
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Figure 7: Reconstructed azimuthal angle (derived with the algo-
rithm outlined in Sec. 2.5) displayed against the true angle for single-
site events in the 662 keV peak from 137Cs.
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3.2. Verification of azimuth reconstruction

There are many ways of analyzing the performance of
the algorithm outlined in Sec. 2.5. One relatively straight-
forward method is to use the collimated 137Cs source mea-
surement used to construct the azimuthal basis. These
data were taken at well known angles and provide a good
initial test for the algorithm’s performance. The results
are summarized in Fig. 7 – the reconstructed and true an-
gles are in overall good agreement. The difference between
the true angle and the reconstructed angle effectively rep-
resents the average distribution of events around the lo-
cation of the collimated source, as shown in Fig. 8. The
measured distribution has strong tails, but the FWHM is
4.95◦±0.02◦, below the value of 5.77◦±0.11◦ observed for
simulated single-site interactions. This suggests that the

−30

−20

−10

0

10

20

30

−30 −20 −10 0 10 20 30

y
[m

m
]

x [mm]

−15

−10

−5

0

5

10

15

R
eco

n
stru

cted
a
n
g
le

-
tru

e
a
n
g
le

[d
eg

]

Figure 9: Difference between reconstructed angle and true angle of
a collimated 241Am surface scan measurement.
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Figure 10: Distribution in the reconstructed angle vs drift-time
plane for single-site events in the 1332 keV peak of an uncollimated
60Co measurement.

resolution is dominated by the size of the collimator and
not the precision of the reconstruction method.

A more stringent test of the azimuthal reconstruction
comes from 241Am surface scans. Measurements with a
collimated 241Am source were taken on a regular 2 mm grid
across the front surface of the detector. For each measure-
ment the centroid of the distribution of the reconstructed
angle can be compared to the actual location of the colli-
mator. The difference between the average reconstructed
angle and the true angle is displayed in Fig. 9. The dis-
crepancy of up to 15◦ can be explained by the anisotropic
drift velocity along crystal axes in germanium[12].

In this detector the 〈100〉 and 〈110〉 crystal axes lie in
the x-y plane and are rotated by 45◦ with respect to each
other (the azimuthal angle defined as 0◦ is roughly aligned
with the 〈100〉 crystal axis). Before electrons reach the
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common path, they drift predominantly in a radial direc-
tion. If the drift direction is not aligned with either of the
two crystal axes, the anisotropic nature of the drift veloc-
ity causes an additional drift in the azimuthal dimension.
The magnitude of the azimuthal drift is determined by the
duration of the radial drift and thus by the radius at which
the charges originate. However, the segments on the rear
surface of the detectors are insensitive to this early charge
motion. Once the electrons reach the common path, they
drift towards the rear of the detector and start inducing
image charges on the rear-surface segments. These sig-
nals are used for the azimuthal reconstruction and indi-
cate at what angle, with respect to the constructed basis,
the charges drift past the segments, but not at which an-
gle they actually originate. Charges created at a radius
that differs from the one at which the basis was calculated
accordingly appear to be shifted with respect to this mea-
surement. However, the reconstructed angle is the same
for all charges that follow a specific common path and is
a good parameter to study and correct variations in the
average amount of trapping. The arising azimuthal shift
can be corrected with a proper reconstruction of the radial
position, outside the scope of this paper.

A further test of azimuthal reconstruction comes from
an uncollimated 60Co measurement, which should produce
relatively evenly distributed events throughout the detec-
tor volume. Fig. 10 shows such a measurement, demon-
strating that the angles are rather homogeneously recon-
structed throughout the detector. Some clustering appears
only at drift times below 300 ns. These events originate in
a region relatively close to the 8 segments at the rear of
the detector. The pulse shapes measured on these seg-
ments for such close interaction points are dominated by
the contribution from holes drifting outwards, resulting in
dissimilar pulse shapes. It is thus not surprising that the
azimuth reconstruction method used is not precise in as-
sessing the azimuth of these events. However, these events
occur close to the point contact and are only weakly af-
fected by charge trapping. An error in angular correction
in that region is therefore not detrimental to the overall
corrected energy. The sinusoidal features in Fig. 10, ob-
served as a function of angle, are caused by the anisotropic
drift velocity and the effect is consistent with the observed
four-fold symmetry in the crystal.

4. Energy resolution results

The primary goal of this work was to investigate our
capability to correct the energy observed in the ICPC de-
tector for the effects of charge trapping associated with
long charge drift times. Fig. 11 demonstrates the effects
of the drift-time and azimuthal dependent corrections. As
expected, without any correction the peak shape (orange
line) is strongly distorted and shows multiple maxima.
Such a peak is clearly not acceptable for γ-ray spectroscopy.
The shape is considerably improved even with a correction
for the drift-time dependence only (blue line). However,
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Figure 11: Shape of the 1332 keV peak of 60Co (only single-site like
event) with and without a correction of the energy.
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Figure 12: Fit to the 1173 keV and 1332 keV peak in 60Co (only
single-site like events). The fit function terms are defined in Ref. [13].

there remains a prominent low energy tail, which origi-
nates from large variations at long drift times. By in-
cluding a correction for the azimuthal variations the peak
is finally returned to a good Gaussian shape (black line).
When both corrections are applied together the 1332 keV
peak of 60Co (see Fig. 12) has a FWHM of 3.44±0.03 keV
(for the subset of events surviving the A/E cut). Fig. 13
and 14 show that the two corrections indeed remove most
of the drift-time and azimuthal dependence. The centroid
of the peak in both figures is found at a constant location
and the width of the peak varies only slightly as a function
of the drift time and the azimuth.

5. Discussion

By considering only single-site events with a short drift
time (less than 300 ns) and using a simple drift-time cor-
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Figure 13: Drift-time dependence of single-site events in the region
around the 1332 keV peak, with energy correction (see text).
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Figure 14: Angular dependence of single-site events in the region
around the 1332 keV peak, with energy correction (see text).

rection without taking into account the azimuthal angle,
the ICPC detector’s resolution improves to 2.34±0.05 keV
at 1332 keV. This value is close to the resolution of 2.2 keV
reported in Ref. [3] and shows that the detector performs
close to other technologies within a limited volume. It
also implies, that the overall resolution is still dominated
by charge trapping effects and not by electronic noise or
statistical effects in the number of created charge carri-
ers. Hence, a better description of trapping effect could,
at least in theory, improve the resolution to a value in that
range.

It has been shown that there are regions where the
described correction fails. In particular, the algorithm to
extract the correct azimuthal angle is not robust for short
drift times. However, charge trapping effects are inher-
ently small at these drift times and the overall resolution
is not strongly affected by these events. Instead, it is dom-
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Figure 15: Angular dependence of the FWHM value of the 662 keV
peak (single-site events only). Each data point represents a 1◦ slice.

inated by the dispersion of events observed at long drift
times, an effect which has been largely corrected for with
the azimuthal correction.

Indeed, the 137Cs data set measured at a constant ra-
dius can be subdivided into more refined angular slices.
For each slice an individual drift-time dependent energy
correction can be extracted. The width of the energy peak
at 662 keV of individually corrected 1◦ slices is represented
in Fig.15. It shows that variations in the width of the cor-
rected peak appear over an angular scale larger than those
represented by the respective data slices. An energy cor-
rection based on the 1◦ data division overall improves the
resolution only by roughly 0.1 keV (single-site events in the
1332 keV peak). Thus, these deviations do not originate
from an insufficient description of the angular dependence
of charge trapping and the resolution cannot be consider-
ably improved by a method that is only based on the az-
imuthal angle and the drift time of events. However, there
are other variables, such as the radius at which an event
occurs, that could provide a more complete description of
trapping effects. The effect of radial variation has not yet
been properly explored and should be addressed in a later
publication, once a more complete position reconstruction
is achieved.

It is also important to realize that the discussion so far
has been limited to single-site like events, based on an A/E
cut which corresponds to ∼ 13% of all events at 1332 keV.
If the above described algorithm is applied blindly to all
events measured from an uncollimated 60Co source, the
peak resolution is degraded to 4.05±0.01 keV. Thus, there
is currently a trade off between detection efficiency (reg-
ulated with the A/E cut) and energy resolution. With a
proper correction for the individual interactions, this ef-
fect should disappear and a similar energy resolution to
the single-site event case is expected.
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6. Conclusion

The paradigm to build detectors so that charge carri-
ers are rapidly collected at the nearest electrode has gov-
erned n-type germanium detector technologies since their
inception. However, it has been shown, that by inten-
tionally abandoning this principle, new measurable quan-
tities, such as the drift time and the normalized pulse
height (A/E), that contain substantial information about
the number and position of interactions, are accessible.
Although the energy resolution in such a detector is dras-
tically deteriorated as a result of charge trapping, we have
shown that it can be restored for single-site events by ap-
plying a correction based on the information contained in
the signals measured on the segments and the point con-
tact.

The additional information available in the n-type seg-
mented inverted coaxial point-contact detector certainly
should simplify the reconstruction of interaction positions
and potentially improve the position resolution compared
to segmented coaxial detectors. In contrast, the energy
resolution, although greatly improved, cannot yet compete
with these detectors. However, while energy resolution is
vital for γ-ray tracking and imaging arrays, in some ap-
plications (for example fast beam reactions) a good recon-
struction of the position of individual interactions may be
of comparable or even greater importance. The n-type seg-
mented inverted coaxial point-contact detector, with the
level of characterization completed to date, is a promising
technology with a reasonable compromise between simple
interaction position reconstruction and a good energy res-
olution.
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