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Modeling laser-driven electron acceleration using WARP with Fourier decomposition

P. Leea, T. L. Audeta, R. Leheb, J.-L.Vayb, G. Maynarda, B. Crosa

aLPGP, CNRS, Univ. Paris-Sud, Université Paris-Saclay, 91405, Orsay, France
bLawrence Berkeley National Laboratory, Berkeley, CA 94720, USA

Abstract

WARP is used with the recent implementation of the Fourier decomposition algorithm to model laser-driven electron
acceleration in plasmas. Simulations were carried out to analyze the experimental results obtained on ionization-induced
injection in a gas cell. The simulated results are in good agreement with the experimental ones, confirming the ability
of the code to take into account the physics of electron injection and reduce calculation time. We present a detailed
analysis of the laser propagation, the plasma wave generation and the electron beam dynamics.
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1. Introduction

A kinetic description of the plasma is required in mod-
eling laser-driven plasma electron acceleration (LPA) in
the regimes currently explored in the experiments. In
addition, the strongly nonlinear nature of these regimes
are intrinsically three-dimensional, therefore a realistic de-
scription of the process requires the use of a three di-
mensional, kinetic approach. The Particle-in-Cell (PIC)
technique which solves the Maxwell-Vlasov equations pro-
vides detailed information about the laser-plasma interac-
tion. This technique constitutes the most powerful method
to study this problem, however 3D simulations with PIC
code demands extreme computer resources, pushing exist-
ing computers to their limits.

The recent development in PIC framework Warp [1]
with the Fourier decomposition algorithm [2] has allowed
a quasi 3D description of the LPA with a computational
load that is similar to bi-dimensional calculations. We
benefited from these advantages to analyze results from
an experiment performed at the Lund Laser Center [3] on
electron ionization-induced injection.

This article is organized as follows: we introduce briefly
the theory of the Fourier decomposition algorithm [2, 4]
in PIC code in Section 2; in Section 3, the simulation re-
sults are presented and a detailed analysis on the laser,
the plasma waves and the beam dynamics from the simu-
lations is presented.

2. Mathematical description of the Fourier decom-
position algorithm in PIC code

We begin by decomposing the electromagnetic fields, the
charge (ρ) and current densities J, expressed in cylindrical
coordinates (r, z, θ), into a Fourier series in θ,
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F(r, z, θ) = <

(∑
m=0

Fm(r, z)eimθ

)
= F0(r, z) + <

(
F1
)

cos(θ)−=
(
F1
)

sin(θ)

+ <
(
F2
)

cos(2θ)−=
(
F2
)

sin(2θ)

+ . . .

(2.1)

The amplitudes of each Fourier harmonic (for all fields)
Fm are complex, whereas the physical fields they are de-
scribing, F, are real. The major advantage of this expan-
sion is that it allows modeling of a linearly polarized laser
with only the first harmonic [2, 4].

For a linearly polarized field, the axisymmetric laser
fields, with amplitude a(r, z, t) and propagating along z
is expressed as::

E(r, z, θ, t) = Ey(r, z, t)ŷ = Ey[cos(θ)êr − sin(θ)êθ],

B(r, z, θ, t) = Bz(r, z, t)x̂ = Bz[cos(θ)êr + sin(θ)êθ].

(2.2)

By equating the fields in Eq. 2.2 to the expansion in
Eq. 2.1, one gets:

E1
r(r, z, t) = a(r, z, t),

E1
θ(r, z, t) = −ia(r, z, t),

B1
r(r, z, t) = ia(r, z, t),

B1
θ(r, z, t) = a(r, z, t).

(2.3)

where only the mode, m = 1 contributes. This can be
generalized to circularly or elliptically polarized lasers, by
combining two linearly polarized lasers.
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From Faraday’s and Ampere’s equations, the time-
evolution of electromagnetic fields, written in normalized
units, is given by:

∂B

∂t
= −∇×E,

∂E

∂t
= ∇×B− J.

(2.4)

Substituting the expansions for each field into these
equations, the following equations for each mode m sat-
isfies

∂Bmr
∂t

= − im
r
Emz +

∂Emθ
∂z

,

∂Bmθ
∂t

= −∂E
m
r

∂z
+
∂Emz
∂r

,

∂Bmz
∂t

= −1

r

∂

∂r
(rEmθ ) +

im

r
Emr ,

∂Emr
∂t

=
im

r
Bmz −

∂Bmθ
∂z
− Jmr ,

∂Emθ
∂t

=
∂Bmr
∂z
− ∂Bmz

∂r
− Jmθ ,

∂Emz
∂t

=
1

r

∂

∂r
(rBmθ )− im

r
Bmr − Jmz ,

(2.5)

where all quantities are complex functions of (r, z).
We can see that the Eqs. 2.5 are linear, so that the

only coupling between the modes has to come through
the source term J. In particular each mode propagates in-
dependently in vacuum, and in a linear medium. How-
ever, modes coupling appears either if the medium is non-
uniform in the transverse plane (not considered here) or
from non-linearities in the current.

In PIC calculations, the current is given by the sum of
the contributions of macro-particles. These particles obey
the relativistic equation of motion

dP

dt
= −q(E + v/c×B),

dx

dt
= (1/mγ)P,

(2.6)

where q and m being macro-particle charge and mass.
From Eq. 2.6, we see that non-linearities appear from
non-local effects, the laser intensities being non uniform,
and from relativistic effect through the term v ×B. The
important point is that these non-linearities depend on the
fields modules, which are independent of the polarization
direction and remain mainly axisymmetric. So that, even
with a significant level of non-linearity, the symmetry of
the physical system is conserved. This is no longer the
case in high density targets and at ultra-high laser inten-
sities. Here we only consider targets with densities much
lower than the critical one and laser intensities lower than

1019W.cm−2. In such cases, keeping only the m = 0, 1
modes is well justified. Technically in WARP, the numeri-
cal implementation of the algorithm used to solve Eqs. 2.5
and 2.6 follows the description given in [4].

3. Electron beam characteristic in relation with
experimental results

WARP with the Fourier decomposition algorithm was
used to simulate the experiment described in [3]. In this
experiment, the target is a mixture of gases (H2 + N2),
therefore a field ionization module based on ADK model
[5] was introduced in WARP to model ionization dynamics.
A summary of the parameters used in our calculations is
given in Table 1.

Table 1: List of parameters

Plasma density on axis ne0 7.8× 1018 cm−3

Plasma length Lp 2.5 mm
Gas composition 99%H + 1%N

Laser profile Gaussian
Normalized vector potential a0(zf ) 1.1
Laser wavelength λ 0.8µm
Laser spot size (FWHM) σ 17µm
Laser duration (FWHM) τ 40 fs
Laser focal position zf 0.9 mm
Laser polarization linear

Number of Fourier modes 2
Number of particles/cell 36 macro
Cell size in r δr 1.25λ/2π
Cell size in z δz 0.05λ/2π

In this table a0(zf ) is the maximum value of the laser

amplitude in normalized units: a0(z) = max
r,t

[
ea(r,z,t)
meωc

]
,

where ω is the laser frequency, e the electron charge and
me the electron mass. The value of 1.1 corresponds to the
focal plane z = zf , without plasma.

As will be seen below, the density profile has a strong
influence on the electron trapping and acceleration pro-
cesses. In our simulation, we used directly the experimen-
tally determined profile as given in [3].

3.1. Electron beam energy spectrum

We first compare, in Fig. 1, the experimental electron
beam energy spectrum with the simulated one, determined
at the exit of the target.
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Figure 1: Comparison between simulated and experimental electron
beam energy spectrum. The simulated energy spectrum is normal-
ized by the experimental energy spectrum value at 50MeV. The ex-
perimental result has an energy cutoff at 50MeV. The grey area
represents experimental errors.

We observe in this figure that the electron beam has
a rather large energy distribution suggesting a continous
injection of electrons, with the highest energy extending
to ≈ 150MeV. The simulated spectrum has a maximum
energy within the experimental error bars, it also repro-
duces well, above 50MeV, the experimental shape of the
curve. This shows a good agreement between the experi-
ment and the simulation results. Moreover, the simulation
exhibits a peak at 17MeV with an FWHM energy spread,
∆E/E ≈ 69%.
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Figure 2: Contribution of different electron species in the final elec-
tron beam energy spectrum.

In Fig. 2, is reported the contribution of the different
species of electrons in the total spectrum. We observe that
only the two electrons, initially in the K shell of nitrogen,
are accelerated to high energies. The other electrons com-

ing either from nitrogen or from hydrogen are not trapped
but contribute in building the plasma wake. This is in
agreement with the 3D OSIRIS particle-in-cell code results
[6]. Note also that electrons coming from the helium like
ion yield the main contribution to the highest part of the
spectrum, while those from the hydrogenic ion contribute
mainly to the low energy peak.

3.2. Emittance

The divergence and emittance are two important char-
acteristics of the emitted electron beam. We have reported
in Fig. 3, the phase space in x− and y−directions of the
electron bunch at the exit of the target, the electron mo-
mentum being normalized by mec. From these data we
have deduced a full width at half maximum (FWHM)
divergence of ≈ 1mrad in x-direction and 4.6mrad in y-
direction, whereas the emittance [7], are respectively of
εx = 1.4mm.mrad and εy = 30.4mm.mrad. The higher val-
ues in the y−direction are related to the polarization of the
laser field. In fact after tunnel ionization the electron ac-
quires a quiver velocity in the direction of the polarization.
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Figure 3: A set of points representative of an electron beam in the
a) (x, px)−, b) (y, py)−phase space. The color bar represents the
relative density of the electrons.

3.3. Beam dynamics

In order to analyze the previous results, we have looked
at the correlation between the injection process and the
acceleration one.

In Fig. 4, we have plotted the final energy of the elec-
trons as a function of their trapping position. We see a
significant correlation between these two quantities. As
the trapping position increases, the distance of accelera-
tion decreases and in fact only electrons trapped at the
early stage can be accelerated to the highest energy. In
particular the electrons coming from the hydrogenic ion
have lower energies, in accordance with Fig. 2, because
they are trapped later. We observe also in Fig. 4 that the
position-energy correlation is not perfect. In particular,
for the high energy part, we can observe that electrons
having a difference of more than 100µm in the trapping
positions, can finally get the same final energy.
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Figure 4: Trapped electrons final energy are plotted against their
injection position. Electrons are chosen with an energy, E ≥ 10MeV
at the exit of the target.

3.4. Laser amplitude and plasma wave

In order to explain the data of Figs. 2 and 4, we now
look at the evolution of the laser amplitude and of the
plasma wave, which are responsible both for the trapping
and for the acceleration process. In Fig. 5(a), we have
plotted the evolution of a0(z) during propagation together
with the density profile of the target. The focal plane of
the laser zf is at 900µm, at the entrance of the target,
where the density is rapidly increasing. Relativistic self-
focusing dominates over diffraction when α = PL/PC & 1,
PL being the maximum value of the laser power and PC(z)
the value at z, of the critical power for relativistic self-
focusing [8]. Close to the target entrance, PL remains
nearly constant while PC(z), being inversely proportional
to the density, strongly decreases with z. Therefore α
increases rapidly and becomes higher than 1. The value
of α however does not become very large, therefore the
self-focusing is rather smooth, the maximum of intensity
being reached close to the target exit. In Fig. 5(a) vertical
lines mark 3 positions, corresponding to (1) the start of the
trapping process, (2) the maximum value of a0(z) and (3)
the end of the trapping process. We can observe that the
domain of trapping corresponds also to the domain of high
target density. Therefore, in our conditions, the density
profile appears as the dominant parameter controlling the
trapping process.

In Figs. (5(b) are reported the laser fields and the
plasma wave amplitudes on axis at the three positions. We
can see that at position (1) we are in a quasi-linear regime,
where the laser pulse is still Gaussian and the plasma wave
periodic. At the maximum of the laser intensity, position
(2), non-linearities become apparent, both on the plasma
wave and also on the deformation of the laser pulse. The
accelerating field has been increased, taking into account
the additional normalization factor which depends on the
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Figure 5: (a) The evolution of a0, we define three phases: (1) the
beginning of injection, (2) the a0 is maximum, (3) the end of injec-
tion. The shaded region represents the injection range. The grey
line shows the longitudinal density profile of the gas cell. (b) The
vector potential of the laser, Alaser normalized to mec2/e and the
wakefield, Ez normalized to mecwp/e at phases (1), (2) and (3).

density, and a peak at the back of the first oscillation be-
hind the laser is visible. This peak is due to the field
generated by the trapped electrons. Beam loading effects
are therefore significant in our case. Position (3) is similar
to the second one. However, due to the decrease in density,
and also in a0(z), the amplitude of the electrostatic field
has been decreased, while the relative contribution of the
beam loading effect has increased, due to the accumulation
of trapped charges.

Information on the transverse properties of the laser and
plasma wave structure at the three positions is given in
Fig. 6.
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Figure 6: Electronic density map together with the laser amplitude
at the three positions reported in Figure 5.

Fig. 6(1) confirms the fact that at the beginning of the
injection, we are in a quasi-linear regime, in particular the
transverse size of the plasma wave is similar to the laser
pulse one. At this position, the laser ponderomotive force
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is not strong enough to expel all plasma electrons from the
vicinity of the axis. On the contrary, at position (2), the
transverse size of the laser pulse is minimum leading to the
highest field amplitude a0 ≈ 3. A full matched blown-out
structure can then be formed, yielding the highest accel-
erating field. At position (3) the transverse size of the
laser pulse has increased again, diffraction becoming dom-
inant over self-focusing, leading to a decrease of the laser
intensity.

Concerning the trapping of electrons coming from N6+,
the simulation shows that, due to their strong binding en-
ergy, these ions are ionized only for the highest values of
a0(z). The principal trapping condition for these electrons
become simply that they have to be generated, but once
created they are even more easily trapped than the elec-
trons coming from N5+.

From the presented results, the fact that electrons with
quite different trapping position get the same final energy
can be explained by the following: first a strong increase of
the accelerating field, occurring after the trapping, mean-
ing that the main part of the energy is gained at the end
of the acceleration process, so that the final energy is less
sensitive to the initial part of this acceleration; second, the
first trapped electrons when accelerated, will move toward
the front of the bubble, whereas newly generated electrons
will be trapped at the back of the bubble where the accel-
erating field reached a higher value.

4. Conclusion

We have presented the modeling of a laser-driven plasma
acceleration experiment with WARP using the Fourier de-
composition algorithm.

Using a realistic density profile has allowed to perform
direct comparisons with experimental results, which show
good agreement. This is also the case for the other ex-
perimental data, using the same set-up and presented in
[3]. Therefore the validity of the code is confirmed, and
in particular the fact that, in the considered conditions,
accurate results can be obtained with only two Fourier
harmonics. The detailed analysis of the simulation results
has allowed to get more insights of the electron trapping
and acceleration process when the ionization-induced in-
jection and density gradient effects are combined. The
high efficiency of the quasi-3D model has allowed to per-
form a direct parametric investigation for optimizing the
electron beam properties, which results will be published
in a forthcoming paper.
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