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Abstract

Site-specific dynamics in proteins are at the heart of protein function. While

electron paramagnetic resonance (EPR) has potential to measure dynamics in

large protein complexes, the reliance on flexible nitroxide labels is limitating

especially for the accurate measurement of site-specific β-sheet dynamics.

Here, we employed EPR spectroscopy to measure site-specific dynamics across

the surface of a protein, GB1. Through the use of the double Histidine (dHis)

motif, which enables labeling with a Cu(II) – nitrilotriacetic acid (NTA) com-

plex, dynamics information was obtained for both α-helical and β-sheet sites.
Spectral simulations of the resulting CW-EPR report unique site-specific fluc-

tuations across the surface of GB1. Additionally, we performed molecular

dynamics (MD) simulations to complement the EPR data. The dynamics

observed from MD agree with the EPR results. Furthermore, we observe small

changes in gk values for different sites, which may be due to small differences

in coordination geometry and/or local electrostatics of the site. Taken together,

this work expands the utility of Cu(II)NTA-based EPR measurements to probe

information beyond distance constraints.

1 | INTRODUCTION

The innate ability of a protein to protect the cell, catalyze
reactions, transport chemicals or other biomolecules, or
perform other intrinsic functions depends critically on its
structure as well as site-specific dynamics.1–3 The central
dogma states that function is derived from protein struc-
ture, whether to form a specific binding site or to undergo
a conformational change. However, these proteins do not
exist in only one state but instead exist in multitude of
microstates or even macrostates that describes the “on”
and “off” states of the proteins.4 For example, myoglobin
goes through various microstates at a 0.1-ns timescale to
allow oxygen bind and unbind as the protein delivers oxy-
gen throughout the body.5 Another example is adenylate
kinase where the reversible conversion of AMP and ATP
into two ADP molecules depends on backbone motions in
the scale of 0.75 to 1.68 ns.6 The population of “on” and

“off” states and the transitions between these states are
described by the dynamics of the protein. The interplay
between dynamics and function is further emphasized in
many other studies that examine protein oligomerization,
functional dynamics in enzymes, and ligand
recognition.7–14 Most often, this insight is obtained
through NMR.15 Despite the successes of NMR, measure-
ment of dynamics can be difficult for large proteins and
proteins exhibiting widespread microsecond–millisecond
dynamics that broaden peaks.16–19 On the other hand,
electron paramagnetic resonance (EPR) has increasingly
become important for the measurement of site-specific
protein dynamics. EPR is sensitive to site-specific protein
dynamics at a ns to μs timescale.20,21 Furthermore, EPR
can be used even on large biomolecules that are some-
times inaccessible to NMR.

As a tool to measure site-specific protein dynamics,
EPR emerged largely due to site-directed spin labeling.22
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Here, residues are selectively labeled with an EPR-active
spin probe to provide residue-specific information. These
measurements most often utilize cysteine residues
labeled with the MTSL nitroxide radical, resulting in the
R1 side chain.23–25 The R1 side chain has high intrinsic
flexibility due to the side chain containing five rotatable
bonds between the protein backbone and the unpaired
electron. In the specific case of solvent-exposed α-helical
sites, the measurement of site-specific dynamics are
based on the ansatz that the R1 side chain fluctuations
undergo similar internal motions.25–27 Therefore, any
changes in EPR lineshapes for solvent-exposed α-helical
sites can be attributed to changes in backbone dynamics.
However, this attribution is invalid for sites on β sheets
since the internal motions and rotameric preferences of
R1 are influenced by nearby side chains.28–31 More rigid
bifunctional spin labels work to overcome this limitation
but require complex labeling schemes.32–34 Additionally,
both R1 and bifunctional labels are reliant on selective
cysteine labeling which may require other native cyste-
ines to be mutated away. Such a need for a “cys-null”
protein can be problematic if native cysteine residues are
abundant or are required for function.35,36 Therefore,
EPR-based dynamics measurements benefit from an
alternative label that requires noncysteine func-
tionalization, reports directly on β-sheet sites, and is sim-
ple to implement.

A strong candidate to overcome these complications
is Cu(II)-dHis labeling. This labeling scheme relies on the
generation of protein mutants with two strategically
placed histidine residues positioned on residues i and
i + 2 for β sheets, and i and i + 4 for α helices, known as
the dHis motif.37 The dHis mutation results in a rigid
attachment of the Cu(II) probe to the protein with no
complex synthesis scheme.37,38 Thus, the Cu(II) labeling
method is applicable to proteins where cysteine mutagen-
esis may be problematic. Additionally, the Cu(II) atom is
complexed with nitrilotriacetic acid (NTA) to selectively
chelate to the dHis motif.39 Furthermore, the labeling
can be implemented in a number of buffers,40 at a range
of pH between 6.4 and at least 8.4, and is relatively resis-
tant to the presence of competitor ions.41

The rigid dHis-Cu(II)NTA label is an incisive tool
in distance measurements from pulsed EPR, providing
narrow distance distributions that dramatically
improve the resolution of EPR methodology.37,42 The
measured distance between Cu(II) spin probes has
uncovered the location of native metal binding sites
using fewer distance constraints than R1, observed
subtle conformational changes unresolved by similar
R1-based measurements, and determined the relative
orientations between two sites in a protein.8,43–45

Additionally, distance measurements on a Cu(II)NTA-

labeled protein can be acquired at submicromolar
concentrations.46,47

More recent work has also introduced the potential of
dHis-based labeling to measure site-specific dynamics in
proteins.48 While these data show promise, the develop-
ment of this methodology requires several additional con-
siderations. First, only three sites on a protein were
explored previously. Therefore, a more extensive exami-
nation is necessary to properly decipher trends across a
helix or a sheet, and to compare the EPR data with prior
knowledge. Second, a more extensive labeling across sev-
eral sites of a protein allows for a more comprehensive
development of the characteristic magnetic parameters
(g and hyperfine tensors) for this spin label, which can
provide new insight. Finally, previous experiments were
obtained in a suboptimal buffer, Tris buffer,40 which can
potentially complicate labeling. In this work, we account
for all these considerations. We generated nine unique,
solvent-exposed dHis mutations and labeled with Cu(II)
NTA. We acquired g and hyperfine values from CW-EPR
at 80 K and simulated correlation times from room tem-
perature CW-EPR. Finally, we provide complimentary
MD simulations to support observations from the CW-
EPR. Taken together, we demonstrate the utility of the
dHis motif as a biophysical tool in measuring site-specific
dynamics.

2 | RESULTS AND DISCUSSION

2.1 | 80 K CW-EPR spectra

All EPR experiments were performed on the
immunoglobulin-binding domain of protein G (GB1).
GB1 is a well-behaved and thoroughly understood globu-
lar protein with mostly rigid residues.49–51 Subsequently,
GB1 has been used extensively to develop site-directed
Cu(II) labeling using the dHis motif.37,48,52,53 In addition,
information on the structure and dynamics of R1-labeled
GB1 is also available.28,29,54 As shown in Figure 1, GB1
contains 56 amino acids over four β sheets and one α
helix.55 Additionally, there is a hydrophobic core span-
ning the C-terminal end of β1, N-terminal end of β3, β4,
and the buried sites of the α helix. These hydrophobic
cores are often vital in protein stability, as simply mutat-
ing a single hydrophobic residue into another hydropho-
bic residue can alter internal protein affinity by four
orders of magnitude.56 Around the hydrophobic core are
a series of charged and polar residues on β2, both ends of
β3, and the solvent-exposed sites of the α helix. In
Figure 1a, the positively charged residues are indicated
by red, and the negatively charged residues are blue,
while the nonpolar residues are colored yellow.
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In this work, we employ the use of the dHis motif.
First, we generated nine GB1 mutants, each containing a
single solvent-exposed dHis site. These mutations are
located on residues i, i + 2 for β sheet and i, i + 4 for
α-helical sites and enable specific coordination to Cu(II)
NTA (nitrilotriacetate), demonstrated in Figure 1 with an
example β sheet. The dHis mutation results in the
Cu(II) atom equatorially binding to two nitrogen from
dHis, one nitrogen from NTA, and one oxygen from
NTA.39,57 In addition, the axial ligands are both oxygen
from NTA. The dHis positions of the nine GB1 mutants
are shown in Figure 2a. Each mutant was labeled with
300 μM Cu(II)NTA to 900 μM GB1. The sub-
stoichiometric addition of Cu(II)NTA ensures near 100%
binding to protein given reported KD values.39,40,46,52

Moreover, we opted to use 3-(N-morpholino)prop-
anesulfonic acid buffer (MOPS) to further improve the
labeling efficiency of Cu(II)NTA to dHis.40

First, we performed CW-EPR measurements to obtain
a library of g and hyperfine (hf, A) values of Cu(II)NTA
bound dHis at sites across the surface of GB1. The g and
hf values are characteristic for each spin species and pro-
vide information on the complexation of the Cu(II)NTA
to dHis58 Therefore, by measuring each site individually,
we account for differences in g and hf in future simula-
tions as well as identify the range of acceptable values for
Cu(II)NTA-labeled dHis in MOPS. Figure 2b shows the

CW-EPR spectra obtained for each mutant at 80 K. Each
spectrum was simulated using the EasySpin59 software
and the best fit is overlaid on experimental data for each
spectrum. We extracted the g and hf tensors for each
sample from the simulations.

Except for T51H/T53H and T44H/D46H, the CW-
EPR spectrum of the other seven mutants consisted of
only a single component (cf. Figure 2b). The g and hf
values are consistent with Cu(II) equatorially coordinated
to three nitrogen and one oxygen.58,60 The CW-EPR spec-
trum share the characteristic features of Cu(II)NTA coor-
dinated to dHis as indicated by Ak,1.

39,40 For T51H/T53H
and T44H/D46H, we observed a component with similar
g and hf values as the other mutants (Component 1) and
an additional component with distinct g and hf values
(Component 2) as made clear in Figure 2c. It is evident
that the spectral features of the second component are
distinct from those of free Cu(II)NTA as well. Therefore,
we can confidently rule out incomplete binding. As such,
both these components must represent Cu(II)NTA bound
in some way. To further understand the second compo-
nent in T44H/D46H and T51H/T53H, we obtained more
thorough structural analysis from electron spin echo
envelope modulation (ESEEM) and circular dichroism
(CD). These data are provided in Figures S1 and S2.
While ESEEM indicates the dHis is preserved, CD shows
that there is a pertubation to the protein structure. Such
perturbation is likely due to the short lengths of the β
sheets (e.g., five residues of the T51H/T53H and T44H/
D46H). Therefore, these two mutants were not used in
subsequent CW-EPR analysis.

Figure 3 shows the gk and Ak values extracted from
the simulated spectra as a function of the site location.
The values of gk and Ak values are outlined in Table S1.
Interestingly, we observe some variation in gk values of
Component 1. We preclude field instabilities as the
source of these differences by using a calibration of qua-
rtz signal as described in Table S2 and Figure S3. There
are two hypotheses to explain the variation in these
values. One explanation is due to changes in local elec-
trostatics. It is known that nitroxide line shapes are sensi-
tive to local protein electrostatics.61,62 However, there is
no direct evidence that shows similar changes with
Cu(II)-labeled sites. Even so, gk of Cu(II) complexes have
been reported to decrease in less polar solvents with
stronger correlations to a decrease in Lewis basicity.63,64

The other explanation for these changes in g and hyper-
fine values is that they originate from differences in the
lengths and angles of the bonds that chelate the Cu(II)
NTA to the dHis site. Prior quantum chemical calcula-
tions of gk in Cu(II)-labeled species have found changes
in the magnitude and relative orientation of gk due to the
elasticity of the coordination.38,42,65,66

FIGURE 1 (a) The crystal structure of GB1 (PDB: 2QMT).

Positively charged amino acids are indicated by red, negatively

charged are blue, nonpolar residues are yellow, and polar are gray.

Secondary structures β1–4 and the α helix are labeled. The circle

displays a Cu(II)NTA-labeled dHis motif positioned on residues

i,i + 2 on a β sheet. (b) A schematic of the protein secondary

structure. The secondary structural features are displayed as a

square (β sheet) and zig-zag (α helix)
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Here, residues located near the nonpolar pocket
(I6H/N8H, T44H/D46H, T51H/T53H) report lower gk
values than the other mutants. Furthermore, significant
changes in gk values occur when moving across β1 and
β2. The largest change between adjacent sites occurs at
the I6H/N8H site of β1 located near the hydrophobic core
with a gk 0.004 less than Q2H/K4H surrounded by more
polar residues. This results in a 6-G shift at x-band fre-
quencies. On the other hand, we observe only slight
changes in the Ak values. The one exception is a 3-G shift
for T17H/E19H positioned in close proximity to multiple
charged amino acids. With these gk and Ak values, appro-
priate analysis of subsequent EPR measurements is possi-
ble. Additionally, the use of higher frequency
experiments would further increase the precision of gk
and Ak determination.67

2.2 | CW-EPR spectra at ambient
temperature

Next, we obtained the CW-EPR spectra of each Cu(II)
NTA-labeled GB1 mutant at 291 K to measure site-

specific dynamics. The data are shown in Figure 4. These
samples contained 900 μM GB1-labeled with 300 μM
Cu(II)NTA with 20% Ficoll in MOPs buffer. The addition
of Ficoll slows the global protein tumbling to minimize
its influence on the CW-EPR spectra.68 These experi-
ments took ca. 12 hr to run. However, the experimental
time can be reduced to 1 hr by using equimolar Cu(II)
NTA to dHis concentrations rather than sub-
stoichiometric amounts, as shown in Figure S4. Thus,
this technique is limited to proteins which either can tol-
erate higher concentrations for 1 hr or are stable for ca.
12 hr at 300 μM.

As shown in Figure 4, a visual examination shows
changes in the peak-to-peak splitting of the CW-EPR
spectrum for the series, most evident from the high field
line marked with an asterisk. In each case, the splitting
differs from the low-temperature data due to averaging of
g and hf tensor from residue-specific reorientational
dynamics.

To qualitatively compare the dynamics of each
mutant, we define ΔA as the difference between the Ak
peak splitting, as shown in Figure 2b, and the partially
averaged peak-to-peak separation, Aδ,

48 observed in

FIGURE 2 (a) Sites of GB1 which were mutated to contain the dHis motif. Note that since dHis requires two histidine mutations, the

sphere represents the mutation earlier in the protein sequence. (b) 80 K CW-EPR spectrum of Cu(II)NTA-labeled GB1 (gray) and simulated

spectra (black dashed). The spectrum for free Cu(II)NTA is given at the bottom. The Ak splitting is indicated by the vertical dotted lines. gk is
inversely proportional to the field position at the center of the Ak splitting. These values are vital in any future simulation as well as

determining successful dHis labeling. (c) The simulated spectra of three unique CW-ESR: T51H/T53H containing two components,

Q2H/K4H containing one component consistent with dHis coordination, and free Cu(II)NTA which differs significantly from the other two

spectra. The vertical lines represent the Ak splitting of free Cu(II)NTA
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Figure 4. Including Ak in the definition of ΔA accounts
for the subtle differences due to local electrostatics
and/or coordination. In this definition, a ΔA value of
0 implies that the dynamics is frozen on the EPR time-
scale. On the other hand, a larger value of ΔA would cor-
relate with faster dynamics. These values of ΔA for all
mutants are outlined in Table 1. Utilizing these values
serve as a simplified way to quantitatively compare the
dynamics between two different sites within a protein.

Data on the I6H/N8H, E15H/T17H, and K28H/Q32H
mutants were previously published in Tris buffer.48 How-
ever, we opted to use MOPS buffer as it allows for better
binding of Cu(II)NTA to dHis.40 In previous work,
I6H/N8H showed the fastest dynamics, while the dynam-
ics of E15H/T17H and K28H/Q32H were indistinguish-
able. We observed the same trend in MOPS. The ΔA of
I6H/N8H, E15H/T17H, and K28H/Q32H were 14 ± 2,
8 ± 2, and 10 ± 2 G, respectively. Furthermore, the ΔA
of A24H/K28H was notably higher at 20 ± 2 G. This
observation for A24H/K28H is consistent with prior
results from NMR that report A24 to be more flexible as
it is located in the first N-terminal turn of the α helix
before the helix can form strong hydrogen bonds with
the rest of the protein.51 Another residue reporting faster
dynamics is T17H/E19H with a ΔA of 12 ± 2 G. This
dHis motif resides at the C-terminal end of β2 where no
involvement in hydrogen bonding occurs.49

While ΔA provides a method to qualitatively compare
CW-EPR data, we simulated the data using slow
motional theory69 in order to obtain quantitative

FIGURE 4 (a) The crystal structure of GB1 (pdb: 2QMT) with labeled secondary structure. (b) CW-EPR spectra of Cu(II)NTA-labeled

GB1 mutants at 291 K. The secondary structure in which the site resides is reported next to their respective spectrum. The vertical dotted

lines represent the Aδ for Q2H/K4H and serve as a visual comparison to the Aδ of the other mutants

FIGURE 3 Plots of (a) gk and (b) Ak values as a function of

residue number are shown. The gray dots represent residues

located near the nonpolar pocket of GB1, whereas the black dots

represent residues located elsewhere. The secondary structural

features are displayed as a square (β sheet) and zig-zag (α helix) at

the bottom. Because each mutation involves two residues, the

residue number plotted is the average of the two (e.g., Q2H/K4H

will be positioned at residue 3). Mutant T44H/D46H and T51H/

T53H have two components, but only Component 1 is shown
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information and remove biases in the estimation of peak
splitting. For room temperature simulations, we used the
g and hf tensors that were measured at 80 K
(cf. Figure 2b). For these Cu(II) simulations, we tried a
variety of approaches. First, we found that the micro-
scopic order macroscopic disorder (MOMD), which is
typically used for nitroxide-labeled proteins,70 is not nec-
essary for the Cu(II)–EPR simulations. Details are pro-
vided in Figures S5–S7. Satisfactory fits were obtained by
considering isotropic reorientation, anisotropic line
broadening, and the rotational diffusion rate (R), related
to the rotational correlation time (τR) as shown in
Equation 1.71,72

R¼ 6τRð Þ�1 ð1Þ

The simulated CW-EPR spectra are shown in Figure 5.
Here, residues with a smaller rotational correlation
time are considered to have faster dynamics. These
results are consistent with the ΔA analysis discussed
earlier. Residues I6H/N8H, T17H/E19H, A24H/K28H,
and Q32H/D36H underwent the fastest motion with τR
equal to 0.87 ± 0.09, 0.84 ± 0.09, 0.60 ± 0.09, and
0.86 ± 0.11 ns, respectively. It is also noteworthy that
residues closer to the middle of a secondary structure,
E15H/T17H and K28H/Q32H, have slower dynamics,
that is, higher τR, 1.20 ± 0.12 and 1.06 ± 0.11 ns,
respectively. NMR results also notice a similar trend in
which residues at the middle of GB1 have higher order
parameters than residues at either terminal end of the
secondary structure.73 More importantly, we observe
subtle changes in dynamics within secondary struc-
tures. Site Q2H/K4H had fluctuations around 0.4 ns
slower than I6H/N8H, despite both positioned at the
edge of β1. The sites along the α helix showcase a simi-
lar trend. Both A24H/K28H and Q32H/D36H have
faster dynamics than K28H/Q32H positioned at the
middle of the helix. However, there are measurable dif-
ferences between the two edge mutants. Here, A24H/
K28H fluctuations occur roughly 0.26 ns faster than

Q32H/D36H. A24 is known to be more flexible as it
does not form strong hydrogen bonds with the rest of
the protein, whereas Q32 and D36 are positioned closer
to the hydrophobic core and has internal hydrogen
bonding.51,74 Note that the 0.2 ns difference in correla-
tion time between Cu(II)NTA spectra results in easily
distinguishable ΔA. Similar changes in R1 would result
in subtle differences in peak broadening and are more
difficult to observe.75,76 The exact rotational correlation
times are listed in Table S3. Additionally, a comparison
to the ΔA values is shown in Figure S8. We anticipate
that this technique is applicable from a 30-ns to 50-ps
timescale.48

TABLE 1 ΔA values calculated

from the difference between Ak and Aδ
Secondary structure Mutant Ak (G) Aδ (G) Δ:A (G)

β1 Q2H/K4H 162.2 ± 0.3 152 ± 2 10 ± 2

β1 I6H/N8H 163.2 ± 0.3 149 ± 2 14 ± 2

β2 E15H/T17H 162.1 ± 0.3 154 ± 2 8 ± 2

β2 T17H/E19H 159.3 ± 0.3 147 ± 2 12 ± 2

α A24H/K28H 163.1 ± 0.3 143 ± 2 20 ± 2

α K28H/Q32H 162.4 ± 0.3 152 ± 2 10 ± 2

α Q32H/D36H 162.7 ± 0.3 149 ± 3 14 ± 3

FIGURE 5 (a) The simulated CW-EPR spectra (black dotted)

overlayed onto the respective experimental data (gray).

(b) Simulated rotational diffusion rates for each simulated CW-EPR

spectra
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2.3 | MD simulations and comparison to
simulated EPR spectra

To further investigate the site-specific dynamics of GB1,
200 ns molecular dynamics (MD) simulations were
acquired for each of the mutants to monitor the motion
of the Cu(II) atom. The MD simulations explicitly
included the Cu(II)-NTA label using force fields that
were developed recently.38 Figure 6a shows the MD
results for the Cu(II)NTA-labeled Q2H/K4H mutant.
Results for the rest of the mutants are shown in
Figure S9. The protein during each frame of the MD sim-
ulation was aligned by its secondary structure. This elimi-
nates the global tumbling and allows selective
observation of residue-specific motion. Notably, the
Cu(II) atom occupies a small range of space relative to

other spin labels, consistent with previous MD work38

and confirms the rigidity of Cu(II)NTA chelation to dHis.
In order to analyze the MD for comparison with EPR, we
first need the relative orientation between gk and the
applied magnetic field, assumed to be the z direction
defined in Figure 6a, for each MD frame. Due to the axial
symmetry of the dz2 orbital, that is, the orbital containing
the unpaired electron, a fluctuation about gk will not
change the resulting CW-EPR spectrum. Therefore,
Cu(II) is only sensitive to the fluctuations around the x-
axis or y-axis. Since the N atom of histidine coordinates
equatorially, that is, the axial axis, gk was approximated
as the vector, r

*
, defined as the cross product of the two

Cu(II)-N vectors, N 1ð Þ
*

�N 2ð Þ
*

. Furthermore, this vector
was used to obtain an angle versus time plot as shown in
Figure 6b,c. The angles, θ (polar angle) and ϕ (azimuthal

FIGURE 6 (a) Averaged structure of Q2H/K4H GB1 from the 200 ns MD simulation. Position of the Cu(II) atom throughout the

Q2H/K4H MD simulation is represented by the orange spheres. (b) θ (polar angle) and ϕ (azimuthal angle) values of N 1ð Þ
*

�N 2ð Þ
*

throughout the course of the MD simulation. (c) The vectors connecting the Cu(II) atom (purple circle) and the coordinated N atoms from

dHis (red and blue dots) are shown. In order to approximate the z direction, the cross product of the two Cu-N vectors was also obtained

(black dots)
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angle), are defined in Figure 6b. From this, we can calcu-
late the tumbling time from MD.

To compare between the MD data and CW-EPR spec-
tra, the autocorrelation functions71 were calculated for
the orientation of N 1ð Þ

*

�N 2ð Þ
*

from the MD simulations
(Figures 7a and S10). The general autocorrelation func-
tion g τð Þ of a function r

*
tð Þ is defined as:

g τð Þ¼ < r
*

tð Þ� r
h i

� r
*

tþ τð Þ� r
h i

> ð2Þ

r¼ < r
*

tð Þ> ð3Þ

where τ represents the lag time and the angular brackets
indicate the average value of the function. In our case,
the function describes how the averaged orientation of
N 1ð Þ
*

�N 2ð Þ
*

across each frame of the MD simulation cor-
relates with the initial orientation.77,78 When τ is equal to
t, the autocorrelation value is 1 since the averaged orienta-
tion is exactly the same as the initial orientation. As the
MD simulation continues, the averaged orientation of
N 1ð Þ
*

�N 2ð Þ
*

shifts away from the initial orientation.
Eventually, the averaged orientation will lose its

correlation with the original orientation and the autocor-
relation will reach a baseline. For our context, the decay
rate of the autocorrelation function quantifies the inter-
nal motions of N 1ð Þ

*

�N 2ð Þ
*

throughout the MD simula-
tion. Overall, fast and large motions have autocorrelation
functions that decay faster than rigid and slow motions.
The resulting autocorrelation functions were fit to a
biexponential decay. The faster component had an auto-
correlation time of 10–15 ps. Since the MD simulation
had a step size of 10 ps, these are likely due to motions
faster than the MD step size, such as vibrational motions.
The longer autocorrelation time, τR, relates to the tum-
bling of the Cu(II) gk relative to the applied magnetic
field. Figure 7b compares the MD τR to the EPR τR. Exact
values are in Table S3. Additionally, the CW-EPR spectra
were fit using the τR determined from the MD autocorre-
lation fit, as shown in Figure S11. Here, when MD-
derived τR was close to the EPR τR, we found reasonable
spectral simulations. In two cases, T17H/E19H and
A24H/K28H, simulations inadequately fit the EPR data.
Note that MD is not expected to perfectly predict the cor-
relation times observed from EPR since MD does not
include buffer molecules, sampling may be incomplete,
and the force field parameters may be imperfect. How-
ever, we expect consistent trends between the two tech-
niques. Indeed, we found that sites with shorter
correlation times from EPR, such as T17H/E19H and
A24H/K28H, showed faster dynamics in MD. Likewise,
sites with slower dynamics such as Q2H/K4H, E15H/
T17H, and K28H/Q32H had longer τR from
MD. Consequently, the correlation between MD and EPR
τR supports that the EPR analysis does reflect the local
dynamics.

3 | CONCLUSION

In this work, we have shown the utility of the rigid dHis
motif to obtain information other than distance con-
straints. First, we showed that the gk and Ak values of
Cu(II)NTA bound to dHis subtly change for different
mutants. Then using these values, we outlined the use of
the dHis motif to understand site-specific dynamics. Mea-
surement of spectral shifts from the frozen spectra
(i.e., ΔA) of room temperature CW-EPR spectra provides
a simple, qualitative analysis of site-specific dynamics
that requires little to no complex simulations of the EPR
results. However, simulations further quantify these
changes and show good agreement with our MD results
as well as provide consistent information to previously
published work on GB1. We show that due to large
anisotropy of the Cu(II) g and hyperfine values even very
small changes in dynamics lead to distinguishable

FIGURE 7 (a) Autocorrelation function from MD of

Q2H/K4H (gray solid) fit using a biexponential decay (black

dashed). (b) Rotational correlation times obtained from simulated

CW-EPR spectra compared to the autocorrelation time obtained

from MD simulations. The dashed diagonal line represents a 1:1

relationship between the two correlation times
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changes in the room temperature data. Finally, the dHis
motif can allow for EPR on cysteine-rich proteins as stan-
dard cysteine-based labels usually require other native
cysteine residues to be mutated out. Notably, we show
here that the dHis methodology is applicable to both heli-
cal and sheet sites. However, these experiments require
the protein to be stable either for a longer duration or at
a higher protein concentration than necessary with
R1-labeled systems. Nonetheless, the benefits of Cu(II)
NTA labeling of dHis provide another avenue to under-
stand protein structure and dynamics.

4 | MATERIALS AND METHODS

4.1 | Sample preparation

Cu(II)NTA synthesis and labeling was performed follow-
ing previously published work.39,40,42 A step-by-step pro-
tocol has also been published recently.79 GB1 expression
and purification were performed as described previ-
ously.28,29 All EPR samples contained GB1 underloaded
with Cu(II)NTA to ensure near 100% binding. These sam-
ples contained a final 300 μM Cu(II)NTA and 900 μM
GB1 in 50 mM MOPs buffer (pH = 7.4). MOPs were cho-
sen as it resulted in the highest labeling efficiency in pre-
vious work.40 Samples prepared for 80 K CW-EPR
spectra and ESEEM contained 20% v/v glycerol in a total
of 120 μL. Glycerol serves as a cryoprotectant to prevent
the EPR tube from shattering. Samples were placed in
3 mm I.D. � 4 mm O.D. quartz tubes, immediately flash
frozen in liquefied MAPP gas, and stored in the �80�C
freezer until ready for use. Samples prepared for 291 K
CW-EPR contained 20% w/v Ficoll. Approximately 40 μL
was drawn into quartz capillary tubes (0.8 mm
I.D. � 1.0 mm O.D.) and was run immediately.

4.2 | EPR measurements and analysis

EPR experiments were performed on a Bruker ElexSys
E680 CW/FT X-band spectrometer. Spectra (80 K) were
obtained using a Bruker ER4118-MD5 resonator, Oxford
ITC503 temperature controller, Oxford CF935 dynamic
continuous-flow cryostat, and Oxford LLT 650 low loss
transfer tube. CW-EPR parameters were: center
field = 3,100 G, sweep width = 2,000 G, microwave
frequency = �9.68 GHz, modulation amplitude = 4 G,
modulation frequency = 100 kHz, conversion
time = 20.48 ms, number of scans = 20, number of
points = 1,024. Experiments at ambient temperature
were performed in a Bruker ER4122 SHQE-W1 high-
resolution resonator. Ambient temperature was

291 ± 1 K. CW-EPR parameters were: center
field = 3,200 G, sweep width = 1,600 G, microwave
frequency = �9.87 GHz, modulation amplitude = 6 G,
modulation frequency = 100 kHz, conversion
time = 20.48 ms, number of points = 1,024. The spectra
were acquired for 12 hr each (approximately 2,000–4,000
scans).

The g and A values of each sample were determined
by simulating the 80 K CW-EPR spectra in EasySpin
using the pepper function.59 The gk and Ak values are
outlined in Table S1. CW-EPR spectra (291 K) were simu-
lated using NLSL MOMD.69 Data were fit by only varying
the rotational diffusion rate, RBAR, and the line width
(WPRP and WPLL).

Three-pulse ESEEM experiments were performed at
80 K.80 The pulse sequence used is as follows: π/2 – t –
π/2 – T – π/2 – echo. The parameters are as follows:
π/2 = 6 ns, t = 142 ns, T = 288 ns and was incremented
in steps of 16 ns. ESEEM experiments were obtained at
the magnetic field with the highest intensity signal. Four-
step phase cycling was implemented to filter out
unwanted echos.81 The resulting time domain signal was
fit to a stretched exponential decay for background sub-
traction. Finally, the time domain signal was Fourier
transformed using the Bruker XEPR software.

4.3 | MD simulations and processing of
MD trajectories

MD simulations with appropriate Cu(II)NTA force fields
were obtained following previous work.38,48 Autocorrela-
tion times were processed using python scripts provided
by Prof. Nikolai Skrynnikov and Sergei Izmailov, similar
to pyxmolpp2.77,82 The autocorrelation functions were fit
to a biexponential decay. Errors were obtained by calcu-
lating the range of τR values which resulted in a
minimum RMSD.

4.4 | Circular dichroism

CD data on T51H/T53H and T44H/D46H GB1 were
acquired using an Olis 17 UV/Vis//NIR spectrophotome-
ter. Samples contained 40 μM protein in 50 mM MOPS
buffer at pH = 7.4. CD scans were obtained at 25�C from
200 to 260 nm. The temperature melt was acquired at a
220-nm wavelength with a 2-minute equilibration period
between each temperature point. Each temperature dur-
ing the melt was subsequently background subtracted
using the molar ellipticity at 260 nm. Once finished, the
temperature was set back to 25�C to test protein
refolding.
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