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ABSTRACT OF THE DISSERTATION

Highly Linear SAW-less Receiver Design Techniques for CDMA

by

Nam Soo Kim

Doctor of Philosophy in Electrical Engineering (Electronics Circuits and Systems)

University of California San Diego, 2010

Lawrence E. Larson, Chair

The proliferation of wireless communication systems has resulted in ever de-

manding low-cost handsets. The wide adoption of the Homodyne receiver system is a

consequence of industrial requirements. Yet, the inter-stage high-Q filter, rejecting the

leaked transmit (Tx) signal between the LNA and mixer, is prevalent in frequency divi-

sion duplexed (FDD) receivers, so that the amplified Tx signal does not corrupt overall

receiver performance.

This research is focused on the method of eliminating the inter-stage high-Q

filter by adopting new circuit topologies. The main consideration is given to mixer de-

sign, since the mixer needs to be either highly linear or to reject the Tx signal by itself.

First, a highly linear passive mixer with simple degeneration, in order to improve noise

figure (NF) and IIP2 performance, is researched. A receiver using a proposed passive

mixer with degeneration is fabricated in a 0.18 µm Si CMOS process. The operating

frequency is from 1.55 to 2.3 GHz. The measured performance shows less than 9.5dB

double-sideband (DSB) NF, more than 22dB voltage gain, better than +50dBm uncali-

brated IIP2, and higher than +7dBm of IIP3, while consuming only 10mW from a 2 V

supply.

In the second approach, an embedded filtering passive (EFP) mixer is researched.

Unlike a normal passive mixer, the EFP mixer performs narrow band downconversion,

which provides filtering for the Tx signal. A complete receiver, consisting of LNA, EFP

mixer, transimpedance amplifier (TIA), and local oscillator (LO) path, is fabricated in

xv



a 0.18 µm Si CMOS process. The receiver IC exhibits more than +60dBm of Rx IIP2,

2.4dB Rx noise figure, and +77dB of triple beat (TB) with 45 MHz offset transmit leak-

age at 900 MHz Rx frequency while consuming only 18mA from a 2.1 V supply. The

proposed receiver IC shows an additional 15dB Tx rejection compared to a conventional

receiver. The additional Tx rejection improved the IIP2 by 10dB and the TB by 30dB.

xvi



Chapter 1

Introduction

Many wireless communication systems are based on the concept of a cellular

network. A cellular network is a radio network made up of a number of cells, each

served by at least one fixed-location transceiver known as a cell site or base station.

When joined together these cells provide radio coverage over a wide geographic area.

This enables a large number of portable transceivers (mobile phones) to communicate

with each other in the network, via base stations, even if some of the transceivers are

moving through more than one cell during transmission. A graphical illustration of a

typical celluar network is shown in Fig. 1.1.

Minimum Detectable Signal

In wireless communication systems, the signal transfer from the base station

to the mobile phones, a.k.a User Equipment (UE), is called the forward link and the

link from the UE to the base station is called the reverse link. A UE has to send the

maximum output power to reach the base station when the UE is located at the edge of

the cell coverage. This situation is shown in Fig. 1.2. This situation is the scenario used

to define the minimum detectable signal (MDS) in wireless network standards.

1
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Cell 1 Cell 2

Cell 3

Cell 4

Figure 1.1: Example of celluar network wireless communication system.
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Figure 1.2: Situation where UE is located at the edge of the cell.
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CDMA Phone

CDMA Base Station

GSM Base Station

Long Distance

Strong 

CDMA Signal

Weak  CDMA Signal

Strong 

GSM Signal

CDMA Cell 
Boundary

Figure 1.3: Situation where CDMA UE is located at the edge of the cell with nearby
GSM base station.

Blocker/Jammer Scenario

There are a number of different digital cellular technologies, including: Ad-

vanced Mobile Phone Service (AMPS), Global System for Mobile Communications

(GSM), General Packet Radio Service (GPRS), Code Division Multiple Access (CDMA)

, Wideband Code Division Multiple Access (WCDMA) or Universal Mobile Telecom-

munications System (UMTS), Evolution-Data Optimized (EV-DO), Enhanced Data Rate

for GSM Evolution (EDGE), 3GSM, UMTS Long Term Evolution (LTE), Worldwide

Interoperability for Microwave Access (WiMAX), Digital Enhanced Cordless Telecom-

munications (DECT), Digital AMPS (IS-136/TDMA), and Integrated Digital Enhanced

Network (iDEN). These systems can coexist in the same geographical area, causing a

jamming environment for radio systems. A great example of this problem is CDMA and

GSM coexistence in United States. Consider a GSM base station, which likely sends

the maximum forward link power to reach the edge of the cell, while a CDMA UE is
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Figure 1.4: A typical zero-IF receiver architecture.

located at the edge of the CDMA cell converage. This situation is shown in Fig. 1.3.

The blocker, or jammer, performance requirements in the wireless standards are based

on this coexistence scenario.

1.1 CDMA RF Receiver

Zero-IF RF front-end architectures [6–8] are attractive for cellular systems due to

their lower cost and Bill-of-Material (BOM). But the external SAW filter after the LNA

stage has been an essential component of cellular systems for several reasons. The two

main reasons for using an external SAW filter in full duplex communication systems,

like CDMA and WCDMA, are the Triple-Beat (TB) and IIP2 performance requirements

at the transmit (Tx) offset frequency. A typical zero-IF receiver is shown in Fig. 1.4.

The Tx power can leak to the LNA input due to the finite duplexer isolation

between the receive (Rx) and Tx band. The typical duplexer isolation is 55dB in the

CDMA Cellular band, and the maximum Tx power can be as high as +27dBm, resulting

in -28dBm of Tx power at the Rx input port. This strong Tx power can cause cross-

modulation distortion (XMD) [9]. This distortion is usually dominated by the LNA

performance, since the Tx rejection of an external SAW filter reduces the XMD require-

ment of the mixer following the LNA. More importantly, the reduced Tx power at the
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mixer input reduces the mixer IIP2 requirement at the Tx offset frequency, since the

second-order distortion at the Tx frequency offset can increase the noise floor of the

receiver in a Zero-IF system.

1.2 SAW-less Receiver

A SAW-less receiver system is desirable, since it eliminates the expensive SAW

filter as well as the external matching components between the LNA output and mixer

input. In addition, the number of pins can be reduced, since the LNA and mixer can

be directly connected inside of the IC. There have been several efforts to implement a

SAW-less full-duplex receiver systems.

Active Tx canceller

Recently, the active blocker/Tx cancellation became popular due to the lower

area penalty compared to the passive on-chip LC filters and advances in CMOS scal-

ing [1,2,10–13]. A Tx canceller for CDMA systems was reported in [1], which used an

LMS adaptive filter requiring up/down conversion mixers and integrators in the loop, as

shown in Fig. 1.5. This method suffers from several performance problems. First, the

noise figure (NF) of the receiver is degraded due to the operation of the LMS loop. Sec-

ond, the rejection varies depending on the group delay of the external matching network

or coupler. The delay between duplexer and external coupler can not be matched, since

the Tx reference signal is coupled before the duplexer. Third, the XMD performance

of the overall system can be degraded due to the nonlinearity of the LMS loop itself.

To overcome the group delay dependency, Aparin [2] introduced a low-pass feedback

cancelling architecture, as shown in Fig. 1.6. Here the reference signal is the Tx LO

instead of the coupled Tx signal from the Tx path. But the system has inherent stability

issues due to the nature of feedback system. Moreover, the amount of rejection is lim-

ited due to the trade-off between the loop gain and in-band signal loss. To overcome the

stability issue in the feedback system, Darabi [12] introduced a feedforward cancelling

technique. The main drawback of using feedforward architecture is that the cancellation

loop gain has to match with the main path gain. The substraction operation will add am-
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Fig. 2. LMS adaptive filter architecture used in a CDMA transceiver.

from the reference signal and subtracting it from . This
copy [ in Fig. 2] is generated by appropriately scaling the
in-phase (I) and quadrature-phase (Q) components of the ref-
erence signal, and , and summing them together. The
scale factors are the results of the correlation between the filter
output signal and the I/Q components of the reference signal.
Thanks to the negative feedback in the filter, these scale factors
are continuously adjusted until the TX leakage is cancelled.

Assuming that the integrators are ideal (i.e., they contain a
single pole at DC), the filter operation is described by the fol-
lowing equation:

(1)

where is the angular unity-gain frequency of all blocks from
the SUM2 output to its inverting input in units rad/sec/V . As-
suming that the TX signal is a single tone centered at , the
filter transfer function, derived in Appendix A, is

(2)

where is the Laplace transform variable, is the amplitude
of the I and Q components of the reference signal, and

is the filter damping factor. This transfer function
describes a notch filter with an infinite rejection at and a
3-dB bandwidth of as shown in Fig. 3.

For and a single-tone centered at , the filter
output signal in the time domain can be approximated by

(3)

We will define the TX rejection ratio (TXRR) as the ratio in dB
of the TX leakage amplitude at the filter input to that at the filter
output. Using (3), we can write

(4)

Fig. 3. Frequency response of the LMS AF for different damping factors
(f = 835 MHz).

The settling time to a certain TXRR can then be found as

(5)

A. Effect of Finite Gain and DC Offsets

If the integrators have a single pole at the angular frequency
, then the filter transfer function, derived in Appendix B, is

(6)

where is the cascaded gain of all blocks within the
AF feedback loop in units . Assuming that and

, TXRR can be found as

(7)

The DC offsets in the AF are introduced by multipliers
MULTI/Q1 and integrators INTI/Q. These offsets are typically
the results of device mismatches, but can also be produced
by mixing TX harmonics in MULTI/Q1. In the steady, the
filter generates a signal, which is not the exact copy of the TX
leakage. After the subtraction in SUM2, a TX leakage residue
is downconverted by MULTI/Q1 to the DC voltages that cancel
the DC offsets. The higher the offsets, the stronger the TX
leakage residue that counteracts them, and, thus, the lower the
TXRR.

Let and be the combined DC offset voltages at the
inputs of the corresponding integrators. Assuming that the inte-
grator pole is at DC, we can describe the filter operation in the
presence of the DC offsets by the following equation:

(8)

Figure 1.5: LMS adaptive filter architecture used in a CDMA transceiver [1].

plitude, instead of cancelling it, if the cancellation loop gain is higher than main path.

The cancellation will not be enough, if the cancellation loop gain is not close enough to

the main path gain, due to the substraction. This is why the feedback configuration is

used widely, even though it has stability issues.

There are four possible configurations to build a feedback/feedforward active

canceller, as shown in Fig. 1.7. Fig. 1.7(a) utilizes feedforward cancelling with the Tx

LO and a LPF. This architecture has the advantage of cancelling higher offset blockers,

such as Tx leakage, compared to Fig. 1.7(b) [12]. Designing a BPF centered at a far

frequency offset is challenging and power hungry. But Fig. 1.7(a) can handle this far

frequency offset, since the blocker or Tx leakage will be downconverted to DC, rather

than the Rx-Tx offset frequency. Though it can handle the far frequency offset easily,

Fig. 1.7(a) has to route the Tx LO from the Tx block, which can cause more current

consumption depending on IC layout. For the feedback system, the same advantages

and disadvantages will apply between using the Tx LO and the Rx LO. The time domain
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Fig. 3. TX canceler architecture with the LNA inside the
feedback loop.

output currents of MIXI/Q2, then the RF delay in MIXI/Q2
is a function of their load impedance. To account for the
RF delays, the open loop gain G has to be replaced with
Ge−jϕ, where ϕ is the combined phase delay of RF signals
in the TX canceler. This delay shifts the open-loop phase
response of the canceler such that the phase margin is re-
duced as shown in Fig. 2. If ϕ is close to 90◦, it can be
compensated by swapping the LO signals of MIXI/Q2 as
described in [2].

IV. TX CANCELER DESIGN

One possible modification to the canceler architecture is
shown in Fig. 3, where the LNA is included in the canceler
feedback loop. There are several advantages in this modifi-
cation:

1. Lower cross-modulation distortion in the LNA.

2. Higher open-loop gain G and, thus, TX rejection.

3. Lower power consumption because of a weaker TX
replica needed.

However, the architecture in Fig. 3 results in a higher NF
than the architecture in Fig. 1 because the replica z(t) scales
down proportionally to the device transconductance gm and
the output noise scales down proportionally to

√
gm.

The TX canceler was designed according to Fig. 3 in
a 0.18µm CMOS technology. The schematic diagram of
the LNA with the canceler wrapped around it is shown
in Fig. 4. The pseudo-differential LNA consists of two
common-source cascoded amplifiers M1/M3 and M2/M4.
The on-chip degeneration inductors L3 and L4 together
with off-chip C1, C2, L1, and L2 are used for input match-
ing. The shunt-L input matching topology was chosen to
provide the dc path to ground for the TX canceler output
currents. The LNA outputs are brought off chip for test pur-
poses. The off-chip pull-up inductors L5 and L6 together

TX Canceler

BiasM1 M2

M3 M4

TX LO

OUT

RF IN+LO INRF IN

RF OUT+RF OUT

IN

OUT

IN

VDD

L3 L4

L5 L6C3 C4

Chip

C1

C2
L1 L2

Fig. 4. Schematic of the LNA with the TX canceler.

with the series capacitors C3 and C4 are used for output
matching.

The schematic of the TX canceler is shown in Fig. 5.
The NFET’s M1-M4 form the self-biasing downconverter
MIXI/Q1 (the dc LO voltage is 0V). The shunt R3, R4,
C3-C6 form the 2nd-order low-pass filter LPFI/Q. The first
pole frequency is set by R3,4||C3,C4. The second pole fre-
quency is set by the shunt C5 and C6 in parallel with the
input impedance of M9-M12. The PFET’s M9-M12 form
the upconverters MIXI/Q2. The drains of M9-M12 are con-
nected directly to the LNA inputs.

The layout of the LNA and the TX canceler is shown in
Fig. 6. The total die area occupied by the LNA and the
canceler is 0.23 mm2 and the area of the TX canceler alone
is only 0.03 mm2 or 13%.

V. MEASURED RESULTS

We used a CDMA1x TX signal to measure the TX can-
celer performance. The output spectra of the LNA with the
canceler on and off is shown in Fig. 7. A stronger attenua-
tion is seen closer to the TX center frequency because the
first pole of the low-pass filters LPFI/Q is below the TX
signal bandwidth (630kHz). Fig. 8 shows the TX rejection
ratio at two frequency offsets (100kHz and 600kHz) as a
function of the TX input power. TXRR is relatively flat be-
low -38dBm and falls off at higher power levels due to the
canceler saturation. The LNA and the TX canceler perfor-
mance is summarized in Table I. As can be seen from the
table, the gain for the desired signal drops by only 0.6 dB
when the TX canceler is enabled. The NF degrades by only

89
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Figure 1.6: Feedback filtering architecture used in a W/CDMA transceiver [2].
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Figure 1.7: Four possilbe active canceller configurations. (a) Feedforward cancelling
with Tx LO and LPF. (b) Feedforward cancelling with Rx LO and HPF/BPF. (c)
Feedback cancelling with Tx LO and LPF. (d) Feedback cancelling with Rx LO and
HPF/BPF.
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mathematical model for feedforward and feedback system can be derived from Fig. 1.7.

Using the convolution theorem and trigonometric identities,

yff (t) =

GLNA · x (t)−Gcanc ·
∫
x (τ) · hL/H/BPF (t− τ) · cos

(
ωTx/Rx,LO [t− τ ]

)
dτ (1.1a)

yfb (t) =

x (t)−GLNA ·Gcanc

∫
y (τ) · hL/H/BPF (t− τ) · cos

(
ωTx/Rx,LO [t− τ ]

)
dτ (1.1b)

where, yff (t) is the time domain output signal from feedforward architecture, yfb (t) is

the time domain output signal from feedback architecture, x (t) is the input signal,GLNA

is the gain of the LNA, Gcanc is the loop gain from the first downconverter to the last

upconverter, hL/H/BPF (t) is the impulse response of LPF, HPF, or BPF, and ωTx/Rx,LO

is the Tx or Rx LO frequency. By taking the Laplace Transform, (1.1) can be expressed

in the frequency domain as
Yff (s)

X (s)
= GLNA −Gcanc ·HL/H/BPF

(
s± jωTx/RxLO

)
(1.2a)

Yfb (s)

X (s)
=

1

1 +GLNA ·Gcanc ·HL/H/BPF

(
s± jωTx/RxLO

) (1.2b)

The frequecy responses for Tx LO (LPF) and Rx LO (H/BPF) are shown in Fig. 1.8.

Both feedforward and feedback will have similar behavior, except for the amount of

cancellation, since the feedforward is direct substraction and feedback is attenuation. As

can be seen, the Tx LO case exhibits single-side cancellation due to the direct down/up

conversion, while the Rx LO shows double-side cancellation due to the IF down/up

conversion.

The trade-off between the loop gain and in-band signal loss is a common issue

in feedforward and feedback cancellation. Fig. 1.9 shows both Tx LO (LPF) and Rx

LO (BPF) cases. Fig. 1.9 illustrates an example where the Rx-Tx separation is 45MHz

(US CELL band), 20dB loop gain (either feedforward or feedback), and 2MHz signal

BW. As can be seen, the Rx path will be attenuated by only 13dB before the feedback

or feedforward signal is subtracted. This implies that, when the loop is closed, the in-

band gain will be lost by 2.2dB in feedforward and 1.75dB in feedback architecture,
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Figure 1.10: RF bandpass filter using active inductor [3].

respectively. This becomes more critical with wide bandwidth applications. This is a

main drawback of using active canceller either in feedback or feedforward manner.

Passive Filtering

An on-chip Tx rejection band-pass filter using bond-wire inductors was reported

for a WCDMA system in [14]. This method has benefits of saving area compared to

an on-chip inductor and increasing the selectivity of the filter due to the high-Q of the

bond-wire. But this method may have limited feasibility in real production due to bond-

wire variations. There are many monolithic LC filters implemented with Q-enhancement

techniques [15–17]. But all of these approaches suffer from large area and poor linearity

performance. Wu et. al [3] implmented an on-chip band-pass filter using active inductor

to save area, as shown in Fig. 1.10. But it has high insertion loss and increased noise

figure penalty, consequently.
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Frequency Transformed Active Notch

Khatri et. al [4] introduced a new active notch filtering technique by using

impedance frequency transformation, as shown in Fig. 1.11. This approach relies on

the impedance ratio between the main path TIA input impedance at Tx offset and the

auxiliary path TIA input impedance at DC. This approach suffers from the high noise

figure penalty due to the auxiliary path TIA noise folding.
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Figure 1.12: Tx IM2 issue in receiver system (a) Conventional receiver. (b) SAW-less
receiver.

1.3 SAW-less Receiver Specification

Receiver Sensitivity Calculation

A conventional Zero-IF receiver in a full-duplex communication system is shown

in Fig. 1.12(a). The received Rx signal at the antenna passes through the duplexer, which

has approximately 2dB insertion loss and, therefore, degrades the SNR by 2dB. In prac-

tice, the total front-end loss can be as high as 3dB including antenna loss, duplexer

insertion loss, and transmission line loss. Therefore, assuming the NF of the receiver is

2dB, the total receiver NF referred to the antenna is 5dB. The background thermal noise

in the 1.25MHz bandwidth CDMA system is approximately -113dBm. The sensitivity

(the minimum detectable signal power) can be calculated as

Sensitivity (dBm) = 10·log10

[
K · T ·B · 103 · 10

NFant

/
10

]
(dBm)+CNR (dB) (1.3)
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Table 1.1: Test Parameters for CDMA Receiver Sensitivity [5]

Parameter Units Value

Îor dBm/1.23MHz -104

Traffic EC

Ior 10−15.6/10

Data Rate (DR) bps 9600

Traffic Eb

Nt
104.5/10

Spreading Rate (SR) cps 1.2288 ×106

Frame Error Rate (FER) % 0.5

where K is Boltzmann’s constant, T is absolute temperature, B is the bandwidth of

the system, NFant is the noise figure of the receiver system at the antenna, and CNR is

carrier-to-noise ratio required at the output of the receiver. The CNR for a CDMA sys-

tem can be calculated from the standard [18]. The required minimum performance for

the Sensitivity test is summarized in Table 1.1. Îor is the received power spectral density

of the forward link as measured at the mobile station antenna connector. Traffic EC/Ior

is the ratio of the energy per PN chip in the traffic channel to the total power of the

transmitted signal at the base station antenna connector. Traffic Eb/Nt is the ratio of the

energy per bit in the traffic channel to the effective noise power spectral density. CNR

in communication systems can be expressed from the definition.

CNR (dB) = 10 · log10

[
Eb

no

]
+ 10 · log10

[
Rb

BW

]
(1.4)

where Eb is energy per bit, no is noise density within the signal bandwidth, and Rb is bit

rate. In a CDMA system, (1.4) can be modified to (1.5),

CNRCDMA (dB) = 10 · log10

 Traffic Eb

Nt ×
(

Traffic EC

Ior

)
+ 10 · log10

[
DR
BW

]
(1.5)
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Furthermore, the BW is the same as the spreading rate (SR) in CDMA, which makes (1.5)

CNRCDMA (dB) = 10 · log10

 Traffic Eb

Nt ×
(

Traffic EC

Ior

)
+ 10 · log10

[
DR
SR

]

= 10 · log10

 Traffic Eb

Nt ×
(

Traffic EC

Ior

)
+ 10 · log10

[
1

PG

]
(1.6)

where PG is the processing gain, which is SR/DR = 128. Therefore, the CNR for CDMA

receiver system is

CNRCDMA (dB) = 10 · log10

[
104.5/10 × 1015.6/10

]
+ 10 · log10

[
1

128

]
= 20.1− 21.1 = −1 [dB] (1.7)

Inserting (1.7) to (1.3) and using 5dB antenna referred receiver NF with -113dBm inte-

grated thermal noise, the sensitivity of the CDMA receiver system is -109dBm, which

is 5dB better than the minimum requirement from the standard. This 5dB margin is

to account for the variations of process, voltage, and temperature (a.k.a PVT variation)

during manufacturing and use.

Sensitivity with Tx IM2 Distortion

In the above calculation, the effect of second-order intermodulation (IM2) due to

the Tx leakage is ignored, since the inter-stage SAW filter between the LNA output and

the mixer input provides 25dB of Tx rejection, so that the IM2 distortion generated by

the mixer will be below the noise floor.

The definition of nth order output intercept point and input intercept point are

given by

OIPn = Pout +
Pout − PIMo,n

n− 1
(1.8a)

IIPn = Pin +
Pout − PIMo,n

n− 1
(1.8b)

where PIMo,n is nth order distortion power at the output and Pout is the fundamental tone

output power. By inserting (1.8a) into (1.8b), the input referred nth order intercept point
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can be given as

IIPn = OIPn − G (1.9)

where G is the gain (in dB). The other way of expressing the input referred nth order

intercept point is

IIPn = Pin +
Pin − PIMi,n

n− 1
(1.10)

where PIMi,n is input referred nth order intermodulation distortion power. From (1.8b)

and (1.10), the input referred nth order intermodulation distortion can be calculated.

PIMi,n = PIMo,n − G (1.11)

Therefore, any nth order input referred intercept point or intemodulation power can be

calculated by simply subtracting the gain from the output intercept point or intemodula-

tion power. This results is very useful for cascaded system calculation. For example, the

mixer IIP2 performance can be thought of as the LNA OIP2, so that the LNA input re-

ferred mixer IIP2 value can be easily calculated by subtracting LNA gain. From (1.10),

the other PIMi,n expression can be shown as

PIMi,n = (n− 1) · (Pin − IIPn) + Pin (1.12)

Due to the filtering action of the SAW filter, the LNA input referred Tx power for the

mixer IIP2 test can be calculated as

PTx,referred (dBm) = PTx (dBm)− LSAW (dB) (1.13)

where PTx is the applied Tx power level at the LNA input, PTx,referred is the equivalent

input referred power at the Tx offset, and LSAW is the SAW filter rejection at the Tx

offset. The LNA input referred IM2 power due to mixer distortion can be calculated

from (1.12)

PIMi,Tx (dBm) = 2 · PTx,referred (dBm)− IIP2,LNAreferred (dBm) (1.14)

where IIP2,LNAreferred is the IIP2 of the receiver at the Tx offset. For example, by insert-

ing (1.13) into (1.14), and using -31dBm of single tone Tx leakage power and a total
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Figure 1.13: Tx IIP2 perfomance versus sensitivity.

two-tone Tx power of -28dBm, 25dB of SAW Tx rejection, and +35dBm LNA input

referred IIP2, the resulting LNA input referred IM2 power is calculated to be -147dBm,

which is negligible compared to the Rx noise floor of -108dBm.

However, the system has a more challenging Tx IIP2requirement if the SAW fil-

ter is removed, due to the lack of rejection at the Tx frequency, as shown in Fig. 1.12(b).

From (1.13) and (1.14) and the same conditions described above, it can be shown that

the IM2 distortion referred to the LNA input is -97dBm, which is above the -108dBm

noise floor. Ideally, the IM2 distortion level should be 9dB below the noise floor, so

as not to increase it by more than 0.5dB. This sets the maximum IM2 distortion level

to be -117dBm, resulting in a +55dBm of LNA input referred mixer IIP2 requirement

from(1.14) if no SAW filter is employed, which is extremely challenging due to the

high LNA gain (usually higher than 15dB) at the Tx frequency. The sensitivity of the

SAW-less receiver system can be calculated from (1.15), including the effects of Tx IM2

distortion.
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Figure 1.14: STD issue in receiver system. (a) Conventional receiver. (b) SAW-less
receiver.

Sensitivity (dBm) =

10 · log10

[
10

IM2,Tx

/
10

+K · T ·B · 103 · 10
NFant

/
10

]
(dBm) + CNR (dB) (1.15)

where IM2,Tx is the input referred IM2 distortion power level in dBm. From (1.13)-

(1.15), the required input referred IIP2 can be calculated for a given sensitivity specifi-

cation. The receiver sensitivity plot, with variation in IIP2 performance at the Tx offset,

is plotted in Fig. 1.13.

Single Tone Desense (STD)

When the Tx power leaks to the Rx port, and a jammer is present in the vicinity of

the Rx band, the STD test becomes a key determiner of the receiver linearity and phase

noise requirement. The conceptual explanation of the STD test in a conventional Zero-

IF receiver is shown in Fig. 1.14(a). The leaked Tx signal, with an additional Rx-band

jammer present, generates cross-modulation distortion (XMD) at the LNA output due

to the nonlinearity of the LNA. This XMD creates additional noise in the Rx band and
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Table 1.2: Test Parameters for CDMA Receiver STD [5]

Parameter Units Value

Îor dBm/1.23MHz -101

Traffic EC

Ior 10−15.6/10

Data Rate (DR) bps 9600

Traffic Eb

Nt
104.5/10

Spreading Rate (SR) cps 1.2288 ×106

Frame Error Rate (FER) % 1

Tone Offset from Carrier kHz ±900

Tone Power dBm -30

degrades the signal-to-noise ratio (SNR). Since the jammer is in the Rx-band, the XMD

depends on the LNA linearity, and the jammer adds additional noise in the Rx band

due to reciprocal mixing [19, 20]. The required minimum performance for STD test is

summarized in Table 1.2. As can be seen from Table 1.2, the differences compared to

sensitivity are FER and Îor. The Îor is increased by 3dB to accomodate additional noises

from XMD and reciprocal mixing. Since the CNR is the same as before, the sensitivity,

with a jammer present, can now be calculated as

SensitivitySTD (dBm) =

10 · log10

[
10

(Pj−TB)
/

10
+ 10

(Pj+Pphase)
/

10
+ 10

IM2,Tx

/
10

+

K · T ·B · 103 · 10
NFant

/
10

]
(dBm) + CNR (dB) (1.16)

where Pj is the Rx-band jammer power at the antenna (in dBm), and Pphase is the phase

noise integrated over the signal bandwidth (1.25MHz) with the center frequency at the

jammer frequency offset (in dBc). Assuming that synthesizer phase noise exhibits a
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1/f 2 profile at the jammer frequency offset from the carrier frequency, Pphase can be

calculated as

Pphase = Pspot (fj)×
∫ fj−BW

2

fj−BW
2

(
fj

f

)2

df = Pspot (fj) · f 2
j

BW

f 2
j − BW2

4

(1.17)

where fj is a jammer frequency offset, which is specified by Table 1.2, and Pspot(fj) is

the spot phase noise at the jammer offset.

A test parameter, named the triple beat (TB), is introduced to emulate the XMD

distortion. Simulation and measurement with a modulated signal (Tx) is extremely time

consuming and tedious. The TB can be measured by applying three tones at the input:

two tones in the Tx band and one jammer tone in the Rx band. Then, the resulting XMD

tone will appear at the difference frequency of the two Tx tones from the Rx-band jam-

mer offset. The TB specification is defined as the difference in power (in dB) between

the jammer tone and the XMD tone, as shown in Fig. 1.15. As can be seen from (1.16),

there is a trade-off between the TB and phase noise performance, since both add ad-

ditional noise in the Rx band. The trade-off between TB and phase noise is plotted

in Fig. 1.16. The sensitivity specification with a jammer present can never meet the

-101dBm requirement if the TB is +68dB. But the phase noise can be relaxed to -75dBc

with +72dB of TB. This TB level requires +8dBm of effective LNA IIP3 in a CDMA

cellular system [9], assuming the LNA linearity dominates the TB performance. By in-

serting -75dBc integrated phase noise, the BW, and jammer offset frequency into (1.17),

the spot phase noise requirement can be derived as -139dBc/Hz at 900kHz offset from

the carrier frequency. In a SAW-less system, the TB requirement depends on the mixer

and Trans-Impedance Amplifier (TIA) as well as the LNA, as shown in Fig. 1.14(b). The

phase noise requirement at the jammer offset becomes extraordinarily difficult to meet

if there is any additional TB contribution after the LNA, as can be seen from (1.16) and

Fig. 1.16. Therefore, a highly linear receiver front-end from LNA to baseband (TIA)

output is desirable and essential for a SAW-less receiver system.
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Figure 1.15: Triple-Beat definition.

Figure 1.16: Trade-off between TB and phase noise.
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Table 1.3: Target performance for SAW-less Receiver

Performance Conventional Rx SAW-less Rx Units

Sensitivity -109 -108.5 dBm

Triple Beat 72a 72b dB

Integrated Phase noise -75 -75 dBc

Spot Phase noise at fc ± fj -139 -139 dBc/Hz

Rx IIP2 +35 +55 dBm

aLNA only
bLNA+mixer+TIA

Summary of SAW-less Receiver Performance

The summary of target performances for SAW-less receiver is shown in Table 1.3

with conventional receiver.

1.4 Dissertation Organization

The dissertation consists of five chapters.

Chapter I is an introduction to the wireless communication environment and

SAW-less CDMA RF receiver specifications. The benefits of removing the inter-stage

SAW filter between the LNA and mixer are introduced. A simple introduction of prior

researches for SAW-less receiver is given. The effects of eliminating the SAW filter are

introduced. The analysis of sensitivity and STD performances are given with/without

the SAW filter.

Chapter II deals with linear LNA design issues. As specified in the standards, the

linearity has to be met for both high-side and low-side jammer. Almost every linear LNA

design assumes that the LNA will have symmetric performance, which is not generally

the case. The widely used common-source and common-gate LNA topology linearities
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are analyzed and the sources of asymmetry in the IM3 performance are given. Methods

for mitigating the asymmetry of the IM3 issue are suggested. A highly linear differential

APD LNA design is given as a part of a SAW-less receiver design.

Chapter III focuses on a highly linear low noise passive mixer by means of a

resistive degeneration. A passive mixer has better linearity performance compared to

an active mixer. But the passive mixer suffers from a well-known TIA noise ampli-

fication, which seriously degrades receiver NF in narrow-band applications, such as

GSM and CDMA. A method of improving the TIA noise amplification due to the low

mixer output impedance is proposed by resistively degenerating a conventional passive

mixer. The effects of resistive degeneration are analyzed for gain, noise figure, and

IIP2 performances. The suggested passive mixer is manufactured and the performance

improvement is verified through measurement.

Chapter IV introduces a new embedded filtering passive mixer (EFP mixer). Due

to the high Tx power, the main contributor for corrupting the overall receiver linearity

performance is the mixer and TIA. By introducing additional Tx filtering and isolating

the non-ideal TIA effects, while the mixer is performing downconversion, the overall

receiver linearity performances, IIP2 and TB, are greatly improved. The new embed-

ded filtering passive mixer is analized and the measured performances for a SAW-less

receiver employing differential APD LNA and EFP mixer are given in this chapter.

Chapter V concludes this dissertation.



Chapter 2

Linear LNA Design

CMOS processes are increasingly popular for radio frequency(RF), due to the

merits of low cost and easy integration with digital circuits. Most RF building blocks

for receivers and transmitters now use CMOS processes [6, 21–24]. Due to this wide

adoption, the design and analysis of CMOS integrated RF circuits has received consid-

erable interest.

Among the various RF circuits, the LNA is one of the key components. The role

of the LNA is to amplify the signal without adding excessive noise. Several studies op-

timizing the noise performance of LNAs have already been reported [25–27]. Another

important parameter of the LNA is linearity in wireless communication systems, espe-

cially for frequency division duplex (FDD) systems [9,28], and the analysis of MOSFET

amplifier linearity in the weakly non-linear region has been studied [29–32]. Special

techniques for improving the linearity of MOSFET amplifiers have been researched as

well [33–40].

In large-signal applications, such as power amplifiers, the asymmetry of the IM3

is already identified and studied with compound semiconductor technologies [41–45].

But most of the studies are either highly dependent on measurement/simulation re-

sults [41–43] or describe incomplete expressions [44, 45].

This chapter addresses the IM3 asymmetry issue for common-source(CS) and

common-gate(CG) amplifier cases, which are the most common amplifiers in CMOS

technology. Section 2.1 reviews the concept of IM3 asymmetry in non-linear systems.

Section 2.2 derives a complete Volterra series for a CS amplifier without ignoring the

25
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Figure 2.1: A memoryless, time-invariant non-linear system model (a) simple block
diagram (b) equivalent representation for weakly non-linear system.

effect of Cgd, and discusses the IM3 asymmetry issue and a method for alleviating the

asymmetry. Section 2.3 derives the Volterra series for a CG amplifier, the IM3 asymme-

try, and a method for mitigating the asymmetry. Section 2.4 shows a linear LNA design

example and analyzes the effects of the linearization for input impedance, noise figure,

transconductance, and linearity. Section 2.5 concludes and summarizes the results.

2.1 Review of IM3 Asymmetry Issue

A memoryless, time-invariant non-linear system can be modeled by [19]

y(t) = a1 · x(t) + a2 · x2(t) + a3 · x3(t) + · · · (2.1)

where, a1 is the first-order coefficient, a2 is the second-order coefficient, a3 is the third-

order coefficient. In a weakly non-linear system, the coefficients higher than third-order

can be ignored [19]. A simple block diagram of such a system, and the equivalent

representation for a weakly non-linear system, are shown in Fig. 2.1 [46]. Assume that

this system has two input tones,

vin(t) = A1 · cos(ω1t) + A2 · cos(ω2t). (2.2)
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Figure 2.2: Effect of system bandwidth on IM3 products (a) system bandwidth is larger
than the second harmonic of the input tones. (b) system bandwidth is smaller than the
second harmonic of the input tones.
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Figure 2.3: Modified equivalent representation of weakly non-linear system that in-
cludes memory effects.

Then, the resulting intermodulation terms caused by the third-order non-linearity are

given by the well-known result.

3 · a3 · A2
1 · A2

4
· cos(2ω1 ± ω2)t (2.3a)

3 · a3 · A2
2 · A1

4
· cos(2ω2 ± ω1)t (2.3b)

As is clear from (2.3) and Fig. 2.1(b), the third-order intermodulation products are gen-

erated by squaring the input tones and multiplying that result with the input fundamen-

tal tones. It is important to understand that the square of the input is produced first to

make the third-order intermodulation terms. And the resulting tones, such as 2ω2, 2ω1,

ω2 + ω1, and ω2 − ω1, are multiplied by ω1 and ω2. In a memoryless non-linear system,

the non-linear coefficients, the amplitudes, and the phases of each of the resulting tones

from the squaring are assumed to be frequency independent. This assumption is true

when the system bandwidth is much higher than the second harmonic frequency. This

is illustrated in Fig. 2.2(a). For low-frequency applications, where the second harmonic

of the input tone is much smaller than the system bandwidth, a memoryless non-linear

system model is valid.

The model has to be modified in high-frequency applications, if the second har-

monics of the input tones are at a higher frequency than the system bandwidth, as shown

in Fig. 2.2(b). The two intermodulation products have different amplitudes due to the

narrow bandwidth, and the difference will be larger with a larger frequency difference
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Figure 2.4: Demonstration of linear system response effect on IM3 asymmetry.

between the two input tones. The equivalent representation of the memoryless system

model needs to be modified to accomodate this effect.

The modified equivalent representation of the system is shown in Fig. 2.3. The

h(t) is the impulse response of a linear system. It can have a low-pass, band-pass, or

high-pass response of any order, which is caused by the memory elements inside the

system. The second harmonics, the sum, and the difference of the input tones have to

experience this system response, resulting in different amplitudes and phases for each

of the tones. Therefore, the IM3 products will have different amplitudes and phases

depending on the frequency offset of the two input tones, as can be seen from Fig. 2.4.

The system is assumed to have a band-pass response, since most RF blocks ex-

hibit a band-pass response. Fig. 2.4 shows that the memory effect of the non-linear sys-

tem cannot be predicted with a conventional power series expression, and so a Volterra

series is used to calculate non-linear amplitude and phase effects simultaneously [47].
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Figure 2.5: Simplified common-source amplifier.

2.2 Common Source Amplifier Volterra-Series Analysis

and IM3 Asymmetry

A commonly used CS amplifier, without the dc bias circuit, is shown in Fig. 2.5.

To generalize the circuit for any conditions, the degeneration and load impedances are

denoted by ZS and ZL, respectively. The ZL can be either a cascode device or the

load impedance, depending on the design. The complete small-signal equivalent circuit

for the simplified CS amplifier with Cgd and Cgs is shown in Fig. 2.6. The external

impedances, such as the source resistance and matching components, are combined as

Z1.

For the simplicity of the Volterra Series derivation, the following assumptions

are made:
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Figure 2.6: Equivalent circuit for CS amplifier including Cgd and Cgs.

• The resistance values for gate, source, and drain are insignificant. The gate re-

sistance will be small in most LNA designs, since it has a direct effect on noise

figure. The drain and source resistances will be kept small as well.

• The amplifier will be operating in the weakly non-linear region.

• The body effect will be negligible thanks to the use of triple-well process.

• The gate-source and gate-drain capacitances are constant at a fixed bias point.

From a time-invariant memoryless non-linear system model, the drain current of a MOS-

FET can be modeled by the power series representation

id(vgs) = g1 · vgs + g2 · v2
gs + g3 · v3

gs + · · · (2.4)

where, g1 is the small-signal transconductance, g2 is the first-order derivative of g1, and

g3 is the second-order derivative of g1. For a small-signal weakly non-linear system,
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higher derivatives than second-order can be ignored, as explained in Section 2.1. The

final goal is to derive the relationship between the input voltage and the output current

so that the third-order non-linearity coefficient can be identified. In weakly non-linear

operation, the output current can be represented by the following truncated Volterra

series

iout(vx) = C1(s) ◦ vx + C2(s1, s2) ◦ v2
x + C3(s1, s2, s3) ◦ v3

x (2.5)

where, Cn(s1, s2, · · · , sn) is the Laplace transform of the nth-order Volterra kernel and

the operator “ ◦ ” means that each spectral component of vn
x is multiplied by the mag-

nitude of Cn(s1, s2, · · · , sn) and shifted by the phase of Cn(s1, s2, · · · , sn). The gate-

source voltage and gate-drain voltage can be expressed by a truncated Volterra series, as

a function of input voltage, as well.

vgs(vx) = A1(s) ◦ vx + A2(s1, s2) ◦ v2
x + A3(s1, s2, s3) ◦ v3

x (2.6a)

vgd(vx) = B1(s) ◦ vx +B2(s1, s2) ◦ v2
x +B3(s1, s2, s3) ◦ v3

x (2.6b)

where, An(s1, s2, · · · , sn) and Bn(s1, s2, · · · , sn) are the Laplace transforms of the nth-

order Volterra kernels. From Fig. 2.6, a nodal equation at the drain node can be derived

as

iout = id − sCgd · vgd (2.7)

where, s can be s1, s1 + s2, or s1 + s2 + s3 depending on the non-linearity order. By

inserting (2.4), (2.5), (2.6a), and (2.6b) into (2.7), the Volterra kernels of iout(vx) can

be expressed in the manner of An(s1, s2, · · · , sn) and Bn(s1, s2, · · · , sn). Therefore, the

first step is to determine An(s1, s2, · · · , sn) and Bn(s1, s2, · · · , sn). The harmonic input

method will be used to calculate each Voterra kernel in (2.5) and (2.6) [48]. This method

is based on multitone excitation and solving the nodal equations in the frequency domain

at the sum of all input frequencies. The detailed procedure of deriving the Volterra

kernels is presented in Appendix A.

From (A.16), the high-side(2ω2− ω1) and low-side(2ω1− ω2) IM3 products can
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be derived.

C3(−jω1, jω2, jω2) = A2
1(jω2) · A1(−jω1)

×
[

1

g1 + g(j2ω2 − jω1)
· α(j2ω2 − jω1)

Zx(j2ω2 − jω1)

]
· ε(j∆ω, j2ω2) (2.8a)

C3(−jω2, jω1, jω1) = A2
1(jω1) · A1(−jω2)

×
[

1

g1 + g(j2ω1 − jω2)
· α(j2ω1 − jω2)

Zx(j2ω1 − jω2)

]
· ε(−j∆ω, j2ω1) (2.8b)

where A1(s) is the linear transfer function from vx to vgs and is the major factor defining

the IM3 amplitude level. Therefore, the effects of Cgd must be included in the calcula-

tion, since Cgd affects the linear transfer function directly. The resulting plots of (2.8)

along with the simulated results are shown in Fig. 2.7 for high-side IM3 and Fig. 2.8 for

low-side IM3, respectively. The test input tones with -30dBm power are at 1GHz(f1)

and 1GHz+∆f (f2), where ∆f is 1MHz and 50MHz. The CS amplifier considered in

the simulation and calculation has a cascode device, so that the loading impedance is

low. The plots show the IM3 products along with gate-source bias voltage from 0V to

0.9V. The important bias voltage range is between 0.45V to 0.55V, since the current

consumption in this range is 5-15mA and the |S11| is less than -10dB in that region.

As can be seen from Figs. 2.7 and 2.8, the high-side IM3 products exhibit higher

IM3 amplitude with larger ∆f , while the low-side IM3 shows lower IM3 amplitude with

larger ∆f . The maximum amplitude differences between high-side and low-side IM3

products with various ∆f ’s in the bias range of 0.45-0.55V are shown in Fig. 2.9. The

amplitude difference is determined by ε(∆jω, j2ω), since this is the only term that can

set the overall IM3 to be zero. By assuming ∆ωCgd ≈ ∆ωCgs ≈ 0 and ZS(jω)=jωLS

for the normal inductively degenerated CS amplifier case, ε(∆jω, j2ω) given in (A.15)

can be approximated by

ε(j∆ω, j2ω) ≈ g3 −
2

3
· g2

2 ·
[

2 · j∆ωLS

g1 · j∆ωLS + 1
+

1

g1 + g(j2ω)

]
(2.9)

where, g(jω) is given by (A.6a). To understand the root cause of the asymmetry, the

second term in the bracket of (2.9) has to be simplified. Assuming an inductively de-

generated CS amplifier, which has a cascode device and so the effects of ZL(jω) can be
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Figure 2.7: Calculated and simulated high-side(2ω2 − ω1) IM3 of CS amplifier. PIN =
−30dBm, f = 1GHz, Wg=500µm, Lg=60nm.
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Figure 2.8: Calculated and simulated low-side(2ω1 − ω2) IM3 of CS amplifier. PIN =
−30dBm, f = 1GHz, Wg=500µm, Lg=60nm.
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Figure 2.9: Calculated and simulated IM3 asymmetry of CS amplifier. PIN = −30dBm,
f = 1GHz, Wg=500µm, Lg=60nm.

ignored, the second term in the bracket of (2.9) can be approximated by (2.10).

1

g1 + g(jω)
≈

jωLS · (1 + Z1(jω) · jωCgd)

[g1 · jωLS + jωLS · jωCgs + 1] · [1 + Z1(jω) · jωCgd] + Z1(jω) · jωCgs

(2.10)

Inserting (2.10) into (2.9), the simplifed ε for high-side(2ω2−ω1) and low-side(2ω1−ω2)

IM3 can be expressed. The resulting plot is shown in Fig. 2.10, with the result from (2.8).

As can be seen, the simplified equation can be used to roughly predict the frequency

offset, where the maximum amplitude difference between high-side and low-side IM3

occurs, and the resulting amplitude difference.

By assuming 2ω2 ≈ 2ω1 for the case of ∆ω ≤ 50MHz, (2.10) can be the same for

both high-side and low-side. Therefore, the root cause of the asymmetry comes from the

amplitude difference of the imaginary portions of (2.9). The imaginary portions of (2.9)
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Figure 2.10: Comparison of CS amplifier aysmmetry; full calculation vs simplified cal-
culation vs simulation. PIN = −30dBm, f = 1GHz, Wg=500µm, Lg=60nm.

for the high-side and low-side can be expressed as

Im(ε(j∆ω, j2ω2)) =

− 2

3
· g2

2 ·
[

2 ·∆ωLS

1 + (g1 ·∆ωLS)2 + Im

(
1

g1 + g(j2ω)

)]
(2.11a)

Im(ε(−j∆ω, j2ω1)) =

− 2

3
· g2

2 ·
[ −2 ·∆ωLS

1 + (g1 ·∆ωLS)2 + Im

(
1

g1 + g(j2ω)

)]
(2.11b)

As can be seen from (2.11), the Im(ε) of (2.11a) exhibits a continuous amplitude in-

crease with larger frequency offset, while the Im(ε) of (2.11b) shows the characteris-

tic of |ax− b|, depending on the design parameters. It is clear that there would not

be any asymmetry if there was no contribution from the second-harmonic and the dif-

ference frequency, as explained in Section 2.1. The maximum asymmetry frequency

offset(∆ωmax) can be predicted by setting Im(ε) of (2.11b) to zero.

The asymmetry in the CS amplifier is caused by LS. The first terms of (2.11)

show the LS contribution. As is clear from (2.10), the second terms in the brackets

of (2.11) will be zero, if LS = 0.
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Figure 2.11: Common-Gate amplifier (a)simplified schematic (b)small-signal equivalent
circuit.

2.3 Common Gate (CG) Amplifier Volterra-Series Anal-

ysis and IM3 Asymmetry

A simplified CG amplifier schematic with its small-signal equivalent circuit is

shown in Fig. 2.11, where ZS can be the bias circuit or a choke. A complete set of

Volterra kernels for the CG amplifier has already been derived in [49]. But the method

used in [49] is based on a current approach with feedback theory. To be consistent with

the CS case, the complete derivation of the CG amplifier with the direct voltage method

is shown in Appendix B. As in the CS case in Section 2.2, the same assumptions are

applied to the CG case as well.

From (B.7), the high-side(2ω2−ω1) and low-side(2ω1−ω2) IM3 products of CG

amplifer can be shown to be

C3(−jω1, jω2, jω2) = A2
1(jω2) · A1(−jω1)

× [1 + g1 ·RS · A1(j2ω2 − jω1)] · ε(j∆ω, j2ω2) (2.12a)

C3(−jω2, jω1, jω1) = A2
1(jω1) · A1(−jω2)

× [1 + g1 ·RS · A1(j2ω1 − jω2)] · ε(−j∆ω, j2ω1) (2.12b)
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Figure 2.12: Calculated and simulated high-side(2ω2 − ω1) IM3 of CG amplifer. PIN =
−30dBm, f = 1GHz, Wg=160µm, Lg=60nm.

As in the CS amplifier case, A1(s) is the linear transfer function from vx to vgs=−vs and

is the major factor of defining the IM3 amplitude level. With the same test condition as

in the CS amplifier case, the resulting plots of (2.12) along with simulated results are

shown in Fig. 2.12 and Fig. 2.13.

As in the CS amplifier case, the asymmetry of the CG amplifier comes from

ε(∆jω, j2ω). With the assumptions of ∆ωCgs ≈ 0, RS ≈ g−1
1 , and ZS(jω) = jωLS,

(B.6) can be approximated for high-side(2ω2 − ω1) and low-side(2ω1 − ω2).

ε(j∆ω, j2ω2) ≈ g3 −
2

3
· g2

2·

×
(

2 · j∆ωLS

2g1 · j∆ωLS + 1
+

j2ω2LS

1− (2ω2)2CgsLS + 2g1 · j2ω2LS

)
(2.13a)

ε(−j∆ω, j2ω1) ≈ g3 −
2

3
· g2

2·

×
(
−2 · j∆ωLS

2g1 · j∆ωLS + 1
+

j2ω1LS

1− (2ω1)2CgsLS + 2g1 · j2ω1LS

)
(2.13b)

The plots of the amplitude difference between high-side and low-side IM3, along with
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simulated results, are shown in Fig. 2.14. The result predicted by the simplified model

is very accurate. Equation (2.13) suggests that the asymmetry in the CG amplifier can

be mitigated, if the bias choke inductor(LS) resonates with Cgs at the second harmonic

frequency of the input. Therefore, the optimum LS value in the CG case can be given by

LS,opt ≈
1

(2ω1)2 · Cgs

(2.14)

2.4 Linear LNA Design Example

Due to the high IIP3 requirement of the LNA, the conventional source degener-

ated CS LNA is not suitable. There are various ways of designing a highly linear CS

LNA, such as the modified derivative superposition method (MDS) [34] and the active

post-distortion method (APD) [33]. In this design, the APD method is chosen. With this

method, the complexity of the bias circuitry and the related input parasitic capacitance

can be reduced.

2.4.1 Input Impedance

The LNA has a low-linearity and a high-linearity mode of operation. The APD

method is used in the high-linearity mode to overcome the linearity issue in the STD test

case, but it is not used in the low-linearity case, because it slightly degrades the LNA

noise figure and effective transconductance.

The simplified schematic of the LNA is shown in Fig. 2.15. The inductor LS

is a source degeneration inductance and Ll is a load inductance. Transistors M1, M2,

M5, and M6 form the main signal path, while M3 and M4 act as IM3 cancellers. The

APD method is combined with source cross coupling to further improve the linearity

and IM3 asymmetry by increasing degeneration. The mode control between two states

is acheived by turning ON/OFF M3 and M4. The simplified half-equivalent circuit of

the LNA in the high-linearity mode is shown in Fig. 2.16. The input impedance in the

high-linearity mode is

Zin(jω) =
1

jω · Cgs,1 · [1− α(jω)] + jω · Cgd,1 · [1− β(jω)]
(2.15)
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Figure 2.15: Simplified schematic of the differential APD LNA.
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Figure 2.16: Simplified schematic of the differential APD LNA.

where

α(jω) ≈ jω · LS · [jω · Cgs,1 + gm,1]

1 + jω · LS · [jω · Cgs,1 + gm,1 + gm,3]
(2.16a)

β(jω) =
ZL(jω) · [jω · Cgd,1 − gm,1 · (1− α(jω))− gm,3 · α(jω)]

1 + ZL(jω) · [jω · Cgd,1 + gm,3]
(2.16b)

ZL(jω) =
1

jω · Cgs,5 + gm,5

(2.16c)

where gm,1 is the transconductance of the input FET, gm,3 is the transconductance of the

canceller FETs, gm,5 is the transconductance of the cascode FET, Cgs,1 is the gate-to-

source capacitance of the input FET, Cgd,1 is the gate-to-drain capacitance of the input

FET, and Cgs,5 is the gate-to-source capacitance of the cascode FET. Note that the input

impedance in the high-linearity mode is same as the low-linearity mode if gm,3 is set

to 0. The simulated and calculated input impedances of the LNA in both modes are

shown in Fig. 2.17, and the agreement is excellent. The impedance in the high-linearity

mode is higher than the low-linearity mode up to 1.5GHz. There are slight differences

between simulated and calculated values due to the additional parasitics related to the

nonlinearity canceller FETs.
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Figure 2.17: Calculated and simulated input impedance of the APD LNA in high/low-
linearity modes.
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Figure 2.18: Calculated and simulated effective transconductance of the APD LNA in
high/low-linearity modes.

2.4.2 Effective Transconductance

The effective transconductance of the LNA will differ in the low-linearity and

high-linearity modes. The effective transconductance in the two modes can be derived

from Fig. 2.16.

Gm(jω) ≈ gm,1

1 + gm,3 · ZL(jω)
· 1 + jω · LS · gm,3

1− ω2 · Cgs1 · LS + jω · LS · (gm,1 + gm,3)
(2.17)

In the derivation of (2.17), the effect of Cgd is ignored. The effective transconduc-

tance expression (2.17) can be used for the low-linearity mode assuming gm,3 = 0. The

first term of the right-hand side in (2.17) represents the gain loss using the APD method.

The second term represents the effect of the cross-coupled devices. It further reduces, by

means of the effective source degeneration boost, the overall transconductance. The sim-

ulated and calculated effective transconductance in both modes are shown in Fig. 2.18,
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Figure 2.19: Noise equivalent half-circuit of the differential APD LNA.

and the agreement is excellent. To show the effect of the cross-coupled devices, the

calculated effective transconductance of the case in [33], where there is no source cross-

couple, is plotted in same Figure. As expected, the effective transconductance is smaller

in the high-linearity mode and the cross-coupling boosts the source degeneration. As

described in [33], there is an optimum value of gm,3 to maximize IM3 cancellation. The

value of gm,3 , therefore, needs to be chosen to optimize the gain and linearity trade-off.

2.4.3 Noise Analysis

The high-linearity mode has a lower gain than the low-linearity mode, which

degrades the overall system noise figure. To calculate the amplifier noise figure, the

channel noise of the input FET will be considered to be the only noise source in the

LNA. The source noise transfer function can be derived, since the input impedance and

the effective transconductance are known from (2.15)- (2.17). With the assumption of

a single matching component(Lg), as shown in Fig. 2.19, the output noise, due to the

source is
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i2ns,o =

∣∣∣∣ Zin(jω)

RS + jω · Lg + Zin(jω)

∣∣∣∣2 ·G2
m(jω) · 4 · κ · T ·Rs ·B (2.18)

where ins,o is the output noise due to the source in either mode. Equation (2.18) applies

for both high-linearity and low-linearity modes with appropriate input impedance and

effective transconductance. The output noise due to the input FET channel noise is given

in (2.19).

i2nd,o =∣∣∣∣ 1− ω2Cgs,1 (LS + Lg) + jωCgs,1RS + 2jωLSgm,3 [1− ω2Cgs,1Lg + jωCgs,1RS]

∆(jω) (1 + gm,3ZL(jω)) + jωLSgm,3 [1− ω2Cgs,1Lg + gm,1ZL(jω) + jωCgs,1RS]

∣∣∣∣2
× i2nd (2.19)

where, ind is the channel noise. The derivation of (2.19) is shown in Appendix C. The

output noise due to the channel noise in the high-linearity mode is the same as in the

low-linearity mode once gm,3 is set to zero. From (2.15)- (2.19), the ratio of the noise

factors in the high-linearity and low-linearity mode for a fixed Ls and Lg is

FHL

FLL

=
1 + i2ndHL,o/i

2
nsHL,o

1 + i2ndLL,o/i
2
nsLL,o

(2.20)

The resulting plot of the noise figure ratio is shown in Fig. 2.20 with the solid line.

The difference between high linearity and low linearity is negligible in the US Cellular

band (869 894MHz), where the S11 is better than 10dB. The most important differ-

ence between the two modes is the distortion canceller noise, which will directly add

to the noise factor. The amount of the added noise due to distortion canceller noise

is approximately equal to the transconductance ratio between main path and auxiliary

path [33], and the noise transfer function of the nonlinearity canceller FETs is described

in Appendix C. The effect of the added canceller noise is plotted in Fig. 2.20 with the

dotted line. The canceller increases the noise figure by almost 0.1dB, which agrees with

the results in [33]. The NF difference becomes noticeable above 1GHz. From 1GHz

to 1.7GHz, the high-linearity mode noise is lowest, because the channel noise transfer

function is smaller than the low-linearity mode. Above 1.7GHz, the channel noise trans-

fer function in the high-linearity mode is higher than in the low-linearity mode, which

makes the noise performance worse.
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Figure 2.20: Calculated NF difference between HL and LL with/without canceller noise.
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2.4.4 Linearity Analysis

As explained in section 2.4.1, the input impedance will be different for the

schematic shown in Fig 2.15 compared to normal CS amplifier. The different input

impedance leads into different transfer function from source voltage (vx) to vgs, mean-

ing that A1, A2, and A3 will be changed. To simplify the analysis, the Cgd is assumed

to be ignorable. By following same procedure as in Appendix A with the equivalent

schematic shown in Fig. 2.19, the A1 of the cross-coupled APD LNA can be found.

A1,APD(s) =
1

gm1 + gAPD(s)
· 1 + sLs · gm4

sLs · [1 + (1/β) · (sCgs1Z1(s) + α + 1)]
(2.21)

where

gAPD(s) =
1 + sCgs1 · (Z1(s) + sLs)

sLs · [1 + (1/β) · (sCgs1Z1(s) + α + 1)]
, (2.22)

Z1(s) = sLg(s) + RS, α = gm1/gm5, and β = gm1/gm4. By assuming ∆ωCgs1 ≈ 0, the

expression as in (2.11) can be derived for the cross-coupled APD LNA.

Im(ε(j∆ω, j2ω2)) ≈

− 2

3
· g2

12 ·

 2 ·∆ωLS ·
[
1 + α+1

β

]
1 +

(
gm1 ·∆ωLS ·

[
1 + α+1

β

])2 + Im

(
1

gm1 + gAPD(j2ω)

) (2.23a)

Im(ε(−j∆ω, j2ω1)) ≈

− 2

3
· g2

12 ·

 −2 ·∆ωLS ·
[
1 + α+1

β

]
1 +

(
gm1 ·∆ωLS ·

[
1 + α+1

β

])2 + Im

(
1

gm1 + gAPD(j2ω)

) (2.23b)

where g12 is the coefficient of the second order distortion of the M1 device. With the

values for the α = 1.77 and β = 8 as in [33], it is clear that the effective Ls value is

increased. A larger Ls value means that the asymmetry peak point will move to smaller

∆f , like in CG amplifier case, so that the asymmetry at the Tx frequency offset can be

improved. A comparsion of asymmetry IM3 performance between normal CS LNA and

APD LNA is shown in Fig. 2.21.
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Solid : APD LNA
Dotted : CS LNA

Rx-Tx offset 
(45 MHz)

Figure 2.21: Asymmetry IM3 performance comparsion between CS and APD LNA.
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2.5 Conclusion and Discussion

In this chapter, the intermodulation asymmetry for the CS and CG MOSFET

amplifiers, operating in the weakly non-linear region, is analyzed. The root cause of

the asymmetry is identified as the second-harmonic and difference frequency effect,

caused by the band-pass response. The second harmonics and difference frequency of

the input tones, experiencing different amplitude and phase responses, are fedback to

the input and mixed with the fundamental tones via the device non-linearity, resulting

in asymmetry between high-side(2ω2 − ω1) and low-side(2ω1 − ω2) IM3. Graphical

explanations of the feedback paths for the CS and CG amplifiers are shown in Fig. 2.22.

For the CG amplifier case, the asymmetry can be reduced by resonating the input

capacitances with an inductor at the second harmonic frequency. In the CS amplifier,

the feedback through the source degeneration(LS), Cgd, and Cgd have to be minimized

to reduce the asymmetry.

In the narrowband case, the CS nonlinearity (2.9) and CG nonlinearity (2.13)

show the same general behavior. The main difference between the two is the much

larger LS value in the CG case. The IM3 asymmetry ratio of the CS and CG amplifiers

can both be expressed as a function of ∆ω, as can be seen from both (2.9) and (2.13),
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i.e. ∣∣∣∣ IM3(∆ω)

IM3(−∆ω)

∣∣∣∣ =

∣∣∣Re + j
(
c+ a·∆ω

1+(b·∆ω)2

)∣∣∣∣∣∣Re + j
(
c− a·∆ω

1+(b·∆ω)2

)∣∣∣ (2.24)

where, a = 2LS, b = g1LS for the CS and b = 2g1LS for the CG, c is mainly determined

by 2ω and LS, and Re is the real value of (2.9) and (2.13). Therefore, the asymmetry

ratio (2.24) increases as a function of ∆ω until the imaginary value of its denomina-

tor reaches zero, and the ratio then decreases at higher values of ∆ω. The maximum

asymmetry ratio (2.24) can be expressed by∣∣∣∣ IM3(∆ω)

IM3(−∆ω)

∣∣∣∣ =
|Re + j (2 · c)|

|Re| (2.25)

In the CG amplifier, the peak asymmetry ratio (2.24) happens at a lower ∆ω than the

CS amplifer, since the CG LS value is usually much larger than the CS LS value. This

is confirmed by comparing Fig. 2.9 and Fig. 2.14.

An example of highly linear LNA design is presented in this chapter. The effects

of using cross-coupled APD method are explained for input impedance, noise figure, and

linearity. The cross-coupled APD method increased the input impedance by effectively

increasing the degneration inductance value, so that the linearity is improved in high

linearity mode and the asymmetry IM3 at Tx frequency offset as well. This chapter has

been submitted for review for the following publication:

1. N. Kim, V. Aparin, and L. E. Larson, “Analysis of IM3 asymmetry in MOSFET

small-signal amplifiers,” submitted to IEEE Trans. Circuits Syst. I, Reg. Papers



Chapter 3

Highly Linear Resistively Degenerated

Passive Mixer

CMOS processes have been scaled to shorter gate lengths to improve overall area

and power consumption, while achieving higher unity gain frequency (ft). Even though

a shorter gate length is helpful for better radio frequency (RF) performance, it introduces

more flicker noise (1/f noise) [7,19,20,50]. Especially for narrowband wireless systems,

such as cellular systems, the 1/f noise seriously degrades NF performance.

There have been some efforts to improve 1/f noise performance of active mixers

[51–53]. A PMOS switching pair, rather than an NMOS switching pair, is reported

in [51]. A method of flicker noise cancellation is introduced in [52]. Another way

to mitigate 1/f noise is by adopting longer channel length devices, since 1/f noise is

inversely proportional to the channel length [54]. But using non-minimum channel

length FETs will introduce other problems. The parasitic capacitance associated with

the gate will be increased, degrading RF gain and noise performance [55].

The best way to alleviate the 1/f noise contribution is to have zero DC current

flowing in the switching core [56]. This leads to a passive mixer application. There are

several drawbacks to the use of a passive mixer. The well-known characteristic of poor

thermal noise performance is the main concern [57].

This chapter describes wideband operation of a passive mixer with low NF and

highly linear performance, while consuming 10mW from a 2V supply. Section 3.1 re-

views the conventional passive CMOS mixer architecture and related issues. Section 3.2

52
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Figure 3.1: Conventional passive mixer.

introduces and analyzes an improved resistively degenerated passive mixer topology.

Section 3.3 describes individual block design. Section 3.4 presents measured results.

Section 3.5 concludes this chapter.

3.1 Conventional CMOS Passive Mixer Design

There have been many publications using a passive mixer architecture to avoid

1/f noise issues [58–65]. The most common CMOS passive mixer architecture employs

a ”current input and current output” approach, with a TIA output stage to provide a low

impedance at the mixer output, as shown in Fig. 3.1 [62]. This approach will exhibit a

high NF due to conversion loss and well-known TIA noise amplification [58], i.e.

v2
no,TIA =

(
1 +

2 ·RTIA

RMix

)2

· v2
ni,TIA (3.1)

where, vno,TIA is the TIA output noise voltage due to the noise generated by the TIA,

vni,TIA is the input referred TIA noise voltage, RTIA is the feedback resistance of the
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Figure 3.2: Equivalent circuit for RMix calculation for dual channel mixer.
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TIA stage and RMix is the equivalent mixer output resistance.

As can be seen from (3.1), RMix needs to be as high as possible to reduce noise

amplification of the TIA input referred noise.

The mixer equivalent circuit, used to calculate RMix, which is a function of the

switched-parasitic capacitance and mixer turn-on resistance, is shown in Fig. 3.2. When

the mixer switch is operating, the time domain response of an input voltage step on the

parasitic capacitances would be,

VC(t) ∼= Vstep ·
(

1− e
−t

α·(Cp1+Cp2)·β·Ron

)
(3.2)

and the charge stored on the parasitic capacitances will be

QC(TLO) = α · (Cp1 + Cp2) · Vstep ·
(

1− e
−TLO

α·(Cp1+Cp2)·β·Ron

)
(3.3)

where, Cp1 is the parasitic capacitance from the output stage of the preceding Gm stage,

Cp2 is the parasitic capacitance from the mixer cores, Ron is the turn-on resistance of

each mixer FET, α is the capacitance multiplication factor, which is two for a single-

channel and four for a dual-channel (I/Q) in a doubly-balanced mixer, and β is a re-

sistance multiplication factor (two), which is coming from two series switches in the

switched-capacitor. The capacitance multiplication factor (α) arises from the parallel

connection of the FETs in the doubly-balanced mixer. For an I/Q mixer, there are four

parallel connections. From (3.3), the equivalent mixer output resistance, which can be

expressed as a switched-capacitor resistance [66], is

RMix =

[
fLO · α · (Cp1 + Cp2) ·

(
1− e

−TLO

α·(Cp1+Cp2)·β·Ron

)]−1

(3.4)

For example, with 500fF of total parasitic capacitance and 2GHz operation, RMix would

be 250Ω for a doubly-balanced mixer in a dual channel application.

The mixer voltage gain can be estimated by

Av ≈ Gm ·
2

π
·RTIA (3.5)

where, Gm is the transconductance of the preceding stage, and 2/π is the switching

efficiency. For example, to obtain 25-35dB of gain with 20mS of transconductance,
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RTIA is calculated to be 2-5kΩ and the TIA noise will be amplified by a factor of 80-

440 from (3.1). This factor could be reduced by moving to a smaller value of RTIA, but

this is problematic because,

• A smaller resistance results in a larger overall chip area, since the TIA feedback

capacitance needs to be increased to maintain the same pole location.

• A larger capacitance will require a higher output current from the TIA, since the

current requirement is proportional to the capacitance.

• A smaller resistance leads to a lower gain from (3.5).

Therefore, designing a very low noise TIA stage would be challenging, while simultane-

ously maintaining low power consumption and a small die area using the conventional

approach. The next Section presents an improved mixer approach that minimizes this

limitation.

3.2 Resistively Degenerated Passive Mixer

To avoid TIA noise amplification, the previous Section showed that it is essential

to obtain a high mixer output impedance. But the output impedance of the mixer is

limited by the operating frequency and parasitic capacitance, from (3.4). The proposed

improved passive mixer with added resistance Rdeg is shown in Fig. 3.3. The difference

between the conventional and proposed passive mixer is illustrated in Fig. 3.4.

3.2.1 Increased Output Impedance

The proposed passive mixer can provide a higher equivalent mixer resistance by

separating the parasitic capacitance of theGm stage and mixer core. Then the equivalent
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Figure 3.3: Proposed resistively degenerated passive mixer.
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(a) Conventional Passive Mixer

(c) Source degenerated Passive Mixer

(b) Equivalent Circuit

(d) Equivalent Circuit

Figure 3.4: Difference between conventional and proposed mixer (a)conventional
passive mixer (b)conventional passive mixer output impedance equivalent circuit
(c)proposed resistively degenerated passive mixer (d)proposed mixer output impedance
equivalent circuit.



59

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

200

400

600

800

1000

1200

1400

1600

0 500 1000 1500 2000

N
oi

se
 A

m
p.

 F
ac

to
r R

at
io

(  
 )

M
ix

er
 O

ut
pu

t I
m

pe
da

nc
e 

[O
hm

]

Degeneration Resistance [Ohm]

Sim. Rout

Cal. Rout

Sim. 

Cal. 
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resistance can be modified from (3.4) to be

RMix(Rdeg) = [fLO · α · [Cp1 ·
(

1− e
−TLO

α·Cp1·β·(Ron+Rdeg)

)

+Cp2 ·
(

1− e
−TLO

α·Cp2·β·Ron

)]]−1

(3.6)

As can be seen from (3.6), the equivalent mixer output resistance is increased by in-

serting Rdeg. Usually, the parasitic capactiance(Cp1) from the preceding Gm stage is

larger than the mixer core parasitic(Cp2), since the size of the mixer core is relatively

small compared to the Gm stage due to speed considerations. Therefore, RMix can be

boosted if the effect of Cp1 can be minimized. Assuming the time constant formed by

Cp1 and Ron+Rdeg is larger than the LO period, Cp1 can be neglected and (3.6) can be

approximated by

RMix(Rdeg) ≈
[
fLO · α · Cp2 ·

(
1− e

−TLO
α·Cp2·β·Ron

)]−1

(3.7)

The noise amplification factor ratio(η) can be defined as the ratio of the proposed

mixer’s TIA noise amplification factor compared to that of the conventional mixer, i.e.

η(Rdeg) =

(
1 +

2 ·RTIA

RMix(Rdeg)

)2

/

(
1 +

2 ·RTIA

RMix(0)

)2

(3.8)
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Figure 3.6: Equivalent circuit diagram for IM2 calculation (a) full mixer model (b) sim-
plified equivalent circuit.

Simulated and calculated results for the mixer output impedance and the TIA noise

amplification factor ratio(η) are shown in Fig. 3.5. A 3.5kΩ feedback resistance(RTIA)

value is used to calculate η. As expected from (3.7), and shown in Fig. 3.5, the output

impedance of the proposed passive mixer saturates at value detemined by (3.7) when

Rdeg is increased. The η decreases rapidly with increasing Rdeg, and reaches a limit

when Rdeg ≥ 500Ω.

3.2.2 Improved IIP2 Performance

Another issue is that the RF current from the preceding Gm stage cannot be

split with perfect balance between the two paths of the mixer, due to mismatches in

the mixer cores. This effect will cause strong second-order distortion in passive mixers

[67]. By adding Rdeg, the current split can be better balanced(improving the second-

order distortion), since a polysilicon resistor can be made with a large aspect ratio and

excellent matching, which will reduce the overall resistance mismatch. Therefore, the
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total resistance seen by the RF source at the mixer input would be proportional to Ron +

Rdeg. The variation of the total resistance can be smaller than a conventional passive

mixer if Ron < Rdeg.

A simplified first-order equivalent circuit used to calculate the IM2 product is

shown in Fig. 3.6. In Fig. 3.6(a), the model assumes an ideal switch for the passive

mixer, with turn-on resistance (Ron) followed by a weakly nonlinear conductance, where

the nonlinearity coefficient can be considered only up to 3rd order (g1, g2, g3) [47].

The output drain-to-source conductance (gds) and parasitic capacitance (Cp1) models the

output of the Gm stage. The FET mismatch between the two paths is modeled as a turn-

on resistance difference (∆Ron) [67] and the degeneration resistor mismatch is ∆Rdeg.

There is another nonlinear effect due to the finite rise and fall time difference, and the

non-ideal duty-cycle of the LO [67]. But for this simplified analysis, an ideal 50% duty

cycle non-overlapping rectangular waveform is assumed. Using Fig. 3.6(a), it can be

shown that the leaked direct IM2 distortion at ω1 − ω2, due to the mismatch, dominates

the frequency translated IM2 at ωLO−ω1−ωLO +ω2 and ωLO +ω1−ωLO−ω2. Based

on this, along with the assumption of a non-overlapping rectangular LO waveform, the

nonlinear model of the passive mixer for a single side (positive or negative) can be

modeled as in Fig. 3.6(b), where the nonlinear conductance is modeled as a voltage-

controlled current source. The linear degeneration resistance can be combined with the

nonlinear coefficient of the switch to be expressed as

imix(vo) = g1 · vo + g2 · v2
o + g3 · v3

o (3.9)

The mismatch between the positive and negative sides of the mixer can be modeled by

g1p =
1

Rdeg +Ron

(3.10a)

g1n =
1

Rdeg + ∆Rdeg +Ron + ∆Ron

(3.10b)

The nonlinear voltage (vo(iin)) and output current (io(iin)) can be expressed as a Volterra

Series, which is a function of the input current [47],

vo(iin) = A1(s) ◦ iin + A2(s1, s2) ◦ i2in + A3(s1, s2, s3) ◦ i3in (3.11a)

io(iin) = C1(s) ◦ iin + C2(s1, s2) ◦ i2in + C3(s1, s2, s3) ◦ i3in (3.11b)
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where An(s1, s2, · · · , sn)) and Cn(s1, s2, · · · , sn)) are the Laplace transforms of the n-th

order Volterra kernels. For the IM2 calculation, only the second-order Volterra kernel

(C2(s1, s2)) needs to be calculated. Using the nodal equation and excitation method in

[47], and assuming ω1 ≈ ω2 ≈ ω3 and ∆ω(= ω1 − ω2) ≈ 0, the second-order Volterra

kernels for each mixer branch are

C2p(jω1,−jω2) =
g1p

g1p + gds

·
(

g2p

(g1p + gds)
2 + (ω1 · Cp1)2

)
(3.12a)

C2n(jω1,−jω2) =
g1n

g1n + gds

·
(

g2n

(g1n + gds)
2 + (ω1 · Cp1)2

)
(3.12b)

From (3.12), the differential second-order Volterra kenel (which determines the IM2) is

given by

C2,diff(jω1,−jω2) =

[
g1p

g1p + gds

·
(

g2p

(g1p + gds)
2 + (ω1 · Cp1)2

)

− g1n

g1n + gds

·
(

g2n

(g1n + gds)
2 + (ω1 · Cp1)2

)]
(3.13)
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This result can be used to predict the improvement in IM2 as a function of Rdeg and

a given mismatch. The predicted and simulated improvement of IM2 as a function of

Rdeg is plotted in Fig. 3.7. The turn-on resistance mismatch is assumed to be 1% for

median device size [68], and the Rdeg mismatch is assumed to be 0.1%. As can be seen,

the trends in the calculated IM2 improvement in (3.13) agree well with the trends in the

simulated improvement, and clearly demonstrates the improvement in IM2 with the new

approach, when the degeneration resistance is larger than 400Ω.

3.2.3 Limitation of Using Large Degeneration Resistance (Rdeg)

Even though the degeneration resistance(Rdeg) is helpful for improving NF and

IIP2 performance, the value of degeneration resistance cannot be increased indefinitley

due to following reasons.

• The signal path gain will decrease with larger Rdeg, since the RF current enter-

ing the mixer from the Gm stage will be decreased, due to higher mixer input

impedance (Ron+Rdeg).

• The extra resistor in the RF path can generate a large signal swing at the mixer

input and degrade linearity.

• The degeneration resistor itself generates additional thermal noise, with a larger

resistance value.

Therefore, there is an optimum Rdeg value based on the preceding Gm stage output

impedance and the mixer core turn-on resistance. The design procedure to choose the

optimum Rdeg value will be discussed in the next Section.

3.3 Mixer Design

The complete simplified mixer schematic is shown in Fig. 3.8. It consists of an

input transconductance stage, the resistively degenerated passive mixer core, and a TIA.
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Gm Stage Mixer TIA

Figure 3.8: Simplified schematic diagram of the mixer.
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Figure 3.9: Simplified schematic of the transconductance stage.

3.3.1 Transconductance Stage

The transconductance (Gm) stage converts the RF input voltage to current. Due

to the wideband (1.55G-2.2GHz) operation requirement, the input stage is designed with

a Common Gate (CG) topology. The CG input stage can provide wideband operation,

due to its resistive input impedance, but there is a NF penalty. To improve the NF

performance of the CG stage, the cross-coupled method is used [69]. But the cross-

coupled method can boost the Gm by only a factor of two at best.

The Gm can be boosted further with a current reuse complementary input stage,
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, ,

-1

Figure 3.10: Equivalent schematic of the transconductance stage used to calculate input
impedance and effective transconductance.

and back-gate connection, as shown in Fig. 3.9. TransistorM1 andM2 provide transcon-

ductance and input matching, Mp1 and Mp2 are input PFET transistors, which provide

additional transconductance without consuming extra current, Cc is an input cross-

coupling capacitor, Rf is a self-bias resistor for the PFETs, and L1 is the bias choke

inductor. The half equivalent circuit of the Gm stage is shown in Fig. 3.10. From

Fig. 3.10, it can be shown that the input impedance of the proposed Gm stage is

Zin(jω) =
1

[1− A] · [gm,n + jωCgs,n] + [1 + A] · jωCc

(3.14)

where, gm,n is the transconductance of the NFET, Cgs,n is the gate-to-source capacitance

of the NFET, Cgs,p is the gate-to-source capacitance of the PFET, Cc is the coupling

capactiance from the negative input side, and A is the voltage transfer function from the

input to the gate of the NFET and PFET and is given by

A ∼= − Cc − Cgs,n

Cgs,n + Cgs,p + Cc

(3.15)

If Cc is zero, A becomes positive, which means that the gate voltage will have a portion

of the source voltage superimposed on it, which will degrade the transconductance.

However, assuming Cc is very large, then, A ≈ −1 and Zin(jω) is

Zin(jω) ≈ 1

2 · [gm,n + jωCgs,n]
(3.16)

It is clear from (3.16) that the transconductance and input capacitance is increased by a
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Figure 3.11: Calculated and simulated NF of transconductance stage at 2GHz.

factor of two. The total transconductance (Gm,eff) of the Gm stage is therefore,

Gm,eff ≈ gm,n · [1− A]− gm,p · A (3.17)

With the assumption of infinite Cc and gm,n ≈ gm,p, the Gm,eff can be three times the

conventional CG stage [70].

Neglecting the FET gate induced noise for FETs and assuming an input matching

condition ofRs ≈ 1/ (gm,n · (1− A)), the noise factor of the proposed transconductance

stage can be expressed as

FGm = 1 +
γ · (gd0,n + 4 · gd0,p)

gm,n ·
(

1
1−A − 4 · A

) (3.18)

where, γ is bias dependent constant, which is usually 2/3 for long-channel device [20],

and gd0 is drain-source conductance at VDS=0. Equation (3.18) can be modified further,

if gd0,n ≈ gd0,p,

FGm ≈ 1 + 5 · γ gd0,n

gm,n

· 1
1

1−A − 4 · A (3.19)
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The calculated and simulated noise figure of transconductance stage is shown in Fig. 3.11,

where γ =2 is used to account for the short-channel device effect [20]. As can be seen,

the calculated and simulated values agree well and the noise factor of the CG transcon-

ductance stage can be significantly improved.

The coupling capacitor at the output of the Gm stage is used to block any low-

frequency IM2 components and low-frequency noise from the transconductance stage

from reaching the mixer core.

3.3.2 Mixer Core Stage

Due to the superior noise and IIP2 performance compared to the conventional

mixer, as explained in Section III, the resistively degenerated passive mixer is used as

the mixer core structure. Thanks to the use of a triple-well process, the back-gate of

the switching core is biased at the same voltage as the source node to minimize the

body effect. As mentioned in Section III, the degeneration resistance value needs to be

optimized for best NF and gain performance. The overall gain of the mixer, as a function

of Rdeg, from the transconductance stage input to the TIA output is

G(Rdeg) ≈ 2

π
· Gm,eff ·

∣∣∣∣ 4 · Zout

Rdeg +Ron + 4 · Zout

∣∣∣∣ ·RTIA (3.20)

where, Zout is the output impedance of the transconductance stage at the input frequency

with parasitic capacitance(Cp1), which is assumed to be 80% of total parasitic capaci-

tance, and the factor of four comes from the four parallel connections of the passive

mixers in an I/Q doubly balanced mixer. .

The noise factor ratio (F(Rdeg)/F(0), the ratio of the mixer noise factor with

and without degeneration resistance) of the complete mixer can be derived using noise

equivalent circuit, as shown in Fig. 3.12. The noise from the transconductance stage is

assumed to be the same for both conventional and degenerated passive mixers. The v2
s

represents the source and input referred transconductance noise. The output noise due

to v2
s can be expressed as

v2
s,out = v2

s · |G(Rdeg)|2 (3.21)

where, G(Rdeg) is given by (3.20).
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Figure 3.12: Simplified noise equivalent circuit.

The TIA noise(v2
n) at the output is

v2
n,out = v2

n ·
[
1 +

2 ·RTIA

RMix(Rdeg)

]2

= v2
n · ε(Rdeg) (3.22)

Assuming Ron << Rdeg, which is the case here since Ron = 30Ω and Rdeg =

600Ω, the noise contribution due to Ron can be ignored. The noise current from Rdeg

and RTIA are given by

i2Rdeg,out =
4 · kT ·∆f

Rdeg

·
∣∣∣∣ 2 ·RTIA

1 + jω · CTIA ·RTIA

∣∣∣∣2 (3.23a)

i2RTIA,out =
4 · kT ·∆f
RTIA

·
∣∣∣∣ 2 ·RTIA

1 + jω · CTIA ·RTIA

∣∣∣∣2 (3.23b)

and the transimpedance stage is given by

ZTIA(jω) =
2 ·RTIA

1 + jω · CTIA ·RTIA

(3.24)

The noise factor without the degeneration resistance is

F (Rdeg = 0) =
v2

s · |G(0)|2 + i2RTIA
· |ZTIA|2 + v2

n · ε(0)

v2
s · |G(0)|2

(3.25)

and the noise factor with degeneration resistance is

F (Rdeg) =
v2

s · |G(Rdeg)|2 +
[
i2RTIA

+ i2Rdeg

]
· |ZTIA|2 + v2

n · ε(Rdeg)

v2
s · |G(Rdeg)|2

(3.26)
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Figure 3.13: Calculated and simulated total gain and noise factor ratio of the mixer at
2GHz.

The noise factor ratio(Fr(Rdeg)) is defined as F (Rdeg)/F (0) and is given by

Fr(Rdeg) =
v2

s · |G(Rdeg)|2 +
[
i2Rdeg

+ i2RTIA

]
· |ZTIA|2 + v2

n · ε(Rdeg)

|G(Rdeg)|2
|G(0)|2 ·

[
v2

s · |G(0)|2 + i2RTIA
· |ZTIA|2 + v2

n · ε(0)
] (3.27)

where, ε(Rdeg) is defined by

ε(Rdeg) =

(
1 +

2 ·RTIA

RMix(Rdeg)

)2

(3.28)

In the derivation of (3.27), the noise contribution of the switch core is ignored due to

a small average turn-on resistance [71]. The overall gain and noise factor ratio, with

various values of Rdeg, are plotted in Fig. 3.13 with simulated values for comparison

purpose. The optimal Rdeg is between 300Ω and 600Ω, where the NF is minimized

but the gain is still acceptable. The IIP3 performance of mixer switching core itself is

simulated and the result is shown in Fig. 3.14, which demonstrates the improvement

with the added degeneration resistance. A degeneration resistance of 600Ω was chosen,
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based on simulation results. The simulated noise contributions with and without the

600Ω of degeneration resistance are shown in Fig. 3.15. As can be seen, the noise

contribution of the TIA stage is reduced to less than 35% of the total, compared to

70% without the degeneration resistance. The total integrated output noise voltage over

1MHz bandwidth is 6.8×10−9V 2 without degeneration resistance and 1×10−9V 2 with

degeneration resistance, respectively.

3.3.3 Transimpedance Stage

The TIA stage serves as a mixer load, current-to-voltage converter, and anti-

aliasing filter for the following stage. The active-RC TIA stage will provide a very

low impedance at the mixer output, so that nearly all the current from the mixer core

flows into the feedback RC. This ensures highly linear mixer operation, since the mixer

encounters a small voltage swing [59]. But this assumption is only true when the op-

erational transconductance amplifier (OTA) has sufficient gain at the highest possible

frequency. The noise from the TIA stage also has to be small, so as to not corrupt the

overall NF of the mixer, as explained in previous sections. The flicker noise from the

TIA is the dominant noise contributor in narrow-band communication systems. There-

fore, the area of the TIA input FETs needs to be large. But this requirement will increase

the input parasitic capacitance. The TIA transfer function can be derived from Fig. 3.16.

In Fig. 3.16(a),

iin = jω · Cgs · va +
va − vout

Zf(jω)
(3.29a)

va − vout

Zf(jω)
=
vout + va · A(jω)

Zout(jω)
(3.29b)

where, Cgs is the input parasitic capacitance of the OTA, Zout is the output impedance

of the OTA, Zf is the feedback impedance of TIA, and A(jω) is the OTA open-loop

voltage gain. The OTA is assumed to be a compensated two-stage amplifier, where Cc

is the compensation capacitance, and shown in Fig. 3.16(b). The output impedance of

the OTA is

Zout(jω) =
Zout2(jω)

1 + jω·Cc·Zout2(jω)·[1+gm2·Zout1(jω)]
1+jω·Cc·Zout1(jω)

(3.30)
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Figure 3.16: Effect of the OTA non-ideality on TIA transfer function. (a)Non-ideal TIA
model including finite gain, input parasitic capacitance, and finite output impedance (b)
Two-stage OTA equivalent circuit.
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where, Zout1(jω) = (gds1 + jω · Cout1)−1 and Zout2(jω) = (gds2 + jω · Cout2)−1. By

inserting (3.30) and (3.29b) into (3.29a), the TIA transfer function(vout/iin) is

HTIA(jω) =
Zout(jω)− Zf(jω) · A(jω)

jω · Cgs · [Zout(jω) + Zf(jω)] + A(jω) + 1
(3.31)

The calculated and simulated transimpedance of the TIA are plotted in Fig. 3.17 as a

function of the input frequency, with different values of Cgs. It is shown that increas-

ing Cgs moves the out-of-band peaking to a lower frequency and reduces filtering. This

could be a significant problem depending on the application. For most Cellular applica-

tions, gain peaking above 100MHz is tolerable, since the Tx leakage will be at an offset

of 45MHz or 80MHz, for Cellular and PCS bands, respectively.

3.4 Measured results

The downconverter was fabricated in a 0.18µm Si CMOS 5M1P process, and a

chip microphotograph is shown in Fig. 3.18. The downconverter is part of a direct con-
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Figure 3.18: Chip microphotograph.
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Figure 3.19: Receiver block diagram; shadowed area is this design.

version receiver system with an inter-stage SAW filter between the LNA and mixer.The

block diagram of the receiver is shown in Fig. 3.19. All the measurements are done at

the mixer input port, since the LNA can be bypassed. The input matching condition

is measured with a Network Analyzer, and is shown in Fig. 3.20. The matching is

done with single series inductor for each positive and negative input. As can be seen,

the -10dB S11 input matching bandwidth is from 1.35GHz to 2.3GHz. The difference

between the measured and simulated result is due to the higher parasitics of the test

socket. To measure multiple devices, the evaluation board adopted a test socket, which

has larger parasitic inductance and capacitance compared to a solder down board. The

gain and NF performance are measured from 1.55GHz to 2.3GHz. The noise perfor-

mance is measured using the Excess Noise Ratio (ENR) method [72]. The ENR used in

the measurement was 20dB and the output noise power spectrum is measured at base-

band with a Vector Signal Analyzer (VSA). The measured noise performance shows less

than 9.5dB of DSB NF across the band. A large-signal noise figure, or so-called block-

ing noise figure, is defined as the noise figure in the presence of a large blocking/jammer

signal. The noise performance in this situation is usually dominated by reciprocal mix-

ing [19]. The close-in jammer signal at the mixer input can be as large as -16dBm in a
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CDMA system, since the jammer level at the LNA input is -30dBm with 15dB of LNA

power gain, followed by 1dB loss in the SAW filter [18]. With the assumption of -75dBc

of integrated phase noise from the VCO and a -16dBm jammer, the large-signal noise

figure of the mixer can be calculated

NFLS = 10 · log10

(
1 +

103 · kT ·B · 10
NFmixer

10 + 10
Pphase+Pj

10

103 · kT ·B

)
(3.32)

where, NFLS is large-signal noise figure, k is Boltzmann’s constant, T is absolute

temperature, B is bandwidth(1.23MHz in a CDMA system), NFmixer is noise figure of

mixer, Pphase is the integrated phase noise, and Pj is the jammer power. From (3.32), it

can be shown that the large-signal noise figure is 22dB with -16dBm of jammer power,

-75dBc of integrated phase noise, and 0dB mixer noise figure. Even with 15dB of mixer

noise figure, which is increased from the original NF due to the jammer, it will affect the

large-signal noise figure by 0.8dB only. The large-signal noise figure was measured and

no outstanding noise figure degradation was observed. The 1/f noise corner frequency of

the mixer is approximately 50kHz. Gain is measured with a single tone input at 150kHz

(IF) offset from the LO frequency, and is greater than 22dB. The measured gain and



79

40

45

50

55

60

65

70

75

80

85

90

1.55 1.6 1.65 1.7 1.75 1.8 1.85 1.9 1.95 2 2.05 2.1 2.15 2.2 2.25 2.3

II
P 2

[d
Bm

]

Frequency [GHz]
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NF performances are shown in Fig. 3.21 along with simulated results. The agreement

between measured and simulated NF is excellent from 1.75GHz to 2.2GHz. At the low

and high frequency edge, the deviation becomes larger due to the additional parasitic

effects from the socket. The gain agreement between measured and simulated values

are excellent.

The measured IIP2 performance across the band is shown in Fig. 3.22. Two -

30dBm input tones at 5MHz and 5.21MHz offset from the LO frequency are used. The

resulting IM2 component will be at 210kHz. The IIP2 performance over the band(from

1.55GHz to 2.3GHz) is greater than 50dBm without calibration for more than five mea-

sured devices. Each device is presented with different markers in Fig. 3.22. The solid

line presents a reference +60dBm IIP2. As can be seen, the designed mixer shows better

than +60dBm of un-calibrated IIP2 performance for US PCS band(1.93-1.99GHz) and

IMT band(2.11-2.17GHz). In an earlier paper [66], the IIP2 performance is reported for

US PCS band only. The IM2 power with input power swept from -32dBm to -24dBm
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at 2GHz LO frequency is measured, and shown in Fig. 3.23. Again, seven different

devices are measured and each device is depicted with different lines in Fig. 3.23.

The IIP3 performance is measured and shown to be better than 7dBm over the

band. Two -30dBm inputs at 1.25MHz and 2.05MHz offset from the LO frequency

are used. The resulting IM3 component will be at 450kHz, which is in-band. The

measured IIP3 results over the band are shown in Fig. 3.24. The IM3 power and P1dB

performances at 2GHz are measured and shown in Fig. 3.25. The P1dB is -12dBm. The

mixer starts to show heavily nonlinear behavior at -18dBm of input power.

The Residual side-band (RSB) performance, representing the I and Q channel

balance, is measured, and is better than 35dB.

The performance summary for the mixer is summarized in Table 3.1. The current

consumption is 5mA for both I/Q channels including the TIA stage from a 2V power
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Table 3.1: Degenerated Passive Mixer Measurement Results
Performances Measurement Unit
Frequency 1.55-2.3 GHz
S11 ≤ -10 dB
Gain 22.5-25 dB
Noise Figure 7.7-9.5 dB
IIP2 ≥ 60a dBm
IIP3 ≥ 7 dBm
LO leakage ≤ -90 dBm
Input P1dB -12 dBm
Power 10(mixer+TIA) mW
Technology 0.18µm CMOS

aat 2GHz, un-calibrated

supply.

3.5 Conclusion

An improved resistively degenerated wide-bandwidth (1.55GHz-2.2GHz) pas-

sive downconverter is introduced and analyzed. The circuit includes an input transcon-

ductance stage, a resistively degenerated passive mixer, and a TIA.

The complementary input gm boosting method is used in addition to cross-

coupled inputs to increase the effective gm. A degeneration resistance is added to a

conventional passive mixer, and we demonstrate that this leads to improved NF and

IIP2 performance. The analytical results show good agreement with simulated results,

and design guidelines are proposed for minimizing noise and distortion in the circuit.

Thanks to the proposed architecture, the fabricated passive mixer shows a low noise fig-

ure of less than 9.5dB with more than +50dBm of un-calibrated IIP2 performance. This

chapter has been published in part in the following publications:

1. N. Kim, V. Aparin, and L. E. Larson, “A resistively degenerated wide-band passive

mixer with low noise figure and +60dBm IIP2 in 0.18µm CMOS,” Proc. IEEE RF

Integrated Circuits Symp., RFIC, 2008, pp. 185-188.

2. N. Kim, V. Aparin, and L. E. Larson, “A resistvely degenerated wideband passive
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mixer with low noise figure and high IIP2,” IEEE Trans. Microw. Theory Tech.,

vol. 58, no. 4, pp. 820-830, Apr. 2010



Chapter 4

SAW-less Receiver with Highly Linear

Embedded Filtering Passive Mixer

To avoid TB and Tx IM2 issues in a SAW-less receiver, the leaked Tx signal

should be rejected before the mixer, as it is explained in chapter 1. As introduced in

chapter 1, there are some non-SAW methods of rejecting the Tx signal. But practical

issues prevent these methods from being used widely. A new Tx rejection method,

known as an embedded filtering passive (EFP) mixer, is introduced in this chapter, which

requires no additional inductance nor active circuits. Though this method provides Tx

rejection, it still requires a highly linear LNA due to the TB performance specification.

In a SAW-less receiver, the mixer becomes the critical component in terms of

the linearity performance of the receiver. Both sensitivity and STD performance can be

degraded if the linearity performance of the mixer is poor. In addition, the phase noise

requirement of the VCO at the jammer offset becomes more stringent. Therefore, the

overall area and power consumption of the receiver has to be increased due to the VCO

phase noise requirement.

The flicker noise (1/f) of the mixer can corrupt the integrated noise, but the pas-

sive mixer will not introduce significant flicker noise, since there is no dc current [54].

A current output passive mixer has well-known transimpedance amplifier (TIA) noise

amplification issues [58]. The noise amplification problem can be overcome by in-

creasing the output impedance of the mixer. The mixer output impedance seen by the

TIA is dominated by the switched-capacitor resistance, operating at LO frequency. The
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switched-capacitor resistance is inversely proportional to the operating frequency and

the switched-capacitor value. A large portion of the capacitance is from the LNA out-

put stage. Therefore, the mixer output impedance can be increased if the capacitance

associated with LNA output can be removed. The method described in chapter 3 is use-

ful when a non-inductive load is used at the LNA output. In chapter 3, a degeneration

resistance is used to effectively reduce the parasitic capacitance. But the parasitic capac-

itance associated with the LNA output can also be tuned out in an inductive load LNA,

due to LC resonance. Therefore, the noise amplification issue will not be significant, if

the LNA uses an inductive load.

The low impedance of the mixer input ensures that the RF current flows to the

mixer input with minimal loss. Hence, there will be almost no voltage signal swing at

the LNA output due to the low impedance provided by the mixer. The nonlinearity of

the mixer plays a role after the Tx signal is down-converted.

4.1 Problem of Conventional CMOS Passive Mixer +

TIA Design

One of the problems of using a conventional passive mixer with a TIA at the

output is illustrated in Fig. 4.2. At a relatively high downconverted IF frequency (like

Tx signal), the finite OTA gain-bandwidth causes a large signal swing at the TIA input,

which introduces nonlinearity from both the mixer and the TIA.

In addition, the finite OTA gain-bandwidth and non-zero output impedance cre-

ates out-of-band gain peaking, as explained in chapter 3. This out-of-band peaking

reduces the Tx filtering and causes additional TB contribution from TIA stage in a SAW-

less receiver. These issues will be worse if the parasitic input capacitance of the OTA

is large, but the input capacitance cannot be easily reduced in narrow-band communica-

tion systems, due to the flicker noise issue. The non-ideal transimpedance function are

derived in chapter 3 and are given in Equation (3.31). The input impedance of the TIA
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Figure 4.1: TIA non-ideal input impedance issue.

can be given as

Zin,TIA(jω) =
Zout(jω) + Zf(jω)

jω · Cgs · [Zout(jω) + Zf(jω)] + A(jω) + 1
(4.1)

The non-ideal transimpedance effect and non-ideal input impedance focused at Tx off-

set are illustrated in Fig. 4.2. The out-of-band peaking nearly doubles the voltage swing

at the TIA output, and the input impedance at 45MHz is more than double its low fre-

quency value. Even if the OTA has a high gain-bandwidth product, it has to provide

tremendous current into the feedback capacitor to avoid introducing nonlinearity caused

by incomplete capacitor charging, if no Tx rejection prior to the TIA is provided.

4.2 Embedded Filtering Passive Mixer

To avoid the issues due to the non-ideal effects of the OTA, the high-frequency

Tx signal should be rejected before it reaches the TIA. The simplified schematic of the
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Figure 4.2: Calculated TIA non-ideal effects. (a) Non-ideal transfer function. (b) Non-
idel input impedance.



88

Figure 4.3: Simplified schematic of the proposed EFP mixer.

embedded filtering passive mixer (EFP mixer), which avoids these problems, is shown

in Fig. 4.3. The EFP mixer has two switches connected in series, and each switch is con-

trolled by opposite phases of the local oscillator (LO) signal. In between the switches

is an RC filter, which determines the bandwidth of the filtering. It is a simple current

filter circuit, as shown in Fig. 4.4, if the frequency conversion operation is removed. The

RF current (iRF(t)) from the LNA flows into the first set of switches, which performs

frequency conversion with φ1(t), and the down-converted current will go into Cm. This

current can be described by

iCm (t) ≈ Gm,LNA · Arf · cos (ωrft) · φ1 (t)

= Gm,LNA · Arf · cos (ωrft)

×
[

1

2
+
∞∑
n=0

2

π
·
[

(−1)n

2n+ 1
cos ((2n+ 1) · ωLO · t)

]]
(4.2)

whereGm,LNA is the effective transconductance of the LNA,Arf is the voltage amplitude

of the input signal at the LNA input, ωrf is the RF input frequency, and ωLO is the local

oscillation frequency. The resistor to the left of Cm is used for balancing purposes

between positive and negative signal paths. As explained in chapter 3, this resistor will

help to reduce the mismatches between two paths, improving IIP2. Since the voltage on

the capacitor is the integration of the current, the voltage on Cm due to iCm(t) can be
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Figure 4.4: Theory of the EFP mixer. (a) Conceptual operation. (b) Frequency response.
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described by

vCm(t)

=
Gm,LNA · Arf

Cm

·
∫

cos (ωrft) ·
[

1

2
+
∞∑
n=0

2

π
·
[

(−1)n

2n+ 1
cos ((2n+ 1) · ωLO · t)

]]
dt

=
Gm,LNA · Arf

Cm

·
[

sin (ωrft)

2ωrf

+
∞∑
n=0

1

π
· (−1)n

2n+ 1
·
[

sin ([(2n+ 1) · ωLO − ωrf ] · t)
[(2n+ 1) · ωLO − ωrf ]

+
sin ([(2n+ 1) · ωLO + ωrf ] · t)

[(2n+ 1) · ωLO + ωrf ]

]]
(4.3)

Note that the terms with n>0 will have large amplitude reduction due to integration and

so (4.3) can be approximated by

vCm(t)

≈ Gm,LNA · Arf

Cm

·
[

sin (ωrft)

2ωrf

+
1

π
·
[

sin ([ωLO − ωrf ] · t)
ωLO − ωrf

+
sin ([ωLO + ωrf ] · t)

ωLO + ωrf

]]
(4.4)

In the next LO phase, when φ2(t) is high, Cm discharges into the TIA with a time

constant of τ = 2Cm · Rm, in a similar manner to the SCR-DAC [73]. The EFP mixer

operation is shown in Fig. 4.5, with the example of a 1GHz fLO, 900MHz fRF, and the

resulting 100MHz baseband signal. As can be seen, the output current of the EFP mixer

is similar to a Return-to-Zero Sample-and-Hold (RZ S/H) [74], except an exponential

decay occurs when φ2 is high. This can be modeled by modifying the sampling pulse to

h (t) = e−t/τ ·
∞∑

n=−∞

[u( t− nTLO )−u( t− (n+ 1/2) · TLO )] (4.5)

The Laplace transform of (4.5) is

H (s) =
1− e−(s+1/τ)

TLO
2

s+ 1
/
τ

(4.6)

which adds an additional low-pass term to the mixer transfer function. This sampling

pulse is convolved in the time domain with the sampled baseband signal on Cm during

φ1 from (4.4), so the complete transfer function at the mixer output, from RF input
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Figure 4.5: Illustration of EFP mixer operation.
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Figure 4.6: Calculated and simulated EFP mixer frequency response.

voltage to baseband current output, is approximately

|HEFP (s)| ≈
∣∣∣∣∣1− e−(s+1/τ)

TLO
2(

s+ 1
/
τ
)2

∣∣∣∣∣ · Gm,LNA

π · Cm

· 1

Rm

· 2

TLO

(4.7)

The calculated frequency amplitude response of (4.7) and simulated response of the

mixer are both shown in Fig. 4.6, and the agreement is excellent.

4.3 SAW-less Receiver Design

The block diagram of the complete receiver is shown in Fig. 4.7. The receiver

consists of an LNA, EFP mixer, TIA, LO input buffer, LO divider, and mixer LO buffer.

The detail schematics for LNA and mixer are shown in Fig. 4.8. As explained in chap-

ter 2, the LNA has two operation modes, low-linearity and high-linearity. The difference
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Figure 4.7: Block diagram of the designed receiver.

Figure 4.8: Detail schematics for LNA and mixer.
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of the noise performance between the two modes is 0.1dB. But the effective transcon-

ductance is different by 2.9dB. This could cause a significant NF difference in the entire

receiver chain. The LNA is designed to have 1.5dB NF in the low-linearity mode at

880MHz. The overall receiver NF difference between the two modes can be calculated

with 1.5dB of LNA noise, since the noise from the mixer is the same in both modes.

NFHL−LL =

i2nsLL,o +
i2ndLL,o·10−2.9/10+

gm,3
gm,1

·i2ndLL,o·10−2.9/10+i2nm,o

10−2.9/10

i2nsLL,o + i2ndLL,o + i2nm,o

(4.8)

where NFHL−LL is the receiver noise difference (in dB) between the two modes, i2nm,o is

the mixer output noise, and the second term in the bracket represents the additional noise

due to the LNA gm,3 canceller. Equation (4.8) applies to both conventional and EFP

mixer receiver cases. The calculated NF difference, with an 8-to-1 transconductance

ratio between the main and auxiliary path, is 0.6dB. The simulated frequency responses

of the conventional and EFP mixer receiver at the TIA output are shown in Fig. 4.9.

The response is normalized to show the rejection difference. Note the 10dB improved

rejection of the Tx leakage signal.

4.4 SAW-less Receiver Measured Results

A die photograph of the receiver is shown in Fig. 4.10. It is fabricated in a

0.18µm 5-metal 1-poly Si CMOS process. It includes electrostatic discharge (ESD) for

input and output pins, pads, and supply clamps. The total area including ESD, pads,

and supply clamps is 2.25mm2. As can be seen from Fig. 4.10, the active circuit area is

less than 1.4mm2. For comparison purpose, two receivers are fabricated, one using the

suggested new approach and the other using the conventional mixer approach.

The measured frequency response for both receivers with the differing mixers is

shown in Fig. 4.11. The measured gain performances are 42/44dB for EFP mixer and

44/46dB for conventional mixer in the low-linearity/high-linearity modes, respectively.
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Figure 4.9: Simulated frequency responses of the conventional and proposed receiver.

The frequency response is normalized, since there is 2dB of gain difference. The TIA

provides 1.5MHz of 3dB cutoff frequency and the EFP mixer is designed to have an

additional pole at 10MHz. As can be seen, the proposed receiver has 15dB more Tx

rejection at 45MHz compared to the conventional receiver. The graph contains an ideal

single-pole (f3dB=1.5MHz) frequency response for comparison purpose. The difference

between the ideal single-pole response and the measured result of the EFP mixer is 9dB.

The conventional receiver shows 6dB worse response than the single-pole response due

to the TIA non-ideal effect, which was not included in the simulation.

The measured TB performance of the proposed receiver is shown in Fig. 4.12.

Two Tx tones, with -31dBm each at 45MHz offset, and a jammer at 1MHz offset with

-30dBm of power are applied. With the high-linearity mode ON, the XMOD tone is

at -65.8dBm, which implies 77.8dB of TB performance. With the APD cancellation

path OFF, and where the Tx tone and jammer tone are backed-off by 2dB to accommo-

date the gain difference, the TB is 65.3dB. This difference between two modes implies

two important facts. First, the APD method improves the TB by 12.5dB. Second, the
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Figure 4.10: Die photograph of designed SAW-less receiver.
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Figure 4.11: Measured frequency responses of the conventional and proposed receiver.

TB variation between two modes means that the mixer does not contribute any signif-

icant TB. Therefore, the additional rejection provided by the EFP mixer dramatically

improves system linearity performance. The conventional receiver does not have TB

variation between two modes, since its TB is limited by the mixer and TIA.

The average LNA input referred IIP2 performance (measured over several de-

vices) with the EFP mixer is +60dBm and +50dBm for the conventional double-balanced

passive mixer. The measured IM2 curve, with the input power sweeping at the Tx offset

frequency, is shown in Fig. 4.13. The conventional receiver starts showing a 4-to-1 non-

linearity, which is strongly nonlinear behavior, beyond -30dBm input power. In contrast,

the proposed EFP mixer starts showing strongly nonlinear behavior above -24dBm of

input power. The conventional receiver has +48dBm of IIP2 performance at -30dBm.

The overall performance comparison is shown in Table Table 4.1. Each receiver

is measured in both modes, low-linearity and high-linearity, by turning the APD path
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Figure 4.12: Measured XMD tone with/without cancellation path.

Figure 4.13: Measured IM2 level with various input power for the conventional and
proposed receiver.
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Figure 4.14: Measured 1/f noise corner.

ON/OFF. As explained in chapter 1, the Tx IIP2 performance is important for the sen-

sitivity performance in a SAW-less receiver system, while the TB performance is im-

portant for the STD test. Even though the NF performance is worse by 0.8dB to 1dB

in the high-linearity mode, it does not degrade the STD performance excessively. The

calculated NF degradation in the high-linearity mode was 0.6dB, but measured results

show 0.8dB degradation in a conventional receiver and 1dB in the proposed receiver,

respectively. This small difference is expected, since the calculation did not account for

gate-induced noise and the resulting correlation noise change between the two modes.

The proposed receiver has lower gain and higher NF than a conventional one, due to ad-

ditional loss in the second set of switches. The measured noise power level at baseband

is shown in Fig. 4.14. The 1/f noise corner is less than 100kHz thanks to the passive

mixer architecture and wide size of the input FET in the TIA.

The total power consumption for the signal path is 18mA, 14mA for the APD

LNA and 4mA for the I/Q TIAs. The mixers do not consume any power since they are
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Table 4.1: SAW-less Receiver Measurement Results
Performances Proposed Rx Conventional Rx Unit
Vdd 2.1 2.1 V
Idd 17/18a 17/18 mA
Frequency 894 894 MHz
VSWR ≤ 2:1 ≤ 2:1
Gain 44/42 46/44 dB
Noise Figureb 2.4/3.4 2.0/2.8 dB
IIP2(at 45MHz) +60/+65 +50/+55 dBm
Triple Beat +65.3/+77.8 +47/+47 dB
Tx Rejection 37 22 dB

aLow-linearity/High-linearity
bIntegrated over CDMA BW, DSB NF

passive.

4.5 Conclusion

A highly linear SAW-less receiver is introduced. The high IIP2 of the receiver

at the Tx offset is essential to avoid corrupting the system’s sensitivity performance,

and a high TB is required to avoid STD performance degradation due to transmitter

leakage. A new passive mixer architecture, the embedded filtering passive (EFP) mixer,

is introduced and analyzed. The performance comparisons between the two receivers,

a receiver employing a conventional passive mixer and a receiver employing the EFP

mixer, are examined. Thanks to the EFP mixer and the APD method in the LNA, the

highly linear performance is achieved with low noise figure and power consumption.

This chapter has been published in part in the following publications:

1. N. Kim, V. Aparin, and L. E. Larson, “A highly linear SAW-less CMOS receiver

using a mixer with embedded Tx filtering for CDMA,” IEEE Custom Integrated

Circuits Conf., CICC, 2008, pp. 729-732.

2. N. Kim, V. Aparin, and L. E. Larson, “A highly linear SAW-less CMOS receiver

using a mixer with embedded Tx filtering for CDMA,” IEEE J. Solid-State Cir-

cuits, vol. 44, no. 8, pp. 2126-2137, Aug. 2009



Chapter 5

Conclusion

To save overall manufacturing cost in modern handsets, removing the inter-stage

SAW filter is inevitable. However, the leaked Tx signal in FDD system prevent SAW-

less receivers from being widely used. This dissertation focuses on building a highly

linear SAW-less receiver.

The system requirement without SAW filter is analyzed in terms of Sensitivity

and Single-Tone Desensitization(STD) performances. The effect of the Tx IM2 on the

sensitivity is critical in a SAW-less receiver and the LNA input referred system IIP2 has

to be 20dB better (+55dBm) than the conventional zero-IF receiver. The receiver TB

performance, which affects STD performance directly, has to be as same as the LNA

only TB performance in the conventional zero-IF receiver.

To meet the SAW-less receiver system requirement, a highly linear LNA is re-

quired. Due to the standard requirement of high/low side jammer injection, the asymme-

try IM3 performance of LNA is analyzed and the root cause is explained. By employing

Active-Post Distortion (APD) method, the designed LNA is linearized to meet required

TB performance. Furthermore, the source cross-couple is introduced to improve the

asymmetric IM3 performance at the Tx offset. The detail analysis of noise figure, in-

put impedance, and transconductance in both high-linearity and low-linearity mode are

given.

Even if an LNA has good TB performance, the mixer and TIA can corrupt the

TB performance as well as IIP2 performance due to the amplified Tx signal through

LNA. Passive mixers exhibit better linearity performance compared to active mixers.
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Table 5.1: Compliance table for target vs measured performance
Performances Proposed Rx Target Unit
Vdd 2.1 2.1 V
Idd 17/18a N/A mA
Frequency US CELL band US CELL band
VSWR ≤2:1 ≤2:1
Gain 44/42 N/A dB
Noise Figureb 2.4/3.4 2.0/3.0 dB
IIP2(at 45MHz) +60/+65 +55 dBm
Triple Beat +77.8 +72 dB
Tx Rejection 37 N/A dB

aLow-linearity/High-linearity
bIntegrated over CDMA BW, DSB NF

But the inherent noise penalty is problem to use a passive mixer in narrow-band ap-

plication. A resistvely degenerated passive mixer is introduced to overcome the noise

penalty in conventional passive mixer. The output impedance of a passive mixer can be

greatly improved by degeneration and the IIP2 performance as well. The degenerated

passive mixer with TIA shows better than +60dBm of un-calibrated IIP2 performance

and +7dBm of IIP3 performance with 10mW of power consumption from 2V supply.

The gain is higher than 22dB and the noise figure is lower than 9.5dB. A +60dBm of

mixer IIP2 is good performance but it gives only +45dBm LNA input referred IIP2 per-

formance, when the LNA gain is +15dB.

A new embedded filtering passive (EFP) mixer is introduced to overcome the

limited IIP2 and TB performance. The designed EFP mixer is based on the degenerated

passive mixer, so that the benefits of degeneration penetrate into EFP mixer. Moreover,

the embedded filtering characteristic provides addtional Tx rejection and improves the

overall receiver linearity performances. A SAW-less receiver is manufactured with a

highly linear cross-coupled APD LNA and EFP mixers for I/Q paths. The measured

performances show better than +60dBm LNA input referred IIP2 and +77dB of TB,

while consuming only 17/18mA for low/high linearity mode from 2.1V supply. The

performance compliance is given in Table 5.1.



Appendix A

Common-Source Amplifier Volterra

Kernel Derivation

In this appendix, a complete derivation of the CS amplifier Volterra kernels is

given. The KCL equations for each node of the circuit in Fig. 2.6 are
vx − vg

Z1(s)
− sCgd · vgd − sCgs · vgs = 0 (A.1a)

id − sCgd · vgd − iout = 0 (A.1b)

id + sCgs · vgs −
ZS(s)

vs

= 0 (A.1c)

where id, iout, vgs, and vgd are defined by (2.4), (2.5), (2.6a), and (2.6b), respectively.

The solution of (A.1) for vx is

vx = [(Z1(s) + ZS(s)) · b(s) + 1] · vgs + Z1(s)a(s) · vgd + ZS(s) · id (A.2)

where, a(s)=sCgd and b(s)=sCgs. Now, the gate-drain voltage(vgd) can be written as

vgd =
[ZS(s)b(s) + 1] · vgs + [ZS(s) + ZL(s)] · id

1 + ZL(s)a(s)
(A.3)

Inserting (2.5), (2.6a), and (2.6b) into (A.2) and (A.3) and exciting the circuit with a

single tone, vx = est, the linear transfer function of vgd, B1(s), can be evaluated for est

from (A.2) and (A.3).

B1(s) =
1− A1(s) · [b(s) · (Z1(s) + ZS(s)) + g1ZS(s) + 1]

Z1(s)a(s)
(A.4a)

B1(s) =
A1(s) · [ZS(s)b(s) + g1 · (ZS(s) + ZL(s)) + 1]

1 + ZL(s)a(s)
(A.4b)
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Since (A.4a) and (A.4b) are two different expressions for B1(s) and both contain A1(s),

the A1(s) can be derived by setting (A.4a) = (A.4b). So,

A1(s) =
1

g1 + g(s)
· 1 + ZL(s)a(s)

Zx(s)
, (A.5)

where

g(s) =
1 + a(s) · (Z1(s) + ZL(s)) + b(s) · (Z1(s) + Zx(s))

Zx(s)
(A.6a)

Zx(s) = ZS(s) + a(s) · Z123(s) (A.6b)

Z123(s) = Z1(s)ZL(s) + ZS(s)ZL(s) + ZS(s)Z1(s) (A.6c)

By following the same procedures with a two-tone excitation, vx = es1t + es2t, and

evaluating for e(s1+s2)t, the second-order Volterra kernels, A2(s1, s2) and B2(s1, s2), can

be found as (A.7) and (A.8), respectively.

A2(s1, s2) =
−1

g1 + g(s1 + s2)
· (g2A1(s1)A1(s2)) (A.7)

B2(s1, s2) =

{A2(s1, s2) · [ZS(s1 + s2)b(s1 + s2) + g1 · (ZS(s1 + s2) + ZL(s1 + s2)) + 1] +

g2A1(s1)A1(s2) · [ZS(s1 + s2) + ZL(s1 + s2)]} / {1 + ZL(s1 + s2)a(s1 + s2)} (A.8)

With a three-tone excitation, vx = es1t+es2t+es3t, and evaluating for e(s1+s2+s3)t,

the third-order Volterra kernels, A3(s1, s2, s3) and B3(s1, s2, s3), can be found as (A.9)

and (A.10), respectively.

A3(s1, s2, s3) =
−1

g1 + g(s1,2,3)
·
[
2g2A1(s1)A2(s2, s3) + g3A1(s1)A1(s2)A1(s3)

]
,

(A.9)

B3(s1, s2, s3) ={
− A3(s1, s2, s3) · [b(s1,2,3) (Z1(s1,2,3) + ZS(s1,2,3)) + g1ZS(s1,2,3) + 1]

−ZS(s1,2,3) ·
[
2g2A1(s1)A2(s2, s3) + g3A1(s1)A1(s2)A1(s3)

]}/
{Z1(s1,2,3)a(s1,2,3)}

(A.10)
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where s1,2,3 means s1 + s2 + s3. The overbar in (A.9) and (A.10) indicates the sym-

metrization of all possible permutations of the Laplace variables [48], i.e.

A1(s1)A2(s2, s3) =
1

3
[A1(s1)A2(s2, s3) + A1(s2)A2(s1, s3)

+A1(s3)A2(s1, s2)] (A.11)

For the IM3 test case, (A.11) can be simplified to (A.12), since s1 = s2 = jω2 and

s3 = −jω1 for 2ω2 − ω1, and s1 = s2 = jω1 and s3 = −jω2 for 2ω1 − ω2, and

A1(jω2)A2(jω2,−jω1) =

1

3
[2A1(jω2)A2(jω2,−jω1) + A1(−jω1)A2(jω2, jω2)] (A.12a)

A1(jω1)A2(jω1,−jω2) =

1

3
[2A1(jω1)A2(jω1,−jω2) + A1(−jω2)A2(jω1, jω1)] (A.12b)

Inserting (A.5) and (A.7) into (A.12),

A1(jω2)A2(jω2,−jω1) = −1

3
· g2A

2
1(jω2)A1(−jω1)·[

2

g1 + g(jω2 − jω1)
+

1

g1 + g(j2ω2)

]
(A.13a)

A1(jω1)A2(jω1,−jω2) = −1

3
· g2A

2
1(jω1)A1(−jω2)·[

2

g1 + g(jω1 − jω2)
+

1

g1 + g(j2ω1)

]
(A.13b)

The third-order Volterra kernel, A3(jω2, jω2,−jω1), can be expressed as

A3(jω2, jω2,−jω1) =

−1

g1 + g(jω1,2,3)
A2

1(jω2)A1(−jω1) · ε (jω2 − jω1, j2ω2) (A.14)

where

ε (jω2 − jω1, j2ω2) = g3 −
2

3
g2

2·

×
[

2

g1 + g(jω2 − jω1)
+

1

g1 + g(j2ω2)

]
(A.15)

Commuting jω2 with jω1, the expression for A3(jω1, jω1,−jω2) can be done due to the

symmetrization of Volterra kernel.
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Using (A.1b) with the equations above and the harmonic excitation method as

before, the third-order Volterra kernel of the final output can be found.

C3(jω2, jω2,−jω1) = A2
1(jω2) · A1(−jω1)

×
[

1

g1 + g(j2ω2 − jω1)
· α(j2ω2 − jω1)

Zx(j2ω2 − jω1)

]
· ε (jω2 − jω1, j2ω2) (A.16)

where

α(jω) = b(jω) · [Z1(jω) + ZS(jω)] + a(jω)Z1(jω) + 1 (A.17)



Appendix B

Common-Gate Amplifier Volterra

Kernel Derivation

In this appendix, the complete derivation of the CG amplifier Volterra kernels

will be given with the direct voltage method. The KCL equation for vs in the circuit of

Fig. 2.11(b) is

id =
vs − vx

RS

+

(
sCgs +

1

ZS(s)

)
· vs (B.1)

where, id can be defined by (2.4) and vgs = −vs can be defined by (2.6a). Again, iout(vx)

is expressed by (2.5). From (B.1), the expression of vgs is given by

vgs = −vs = − vx + id ·RS

1 + a(s) ·RS

(B.2)

where

a(s) = sCgs +
1

ZS(s)
(B.3)

Inserting (2.4) and (2.6a) into (B.2) and following the same method used in the CS

amplifier case, the A1(s), A2(s1, s2) and A3(s1, s2, s3) can be found.

A1(s) =
−1

1 +RS · [a(s) + g1]
(B.4a)

A2(s1, s2) = A1(s1 + s2) ·RS · g2A1(s1)A1(s2) (B.4b)

A3(s1, s2, s3) = A1(s1,2,3) ·RS ·
[
2g2 · A1(s1)A2(s2, s3)

+g3 · A1(s1)A1(s2)A1(s3)] (B.4c)
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For the IM3 calculation of the 2ω2−ω1 case, substituting s1 = s2 = jω2 and s3 = −jω1,

A3(jω2, jω2,−jω1) = A1(j2ω2 − jω1)·RS · A2
1(jω2)A1(−jω1)·

× ε(jω2 − jω1, j2ω2) (B.5)

where

ε(jω2 − jω1,j2ω2) =

g3 +
2

3
RS · g2

2 [2A1(jω2 − jω1) + A1(j2ω2)] (B.6)

The symmetrization of the Volterra kernel holds in the CG case, as in the CS case. By

commuting jω2 with jω1, A3(jω1, jω1,−jω2) can be expressed.

By setting id(vgs) = iout(vx), the third-order Volterra kernel of the output is

C3(jω2, jω2,−jω1) = A2
1(jω2) · A1(−jω1)

× [1 + g1 ·RS · A1(j2ω2 − jω1)] · ε(jω2 − jω1, j2ω2) (B.7)



Appendix C

Cross-coupled Differential APD LNA

Channel Noise Transfer Function

Derivation

In this appendix, The channel noise transfer function in the high-linearity mode

will be derived from Fig. 2.19. The source voltage vs can be expressed as a function of

iout.

vs =

[1− ω2Cgs,1Lg + jωCgs,1RS] · [1 + 2gm,3ZL (jω)] · jωLS

1− ω2Cgs,1 (LS + Lg) + jωCgs,1RS + 2jωLSgm,3 [1− ω2Cgs,1Lg + jωCgs,1RS]

× iout (C.1)
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Inserting (C.1) and vgs,1 = iin ·
(

1
/
jω · Cgs,1

)
into the iout nodal equation, the noise

transfer function of M1’s channel noise in the high-linearity mode can be obtained as

i2ndHL,o =∣∣∣∣ B (jω)

∆(jω) (1 + gm,3ZL(jω)) + jωLSgm,3 [1− ω2Cgs,1Lg + gm,1ZL(jω) + jωCgs,1RS]

∣∣∣∣2
× i2nd (C.2a)

B (jω) =

1− ω2Cgs,1 (LS + Lg) + jωCgs,1RS + 2jωLSgm,3 ·
[
1− ω2Cgs,1Lg + jωCgs,1RS

]
(C.2b)

∆ (jω) = 1− ω2Cgs,1 · (Ls + Lg) + jω · (Cgs,1Rs + Lsgm,1) (C.2c)

Similarly, the noise transfer function of ind,3 and ind,4 can be obtained as

i2nd3,o =

∣∣∣∣ B (jω) + k (jω)

B (jω) (1 + gm,3 · ZL(jω))− k (jω) · [1 + 2gm,3 · ZL (jω)]

∣∣∣∣2 · i2nd3 (C.3a)

i2nd4,o =

∣∣∣∣ k (jω)

B (jω) (1 + gm,3 · ZL(jω))− k (jω) · [1 + 2gm,3 · ZL (jω)]

∣∣∣∣2 · i2nd4 (C.3b)

k (jω) = jωLs ·
[
gm,3 − gm,1 + gm,3 ·

(
jω · Cgs,1 ·Rs − ω2 · Cgs,1 · Lg

)]
(C.3c)
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