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Foreword

“The Physics of the B Factories” describes a decade long
effort of physicists in the quest for the precise determina-
tion of asymmetry — broken symmetry — between par-
ticles and anti-particles. We now recognize that the mat-
ter we see around us is the residue — one part in a bil-
lion — of the matter and antimatter that existed in the
early universe, most of which annihilated into the cosmic
background radiation that bathes us. But the question re-
mains: how did the baryonic matter-antimatter asymme-
try arise? This book describes the work done by some 1000
physicists and engineers from around the globe on two
experimental facilities built to test our understanding of
this phenomenon, one at the SLAC National Accelerator
Laboratory in California, USA, and a second at the KEK
Laboratory, Tsukuba, Japan, and what we have learned
from them in broadening our understanding of nature.

Why is our universe dominated by the matter of which
we are made rather than equal parts of matter and anti-
matter? This question has puzzled physicists for decades.
However, this was not the question we addressed when we
wrote the paper on CP violation in 1972. Our question
was whether we can explain the CP violation observed in
the K meson decay within the framework of the renor-
malizable gauge theory. At that time, Sakharov’s seminal
paper was already published, but it did not attract our
attention. If we were aware of the paper, we would have
been misled into seeking a model satisfying Sakharov’s
conditions and our paper might not have appeared.

In our paper, we discussed that we need new parti-
cles in order to accommodate CP violation into the renor-
malizable electroweak theory, and proposed the six-quark
scheme as one of the possible ways introducing new parti-
cles. We thought that the six-quark scheme is very inter-
esting, but it was just a possibility. The situation changed
when the tau-lepton was found and it was followed by
the discovery of the Upsilon particle. The existence of
the third generation became reality. However, it was still
uncertain whether the mixing of the six quarks is a real
origin of the observed CP violation. Theoretical calcula-
tion of CP asymmetries in the neutral K meson system
contains uncertainty from strong interaction effects. What
settled this problem were the B Factories built at SLAC
and KEK.

These B Factories are extraordinary in many ways. In
order to fulfill the requirements of special experiments, the
beam energies of the colliding electron and positron are
asymmetric, and the luminosity is unprecedentedly high.
It is also remarkable that severe competition between the
two laboratories boosted their performance. One of us (M.
Kobayashi) has been watching the development at KEK
very closely as the director of the Institute of Particle and
Nuclear Studies of KEK for a period of time. As witnesses,
we appreciate the amazing achievement of those who par-
ticipated in these projects at both laboratories.

The B Factories have contributed a great deal to our
understanding of particle physics, as documented in this
book. In particular, thanks to the high luminosity far ex-
ceeding the design value, experimental groups measured
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mixing angles precisely and verified that the dominant
source of CP violation observed in the laboratory exper-
iments is flavor mixing among the three generations of
quarks. Obviously we owe our Nobel Prize to this result.

Now we are awaiting the operation of the next-
generation Super B Factories. In spite of its great suc-
cess, the Standard Model is not an ultimate theory. For
example, it is not thought to be possible for the matter
dominance of the universe to be explained by the Stan-
dard Model. This means that there will still be unknown
particles and unknown interactions. We have a lot of the-
oretical speculations but experimental means are rather
limited. There are great expectations for the Super B Fac-
tories to reveal a clue to the world beyond the Standard
Model.

Makoto Kobayashi
Honorary Professor Emeritus
KEK

Toshihide Maskawa

Director General

Kobayashi-Maskawa Institute for the Origin of Particles
and the Universe

Nagoya University
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Preface

It has been a privilege for us to work with our col-
leagues from the experimental and theoretical communi-

The inspiration for this book came from Frangois le Diberder. ties while compiling this book. The journey of preparing

During his term as spokesperson for BABAR he laid down
a vision for the two B Factory detector collaborations,
BABAR and Belle, to work together on a book that would
describe the methodologies used and physics results ob-
tained by those experiments. A key ideal emphasized from
the outset was that this book should be written from a
pedagogical perspective; it should be of interest to the
student and expert alike. This vision was presented dur-
ing a BABAR collaboration meeting on the island of Elba
in May 2008 and a follow up Belle collaboration meeting
at KEK, with visiting colleagues from the BABAR collab-
oration, and was embraced by the community. A number
of workshops involving people from the theoretical com-
munity as well as the two collaborations were held on four
continents over the following years. The resulting book,
“The Physics of the B Factories”, is a testament to the
way that this concept captured the zeitgeist on both sides
of the Pacific Ocean.

This book is divided into three parts, the first of which
provides a brief description of the B Factories, including
a short (though not exhaustive) historical perspective, as
well as descriptions of the detectors, ancillary data acqui-
sition systems and data (re)processing systems that were
built by the two detector collaborations in the late 1990’s.
The second part of the book discusses tools and meth-
ods that are frequently used when analyzing the data col-
lected. These range from details of low level reconstruction
algorithms and abstract summaries of statistical methods
to high level prescriptions used when evaluating system-
atic uncertainties on measurements of observables. The
third part of the book is devoted to physics results. This
includes sufficient theoretical discussion in order for the
reader to understand the context of the work being de-
scribed. We are indebted to our colleagues from the the-
oretical community who have helped us achieve our goal
of explaining the physics of the B Factories in a broader
context.

It should be noted that both B Factory experiments
are still actively publishing results and as a result the work
presented here is a snapshot of the output of the B Fac-
tories up to some point in time. Where appropriate, mea-
surements from other experiments have been mentioned,
however the focus of this book is on the output of the B
Factories. As a result, any brief description of important
work by others should be interpreted as a suggestion for
further reading on a given topic.

Just as there are two B Factories, many of the observ-
ables studied or used in this book have a dual notation in
the literature. While preparing this book we have placed
the emphasis on the physics rather than trivialities such as
convention. The most notable instance of this issue found
here is that of the nomenclature used for the angles of
the Unitarity Triangle. In order to retain a pedagogical
approach we chose a method for selecting between the
two notations that is symbolic of their equivalence from
the perspective of physics. This choice was decided on the
outcome of a coin flip.

this tome has been as rewarding as being a part of the
individual collaborations. This book has come into exis-
tence because of the efforts of the many people who have
devoted their time and effort writing contributions found
herein, and it belongs to the community who helped create
it.

Adrian Bevan
Queen Mary University of London

Bostjan Golob
University of Ljubljana

Jozef Stefan Institute

Thomas Mannel
University of Siegen

Soeren Prell
Towa State University

Bruce Yabsley
University of Sydney
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How to cite this work:

The journal version of this book should be used as the correct citation, and the full citation reference is
“Ed. A.J. Bevan, B. Golob, Th. Mannel, S. Prell, and B.D. Yabsley,
Eur. Phys. J. C74 (2014) 3026, SLAC-PUB-15968, KEK Preprint 2014-3.”

Please note that this is the official version of The Physics of the B Factories. An auxiliary version of this book will
be made available online, both on arXiv and the INSPIRE database, under the same entry as the official version of
the book. The official version of the book uses the notation ¢1, ¢2, ¢3 for the angles of the Unitarity Triangle, and
the auxiliary version uses the notation 3, «a, ~.

A note on conventions:

This book follows common practice in particle physics by using a relaxed system of natural units. The reduced
Planck constant 7 is set to unity, and electromagnetic expressions include the fine structure constant « rather than
dimensionful constants. Nevertheless, the units of energy (GeV, MeV, etc.) are distinguished from those of momentum
(GeV/c,MeV/c) and mass (GeV/c?, MeV/c?); when length and time are explicitly mentioned, and especially in detector-
related discussions, meters and seconds are used rather than the reciprocal of energy.

The treatment of charge conjugation depends on the context. Many analyses are motivated by possible differences
between the behaviour of B® and BY: in such cases, samples of the two states are distinguished. When describing the
method, however, if the text specifies reconstruction of B® — 77D~ with D~ — K*tn~ 7, it is usually implied that
the equivalent procedure is followed for the charge conjugate mode B® — 7~ DT with Dt — K~ 7txt. From time to
time, explicit statements are made to resolve potential ambiguities.

Citations follow the author-year format, used in a flexible way. The most common form is surrounded by parenthe-
ses (Kobayashi and Maskawa, 1973). However, about 20% of cases incorporate the names of the authors into the
grammar of the sentence, as when referring to the classic paper of Kobayashi and Maskawa (1973). Variant forms are
used within the text of a parenthesis; all should be clear from the context.

The only unusual feature is the use of three bibliographies: one for BABAR papers (page 806), one for Belle papers
(page 822), and one for other references (page 835). To avoid tedium, the “et al.” is omitted for B Factory papers,
citing only the first author of full BABAR Collaboration authorlists (Aubert, 2001e), and either the first member (Choi,
2011) or the whole of the first-authorship group (Mizuk, Danilov, 2006) for full Belle Collaboration authorlists. Long
authorlists for “other” references are treated normally. The great majority of BABAR papers have either Aubert, del
Amo Sanchez, or Lees as first author; most early Belle papers have Abe, but from 2002 onwards show great variety.
Results are described as being from BABAR or Belle if the responsible experiment is not already apparent from the
context. Occasionally, a BABAR paper and a Belle paper will be cited together, for example in a quoted average or in
the body of a table. It should always be clear which bibliography is meant.

In such a long work, there is inevitably some variation in style and usage. As editors, we have endeavoured to keep
this to a minimum.

@ Springer
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1.1 Introduction

In their classic paper, Kobayashi and Maskawa (1973,
“KM”) pointed out that CP violation could be natu-
rally incorporated into the Standard Model (SM) as an
irreducible complex phase in the weak interaction quark-
flavor-mixing matrix if the number of quark flavors was
six. This was remarkable because at that time only the
three quarks of the original Gell-Mann (1964) and Zweig
(1964a) quark model — i.e., the u-, d- and s-quarks —
were experimentally established. The situation changed
dramatically in late 1974 with the discovery of the c-
quark at Brookhaven (Aubert et al., 1974) and SLAC (Au-
gustin et al., 1974) and the 1977 discovery of the b-
quark at Fermilab (Herb et al., 1977). By 1980, the
KM idea, by then embodied in the Cabibbo-Kobayashi-
Maskawa (CKM) quark flavor mixing matrix (Cabibbo,
1963; Kobayashi and Maskawa, 1973), was accepted as an
integral component of the Standard Model, even though
its raison d’etre, the CP-violating complex phase, had not
been measured (Kelly et al., 1980).

1.1.1 Testing the KM idea

In the early 1980’s, when the experimental state-of-the-art
in B meson physics was defined by the CLEO experiment,
where the measurements were based on data samples of
a few tens of events (Bebek et al., 1981; Chadwick et al.,
1981), Bigi, Carter, and Sanda published papers exploring
the possibilities of using B meson decays to test the valid-
ity of the KM six-quark mechanism for CP violation (Bigi
and Sanda, 1981, 1984; Carter and Sanda, 1980, 1981).
They concluded that for a relatively small range of the
CKM-matrix parameter-space that was allowed at that
time — a range that corresponds to a substantial prob-
ability for B® — B® mixing and a long B meson lifetime
— large CP violation might be observable in neutral B
meson decays to CP eigenstates, such as B® — J/¢K?Y.
However, in the early 1980’s, no decays of this type had
been seen; we now know that their branching fractions are

~ 0.1% or less. A reasonable conclusion that could be de-
rived from these papers at that time was that definitive
tests of the KM idea were hopelessly impractical.

1.1.2 Three miracles

Subsequently, three remarkable developments occurred
that completely turned the tables. These included the first
emergence of evidence of a long B meson lifetime from
experiments at SLAC (Fernandez et al., 1983; Lockyer
et al., 1983), and the unexpected discovery by the AR-
GUS experiment at DESY in 1987 of a substantial rate for
B® — BY mixing (Albrecht et al., 1987b). These measure-
ments indicated that the CKM-matrix parameters are, in
fact, in the range that is accessible to tests of the KM
idea. This was helped along by many well-attended in-
ternational workshops! developing each of the different
technical approaches and refining the requirements and
specifications for each. It became clear that CP violation,
at the level manifest in the Standard Model, could be ex-
perimentally observable somewhere other than in neutral
kaons: namely, in the B® — B? system. Moreover large CP
violation was expected, rather than the one-in-a-thousand
effect seen in K decay. In addition, Bigi and Sanda (1981)
had shown that a measurement of CP violation in neutral
B meson decays to CP eigenstates could be clearly in-
terpreted without theoretical uncertainties. However, an
experiment to observe CP violation in B decays would
require about a thousand-fold larger data samples of B
mesons than had been gathered heretofore.

The two fortuitous circumstances mentioned above
were accompanied by a third “miracle”: extraordinary
improvements in the performance of ete™ storage rings,
with order-of-magnitude luminosity improvements occur-
ring approximately every seven years. In 1980, the original
CESR collider typically produced ~ 30 BB meson pairs
per day; thirty years later, the two B Factories, KEKB
and PEP-II, routinely produced more than one million BB
meson pairs per day, a nearly five orders-of-magnitude im-
provement! The B Factories built on the success of CESR
at Cornell and DORIS-II at DESY to achieve these pro-
duction rates. These developments were accompanied by
less miraculous, but still impressive, advances in the capa-
bilities of large solid-angle detectors, especially in the abil-
ity of data acquisition systems to handle the huge event
rates associated with the available luminosities, precision
tracking and vertexing devices, and the software and stor-
age technologies required to deal with these large data
samples.

! The main workshops include: Heidelberg (Schubert and
Waldi, 1986), Stanford (Bloom, Friedsam, and Fridman, 1988;
Hitlin, 1990), Courmayeur (De Sanctis, Greco, Piccolo, and
Tazzari, 1988), Zuoz (Locher, 1988), Los Angeles (Cline
and Fridman, 1988; Cline and Stork, 1987), Blois (Cline
and Fridman, 1991), Syracuse (Goldberg and Stone, 1989),
Tsukuba (Kikutani and Matsuda, 1993; Ozaki and Sato, 1991;
Yoshimura, 1989), Vancouver (MacFarlane and Ng, 1991), and
Hamburg (Aleksan and Ali, 1993).
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The remainder of this chapter discusses the historical
route taken to develop the ideas necessary to build a B
Factory (Section 1.2), followed by an overview of the two
storage rings that were built to provide a source of BB
meson pairs to explore the B Factory scientific program
(Section 1.3). A review of general issues concerning the
detector requirements for a B Factory is presented in Sec-
tion 1.4; a more detailed discussion of the two detectors
realized can be found in Chapter 2. We conclude with a
brief look at the early physics discoveries of the B Facto-
ries (Section 1.5).

1.2 The path to the B Factories
1.2.1 Requirements for a B Factory

The time-dependent method for testing the KM idea is
based on the fact that there are decays with interfering
amplitudes (see Fig. 1.2.1) where the interference term
contains V5V, ViaVy;. The phase of this quartet of CKM
matrix elements is ¢; = (. Note that the BABAR exper-
iment uses (8 to denote this angle, whereas the Belle ex-
periment reports results in terms of ¢1; further notational
differences are discussed in Chapter 16. In the following
we will use the ¢; notation for this phase. The “golden
observable” for its determination is the CP asymmetry
between B® — J/¢KY and B® — J/¢ K. At the B Fac-
tories, neutral B mesons are created in pairs at a center-
of-mass energy corresponding to the 7°(4S5). As a result
the wave function of the B°B° pairs is in a P-wave en-
tangled state, until one of the mesons decays. A further
complication arises as neutral B mesons mix with a char-
acteristic frequency Amyg, so one computes the asymme-
try as a function of the proper time difference between
the decays of two mesons in an event, and uses knowl-
edge of B°B° mixing to infer the flavor of one of the B
mesons (decaying into a CP eigenstate) relative to that
of the other B decaying into a flavor specific final state.
This initial state preparation at the 7°(4S) enables one to
determine the flavor of the b quark for the flavor specific
final states with a high efficiency.

The amplitude for the direct decay B° — J/¢ K9,
shown in the upper right panel of Fig 1.2.1, is proportional
to the V., CKM matrix element. The decay can also pro-
ceed via the two-step process B® — B? — J/¢ K2, shown
in the bottom-right panel of the figure. The phase differ-
ence between these two amplitudes is 2¢;.

The technique for performing the interference mea-
surement is illustrated in Fig. 1.2.2. A B°B° pair pro-
duced via 7'(4S) — B°BY decay is entangled in a coherent
quantum state until one of the mesons decays. Most B°
meson decays produce flavor-specific final states, i.e., the
final-state particles can be used to determine whether the
decaying meson was a BY or a BY. For example, a K+
meson in the final state signals a high likelihood for the
B — D — K7 decay chain and, thus, a higher probability
that the parent meson was a B° rather than a B°. Such
a decay is called a “flavor-tag” decay. At the time this
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B meson decays (t; in the figure), the accompanying B
meson’s flavor is specified as being the opposite.

-3 -2 —1 0 1 5 4
<7>At/78

Figure 1.2.2. An illustration of the B Factory flagship mea-
surement of sin 2¢1 = sin 23.

20 E
4

This accompanying meson then propagates in time and
the quark flavor content can oscillate from an unmixed
state into a mixed one, until it decays (at time t5). If it de-
cays into a CP eigenstate such as J/1 K, the unmixed and
mixed flavor components interfere, producing different de-
cay rates for B%-tagged and B°-tagged mesons. A similar
pattern occurs for those cases where the CP eigenstate de-
cay occurs before the flavor tag decay (i.e. to < t1) except
that in this case the common phase from the mixing dia-
gram has opposite sign. Thus, for B%-tagged events, the in-
terference is destructive for negative values of At = to —1t1
and constructive for positive At values, as indicated in
the graph in the lower part of the figure, where the At
dependence for B-tagged events is shown in units of 75,
the BY lifetime (= 1.5 ps). The time-integrated asymme-
try is zero; asymmetries only show up in the decay-time-
dependence of the flavor-tagged distributions. The inter-
ference in B-tagged events has the opposite pattern, i.e.,
constructive interference for negative At and destructive
interference for positive At. Detailed discussions of flavor
tagging and time-dependent CP asymmetry measurement
techniques used by the B Factories can be found in Chap-
ters 8 and 10, respectively.

These considerations set the base-line requirements for
an experiment to measure the CP-violating phases us-
ing the time-dependent CP asymmetry technique at the
1(45):

High luminosity: The branching fraction for the B® —
J/ K9 decay, the most prominent mode that is use-
ful for these measurements, is ~ 0.04% and that for
J/p — €74~ (where £ = e, p) is ~ 12%. Thus, tens
of millions of B°B? pairs are needed. For an eTe™ col-
lider operating at the 7°(4S), this requires integrated
luminosities of ~ 30 fb~* or more.

Boosted B°B° pairs: The B° and B° mesons must have
decay lengths in the laboratory that are sufficiently
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Figure 1.2.1. (left) The dominant quark-line diagrams for B® — B° mixing. (right) The interfering diagrams used for the ¢1
measurement. As the direct B decay produces K°, and the B° decay produces K°, the relative phase between B® — B° —
Jip K and B° — Jip K9 contains an additional term due to K° — K° mixing (not shown).

long so that the time sequence of their decays can be
measured. Also it should be noted that 7°(4S5) mesons
produced in symmetric colliders are almost at rest in
the laboratory frame, and as a consequence one can
only measure functions of t; + to, for which any CP
asymmetry vanishes. Both of these reasons impose the
requirement of an asymmetric energy eTe™ collision in
the laboratory frame of reference (see Section 1.2.3).

High-resolution and large-coverage detector with
excellent particle identification: The measured am-
plitude of the CP-violating asymmetry is directly
proportional to the detector’s ability to reconstruct
and flavor-tag the accompanying B meson.

1.2.2 Early proposals

At the time, the most successful studies of B mesons were
being performed at the CESR and DORIS II ete™ col-
liders operating at the center-of-mass (CM) energy corre-
sponding to the 1'(45) resonance, which, because it decays
into BB (and nothing else) nearly 100% of the time, is a
copious source of B mesons in a clean, low-background en-
vironment. Also, luminosities of ~ 1032 em™2s~!, while a
significant advance over previous machines, are two orders-
of-magnitude too low to provide samples of B meson de-
cays that are adequate for the CP violation measurements.

During the late 1980’s a very large number of concepts
(twenty-two in all) emerged on the international scene to
test CP violation in B mesons. Both Hitlin (2005) and
Schubert (2007) have presented detailed reviews of these
proposals, and how they synergistically evolved to the two
B Factories that were eventually built.

1.2.3 Asymmetric colliders

In the late 1980s, as the TRISTAN program at KEK (High
Energy Accelerator Research Organization, Tsukuba,
Japan) and the SLC program at SLAC (SLAC National
Accelerator Laboratory, Stanford, USA) were winding
down, workshops and task forces were formed at both labs
to investigate possible facilities to attack the CP violation
problem. In 1987, at a specialized workshop at UCLA that
was focused on possibilities for using linear e*e~ colliders
for B physics, Pier Oddone proposed a novel concept of an
asymmetric-energy, circular eTe~ collider. This would op-
erate at the 7'(4S5) and produce B mesons with a lab-frame
boost sufficient to enable decay-time-dependent measure-
ments (Oddone, 1987), as discussed in Section 1.2.1. The
experimental and analysis details on how one might effec-
tively detect CP violation in such asymmetric decays are
described in Aleksan, Bartelt, Burchat, and Seiden (1989).

Within the US, the 1990 HEPAP Panel on “The HEP
Research Program for the 1990’s” (Sciulli et al., 1990),
recommended that the US should study the science op-
portunities and technical requirements of a B Factory as a
possible component of the future US accelerator program,
and vigorously support the necessary R&D funding. Two
years later, the next HEPAP Panel (Witherell et al., 1992)
recommended that a B Factory be constructed in the US
under all budget scenarios under consideration. In the fall
of 1992 the Office of Management and Budget (OMB)
and the White House were assembling the budget proposal
for fiscal year 1994, and included possible initial funding
for a B Factory. Both California and New York congres-
sional delegates were working towards the interests of their
constituencies. In April 1993 the OMB asked the DOE
and NSF to convene a joint review of the two projects,
both having already done careful reviews of their respec-
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tive proposals — SLAC by DOE and Cornell by NSF.
This review (Kowalski et al., 1993) was charged to look at
both projects separately and non-competitively, and as-
sess their suitability for the task ahead and the risks that
each project posed with respect to achieving the goals, the
schedule, and the cost. That fall, Congress recommended
incremental growth for HEP funding, including $36 mil-
lion to start the construction of a B Factory, with the
choice of site awaiting the decision from this review. In Oc-
tober 1993 on the basis of this review Secretary of Energy
Hazel O’Leary made the decision to go ahead with the con-
struction of the SLAC facility (O’Leary, 1993), and that
same month President Clinton announced the construc-
tion of a B Factory at SLAC, as a Presidential Initiative,
with a four year financial profile (Clinton, 1993). A man-
agement team was immediately formed to design and build
the PEP-II collider under the leadership of Jonathan Dor-
fan (SLAC), together with Tom Eliof (LBL) and Robert
Yamamoto (LLNL). Complementing this team, an Interim
International Advisory Committee was formed by the lab
management to advise on the formation of the BABAR
collaboration’s first committees. The detector evolution
from this point onward is discussed in more detail in Sec-
tion 1.4. In the shadow of the cancellation of the Super-
conductiong Super Collider (SSC) project in Texas in Oc-
tober, 1993, the HEPAP Panel on “The Vision for the
Future of HEP” (Drell et al., 1994) was quickly assembled
and charged; it met through the short period December
1993 and March 1994. They presented HEPAP, DOE, and
Congress with a strong vision of how to pull the US HEP
program back from the brink caused by the SSC cancel-
lation decision, and set a path to a healthy, competitive
international research program. This plan strongly recom-
mended continuing forward with both the main Injector
project at FNAL and the B Factory at SLAC. The three-
lab (SLAC, LBL, LLNL) B Factory team worked well to-
gether, smoothly solving the problems that arise in all
high-tech construction projects, and bringing the project
in “on-time” and “on-budget”. The high energy ring was
completed and beam stored by mid 1997, and the low en-
ergy ring was completed, with beam stored, a year later.
First collisions were observed that same month, and first
collisions with the BABAR detector in place were observed
in May 1999. Design luminosity was achieved in the fall
of 2000.

In Japan, the first official presentation for a B Factory
construction took place at the TRISTAN Program Advi-
sory Committee (TPAC) in March 1991. The committee
members heard the progress report on the feasibility stud-
ies for the machine design and detector configuration that
were accumulated from the past several year’s work. The
committee was convinced that constructing a B Factory
at KEK was sufficiently feasible and the project should
nicely fit in as a third stage of the TRISTAN project. The
committee recommended that KEK should proceed with
its construction and, due to the highly competitive situa-
tion worldwide, aim for the earliest possible completion of
the project. With this official TPAC recommendation, and
expression of support from the international community in
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the form of letters from prominent figures and presence at
well-attended meetings, the KEK management began to
talk to the funding agency of the Japanese Government
and to rearrange the laboratory resources toward the new
project.

Of the original leading B Factory proposals mentioned
in Section 1.2.2 above, only these two B Factory projects,
both based on the Oddone concept of asymmetric energy
electron-positron storage rings, PEP-II (PEP-II, 1993) and
KEKB (Abe et al., 1993), were to survive. BABAR at PEP-
IT was approved in 1993, and Belle at KEKB was approved
the following year, in 1994.

1.2.4 A different approach

Meanwhile a different approach, aimed at using B mesons
produced in hadron collisions, was pursued by HERA-
B (Hartouni et al., 1995; Padilla, 2000). Here, the plan
was to place thin metal targets inside the halo of the
proton beam in the HERA electron-proton collider and
run parasitically with other HERA experiments. A draw-
back was that the cross section for producing B mesons
in proton-nuclear collisions at the available CM energy is
a tiny fraction (~ 107°) of the total hadronic cross sec-
tion. Although serious difficulties were anticipated with
this approach, the project was approved in 1995 with an
expected data-taking start in 1998, one year ahead of the
expected start-up of PEP-IT and KEKB. Ultimately, how-
ever, the huge non-B meson background turned out to
be too difficult to contend with and this approach proved
not to be competitive with the asymmetric ete™ collider
approach.

In 1994, the year that the SLAC and KEK B Factories
were approved, three sets of proponents for a dedicated B
physics experiment at the LHC were encouraged to “join
together to prepare a letter of intent for a new collider
mode b experiment to be submitted to the LHCC” (Kirse-
bom et al., 1995). The three projects were called COBEX,
GAJET, and LHB, and the merger resulted in the LHCb
experiment. The experimental design for LHCD is similar
to that of HERA-B, in that it is a single-arm spectrom-
eter. Unlike HERA-B, which relied on a target to cre-
ate B mesons, LHCD relies on production of B mesons
from pp collisions at the LHC. A dedicated spectrometer
in the forward region is chosen to take advantage of the
large cross section in the forward-backward direction. The
LHCD experiment started taking data in 2008, when the
LHC started collisions. Another proposed experiment to
study CP violation in a hadronic environment was put
forward, with the aim of using the Tevatron at Fermilab.
This was called the BTeV experiment and it was to have
been a two-arm spectrometer, each arm being similar in
design to LHCb (Santoro et al., 1999). Only the HERA-B
and LHCb experiments were constructed and took data.
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Figure 1.3.1. Schematic view of the PEP-II (left) and KEKB (right) rings. At PEP-II, the two beams are stacked one on top
of the other; the BABAR experiment is located in an experimental hall at the single interaction region, within region 2 of the
PEP-II complex. At KEKB, the two beams are side-by-side, and intersect in the Tsukuba area experimental hall where the

Belle detector was placed.

1.3 PEP-Il and KEKB

PEP-II was located in the tunnel that had housed the
32 GeV center-of-mass energy PEP ete™ storage ring,?
while the KEKB ring was in the 64 GeV center-of-mass
energy eTe” TRISTAN storage accelerator tunnel. Fig-
ure 1.3.1 shows a schematic overview of the PEP-II and
KEKB rings.

Both projects included conversions to meet the B Fac-
tory requirements, namely an instantaneous luminosity in
excess of 1023 ecm™2s~! and a boost factor (of the CM
frame relative to the laboratory) sufficient for observing
the time evolution of B decays. To achieve these require-
ments, however, some considerable challenges had to be
addressed.

Asymmetric energies mean a dedicated ring for each
beam. In order to reach a high integrated luminosity one
requires an intense positron source and on-energy injec-
tion for both rings. For KEKB, this meant that the in-
jection linear accelerator (Linac) energy had to be raised
from 2.5 GeV to 8 GeV in order to provide for on-energy
injection of 8 GeV electrons and sufficient production of
3.5 GeV positrons. PEP-II had the advantage of the ex-
isting powerful SLAC Linac, which could provide the re-
quired electron and positron beams with minimal modi-
fications. Both facilities used high-energy electron beams

2 A maximum center-of-mass energy of 29 GeV was achieved
during the lifetime of PEP.

and low-energy positron beams in order to avoid beam-
instability problems due to ion trapping, which are most
serious at lower energies. Both facilities had only one in-
teraction region (IR) for the detector in order to optimize
the luminosity. The luminosity of an eTe™ storage ring is
given by

N, bTle—Tlet f

Ae{‘f

where the numbers of electrons and positrons in each bunch
are given by n.- and n.+, Ny is the number of bunches,
f is the circulation frequency, and A.g is the effective
cross-sectional overlapping transverse area of the beams at
the interaction point (IP). While the five parameters are
independent at lower beam currents, at high beam cur-
rents A.g becomes strongly beam-current dependent. As
the product Nyn,.-n.+ is increased, Aqg increases, thereby
limiting the luminosity.

Particles inside a beam bunch are deflected when they
pass through the collective electromagnetic fields of the
oncoming beam bunch at the IP; as a result, the on-
coming bunch collectively acts as a focusing lens. How-
ever, these beam-beam effects are highly non-linear and
produce spreads in the operating point in the betatron-
oscillation tune plane, causing considerable complications
in the machine operation. These beam-beam interactions,
which become larger as the bunch charges are increased,
also limit the luminosity by enlarging Aeg.

Attempts to raise the luminosity by raising N, the
number of bunches in each ring, face a different prob-

L= (1.3.1)
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lem. When a beam bunch circulates with small separa-
tion intervals from other bunches, it feels some effects of
the other bunches caused by residual oscillating electro-
magnetic fields produced in the beam chambers and other
ring components by the preceding bunches. These effects
can drive coupled-bunch instabilities throughout the en-
tire ring that grow as the beam currents increase. Coupled-
bunch instabilities in the electron ring are also caused by
the presence of residual-gas ions and, for the positron ring,
clouds of photoelectrons generated by synchrotron X-rays
hitting the beam chamber walls and by photoelectrons
reaccelerated by the beam striking the walls to make sec-
ondary yields.

In addition to driving coupled-bunch instabilities, the
presence of ions and electron clouds enlarges the beam
sizes, sometimes leading to beam losses throughout the
ring. In fact, this effect turned out to be the most se-
rious problem for both projects, especially “blow-up” of
the positron beam caused by the photoelectron clouds.

Large beam currents also imposed serious challenges
for the hardware components along the rings. A high-
quality vacuum had to be kept in the beam chambers to
ensure reasonably long beam lifetimes in an environment
where the chamber walls were constantly bombarded by
huge fluxes of synchrotron X-rays. Heat energy accumu-
lated in the ring components had to be removed efficiently.
Tireless efforts were made throughout the entire period of
operation to keep improving the performance of critical
hardware components and for finding optimum operating
conditions, which were often far from those carefully de-
veloped during the design stage. Movable masks used to
scrape away unwanted beam-halo particles turned out to
be a particularly difficult challenge.

A background simulation effort started in BABAR im-
mediately to focus on the ingredients that should be inte-
grated in the PEP-II machine design, namely collimators
and synchrotron radiation masks.

The conclusions of these early simulations were clear:

— The background would be severe.

— The uncertainties in the simulation were very large due
to many reasons (incomplete knowledge of the physical
sources, incomplete description of the machine, crude
assumptions on the machine vacuum, etc.).

— An experimental approach to try to control all these
approaches was mandatory. This led to the creation of
a commissioning detector which started in 1996 (see
Section 1.4.3.1).

— The detector design, which was proceeding, had to
adopt a safety factor of 10 relative to all background
predictions. This “administrative” rule turned out to
be extremely difficult to meet initially, and led to
changes in the technical implementation of several de-
tector components, but turned out to be very wise and
had many pay-offs in the long term.

Many collimators were proposed, with fixed or movable
jaws, for inclusion at key locations. It turned out that it
was difficult and very costly to implement them all, so
only a select few were installed. At Belle, several versions
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of movable masks were used, each version being a gradual
improvement on the previous one.

In a two-ring machine with small bunch spacings, a
beam-separation scheme is needed to divert the beams
as they leave the IP in order to avoid parasitic interac-
tions. PEP-II used a head-on collision scheme with near-
IP bending magnets to steer the e™ and e~ beam bunches
away from each other as soon as possible after the colli-
sion. KEKB, on the other hand, used a scheme in which
the two beams collide with a small (£11 mrad) crossing
angle. While this scheme had the considerable merit of al-
lowing for shorter bunch spacing and more available space
for the detector components near the IP, it was not with-
out risk. A previous attempt to use a small but finite-angle
crossing scheme in the DORIS ring at DESY (Piwinski,
1977) had problems that were attributed to beam insta-
bilities from unwanted couplings between betatron and
synchrotron motions caused by the crossing angle, and it
was generally believed that this effect would get worse
at larger crossing angles. However, a theoretical study
(Hirata, 1995) concluded that a large horizontal cross-
ing angle in KEKB would, in fact, not be very harmful;
based on this, a finite crossing angle was incorporated at
an early stage of the design process. Ultimately, crossing-
angle-induced transverse-longitudinal couplings were can-
celed by the use of the world’s first operational set of su-
perconducting crab cavities that realign the directions of
the beam bunches so they pass through each other head-
on (Hosoyama et al., 2008). These were installed in Jan-
uary 2007; with the cavities, and with chromatically cor-
rected IP beta functions, KEKB eventually reached a peak
luminosity of 2.1 x 103* cm™2s~!, more than twice the
original design goal.

As a result of due care and attention in the design
of the machines, the excellent performance of the KEKB
and PEP-II colliders was comfortably sufficient to allow
BABAR and Belle to verify the Kobayashi-Maskawa theory
of CP violation, and, in addition, provide opportunities for
a number of other measurements and discoveries, many of
which were well beyond the scope of the original physics
goals listed in the 1994 Belle Letter of Intent (Cheng et al.,
1994) and the BABAR Physics Book (Harrison and Quinn,
1998). The machine parameters for the two B Factories
during the final stages of their operation are given in Ta-
ble 1.3.1.

1.4 Detectors for the B Factories

The B Factories have a common set of design require-
ments which are driven by the physics goals laid down in
Section 1.2. The resulting detector designs for BABAR and
Belle are, broadly speaking, quite similar, with similar op-
erational performance. Any differences resulted from con-
ditions expected from the PEP-IT and KEKB accelerator
complexes and the technical competences and available re-
sources of the groups who built the various sub-systems.
The main requirements are as follows

Light material (i.e. high Xg) for the inner detector:
The beam pipe, for the length corresponding to the
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Table 1.3.1. Machine parameters of PEP-II and KEKB during the last stage of their operation.

Parameters PEP-II KEKB
Beam energy (GeV) 9.0 (e7),3.1 (") 8.0 (e7), 3.5 (e")
Beam current (A) 1.8 (e7), 2.7 (eT) 1.2 (e7), 1.6 (e*)
Beam size at IP = (um) 140 80

y  (pm) 3 1

z  (mm) 8.5 5
Luminosity (em™2s71h) 1.2 x 103 2.1 x 10**
Number of beam bunches 1732 1584
Bunch spacing (m) 1.25 1.84
Beam crossing angle  (mrad) 0 (head-on) +11 (crab-crossing)

solid angle subtended by the active region of the
B Factory detectors, was made of beryllium with
a cooled channel between inner and outer walls.
Beryllium was chosen to minimize the amount of ma-
terial in terms of radiation length, to reduce multiple
scattering and energy loss of particles crossing the
beam pipe.

Vertexing capability: The key to measuring CP vio-

lating asymmetries is the precise determination of the
decay vertex of each B meson in an event. The only
viable technology to use at the time the B Factories
were being constructed was a silicon-strip-based vertex
detector.

Particle identification: In order to classify particles in

the final states of interest, over a broad range of mo-
mentum, it is not possible to rely on a single parti-
cle identification technology. Both experiments con-
structed drift chambers with sufficiently good specific
energy loss (dF/dz) measurement capability to per-
form charged particle identification for low momen-
tum tracks. This was supplemented at Belle by a
Time-Of-Flight system, and an aerogel-based Cheren-
kov detector for characterizing high momentum parti-
cles. At BABAR, high momentum track identification
was achieved via the Detector of Internally Reflected
Cherenkov light (DIRC), which was proposed by Blair
Ratcliff (Ratcliff, 1993; Schwiening et al., 2001).

Electromagnetic calorimetry: Many final states of in-

terest, including B — J/¢K? where J/1) — eTe™,
require that one is able to measure the energy of
both electrons and neutral particles. The technology
adopted by the B Factories was inspired by the CLEO
electromagnetic calorimeter (Kubota et al., 1992):
both experiments used CsI(T1) crystal calorimeters.

K? and muon identification: The expected CP asym-

metries in BY — J/¥KY and BY — J/¥K? are equal
in magnitude and opposite in sign: it was realized that
to verify any observation of CP violation in B de-
cays, it would be important to measure both of these
modes. Given the lifetime difference between K¢ and
K mesons, the KY mesons would be expected to de-
cay in the beam pipe or silicon detector, whereas most
K9 mesons would pass through the inner part of the

detector without decaying. Detection requirements for
K? mesons were similar to those required for efficient
muon identification, which was important in order to
detect the J/v — u™ ™ contributions for CP asymme-
try measurements. As a result, the outer parts of the
two B Factory detectors were instrumented with layers
of active detector sandwiched between absorber ma-
terial. Belle adopted float-glass based Resistive Plate
Chambers (RPCs) operating in limited-streamer mode.
BABAR initially adopted a Bakelite-based RPC solu-
tion for its K¢ and muon identification. However, soon
after operation started it was clear that this needed to
be replaced, and a system of Limited Streamer Tubes
(LST’s) was successfully installed to replace the RPCs
for the remainder of BABAR’s operational lifetime (see
Sections 1.4.3.6 and 2.2.5).

Data handling capability: The design goals of the B
Factories were ambitious. If these were to be met, then
a significant amount of data would have to be trans-
ferred from the detector system front-end, classified
by a trigger system, and stored for subsequent process-
ing. As the B Factory design luminosity was surpassed,
the data flow and offline computing systems had to be
adapted in order to keep up with the output of the
machine, and allow members of the Collaborations to
produce the physics results that appear in this book.

A more detailed discussion on the B Factory detectors
and readout can be found in Chapter 2, and an overview
of data taking and Monte Carlo production required for
physics analysis can be found in Chapter 3.

1.4.1 The BABAR detector collaboration

The SLAC management decided that with the approval
of the B Factory as a new element of the national HEP
accelerator program, it should explore how CERN had
managed the growing of the large, international collabo-
rations which had designed, built and operated the large
detectors at that laboratory. CERN Research Directors
Pierre Dariullat and Lorenzo Foa were very generous in
providing access to the lab archives, and engaged in full
discussions on the CERN procedures and processes, iden-
tifying both the strengths and weaknesses. These visits
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were very helpful in guiding the initial planning at SLAC.
Several other visits to Europe allowed gathering a “tem-
porary international advisory committee” (see below) to
listen to their collective wisdom, and advice on moving
forward with the formation of national core groups for
the detector communities within Italy, France, Germany,
UK and the US.

The CERN discussions emphasized the central impor-
tance of gathering representatives of all the international
agencies involved, to oversee their investments in the sci-
entific collaboration. It was the first time that SLAC, or
indeed any DOE Office of High Energy Physics (OHEP)
lab, organized an external group of representatives of fund-
ing agencies from around the world to regularly review one
of its experiments, and the first time that major construc-
tion and operational funding from non-DOE sources came
to a SLAC experiment. All of this was done through the
International Finance Committee (IFC), which will be de-
scribed later. This committee was a major player in the
story of the construction of the BABAR experiment, but
also in continuing operational support, and indeed was a
central figure in solving the serious computing problem in
2001 that was caused by the accelerator team outperform-
ing the PEP-II design luminosity (Section 1.4.3.5).

The international community working on the detector
design for the SLAC-hosted asymmetric B Factory held
its inaugural gathering at the end of 1993, as the culmina-
tion of a two year period of many workshops and detector
meetings preparing for a B Factory, hopefully to be built
at SLAC. Over the next year there were seven more col-
laboration meetings preparing the Letter of Intent and the
Technical Design Report, and working through the final
choices of technology and performance specifications for
each detector sub-system. SLAC management recruited
a short-lived, yet very important, Interim International
Advisory Committee in 1993, to advise the lab on for-
mation of the BABAR collaboration’s first committees and
identify and recruit those top level scientists. The target
committee was an Interim International Steering Commit-
tee formed in early 1994 with a very important charge. It
was to advise the laboratory on creating a detector R&D
program (which was funded originally by SLAC, but later
substantially supplemented by DOE/OHEP); to select an
initial Executive Board of the collaboration; to write the
original governance document and socialize it within the
collaboration; and to choose the first Collaboration Coun-
cil. This they did in short order and, having completed
their job, the group just as quickly dissolved, with the
thanks of the laboratory management.

The first Collaboration Council, in May 1994, quickly
gave formal blessing to the collaboration’s Governance
document, and chose a Nominating Committee to search
for the first spokesperson of the detector collaboration, fol-
lowing the search process defined in the newly passed gov-
ernance rules. The Council ratified the Executive Board
selection, and voted on the name for the collaboration,
establishing the little French Elephant BABAR on “his”
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way to having an impressive citation count.? It was a pro-
ductive first Council meeting, and a great kick-off for the
BABAR collaboration. Just seven weeks later, at the July
1994 Collaboration Meeting, the Council formally rati-
fied the nomination of David Hitlin as the first BABAR
Spokesperson. Indeed, he had been filling the role of in-
terim spokesman of this proto-BABAR community since
the late 1980’s, and had coordinated and led the first five
formal meetings of the collaboration.

The detector collaboration had a single spokesperson
through the entire construction and commissioning peri-
ods, and through the first years of data taking. From that
point forward a new spokesperson was chosen from the col-
laboration every two years.* This group of seven individ-
uals were able stewards of the scientific life of the BABAR
collaboration. Their distinct visions on how to guide the
experiment forward, their use of the associated strong
management teams and their scientific judgment was no
small part of the scientific success of BABAR. Within the
BABAR collaboration the spokesperson is the chief officer
of the collaboration, responsible for all scientific, technical,
organizational, and financial affairs of the collaboration,
and represents the collaboration to the SLAC laboratory,
to the DOE/OHEP, and to the international funding agen-
cies, represented by the IFC. The spokesperson is assisted
in this heavy responsibility by a Senior Management Team
for day-to-day decisions, and by an Executive Board which
the spokesperson chairs. The Senior Management Team is
chosen by the Spokesperson and ratified by the Executive
Board and the Council.® The Executive Board is repre-
sentative of the regional composition of the collaboration,
and consists of members distinguished by their scientific
judgment, their technical expertise, and their commitment
to the experiment, and is chosen by the Council through
an election process. The technical life of the collaboration
was managed by the Technical Coordinator, who chaired
the Technical Board. This was normally a twenty mem-
ber group comprised of the detector system managers,
the lead engineering staff, the computing leadership, and
representatives from the accelerator collider team. For an
important period of the life of BABAR, starting in 1999
for about two years, this group was expanded to include

3 The name BABAR is derived from B and B-bar. The BABAR
elephant and the many distinctive likenesses of that character,
are used with permission of Laurent de Brunhoff, negotiated
by David Hitlin. All copyrights were reserved to the owner,
which changed to Nelvans after the late 1990’s.

4 BABAR Detector Spokespersons: David Hitlin (1993-2000),
A. J. Stewart (Stew) Smith (2000-2002), Marcello Giorgi
(2002-2004), David MacFarlane (2004-2006), Hassan Jawah-
ery (2006-2008), Francois Le Diberder (2008-2010), J. Michael
Roney (2010-).

5 As part of the transition from detector construction to op-
eration and data taking and physics analysis, a Senior Manage-
ment team was formed in 2000, which included the Spokesper-
son, the Technical Coordinator, a senior technical advisor and
lab contact if not covered by the Technical Coordinator, the
Physics Analysis Coordinator, the Computing Coordinator and
deputy, the past Spokesperson, and the Spokesperson-elect.
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a much broader membership and called the Augmented
Technical Board, which included all of the old Technical
Board but also all of the leaders from electronics, online
and off-line monitoring, computing, physics planning, and
analysis machinery — a cadre of about 50 staff. For these
two years this body worked hard and was a very important
part of the BABAR story; they can take a lot of the credit
for bringing the detector operations and the physics pro-
duction activity into a true “factory mode,” alongside the
operations of the PEP-II accelerator complex. The collab-
oration has been well served by the five strong scientists
who served as the BABAR Technical Coordinator® provid-
ing sound technical judgment and strong commitment to
top level detector performance and to high efficiency up-
time.

The collaboration is represented by a Council” with an
elected chair and deputy, and made up of representatives
from each institution participating in the detector collab-
oration. The Council is the principal governing body of
the collaboration. The Council selects the Spokesperson
Nominating Committee, ratifies the Spokesperson nom-
ination, and the selection of the Executive Board. The
Council appoints the operating committees of the collabo-
ration — Membership, Speakers Bureau, and Publications
Board. The Council has the unusual power to request a
full review from the Spokesperson of any decision or action
for which it deems such accountability was necessary, and
could remove the Executive Board, or even the Spokesper-
son, under very strict conditions, if this unlikely situation
should occur. This served as a balance to the strong and
independent authority given to the BABAR Spokesperson
under the collaboration’s governance (see above).

The experiment began in 1993 and by 1995 had 483
members from 77 institutions, drawn from 10 countries —
Canada, China, France, Germany, Italy, Norway, Russia,
Taiwan, the UK, and the US. By 2005, the collaboration
had grown to 625 members, from 80 institutions and 12
countries — with Israel, India, Netherlands and Spain hav-
ing joined in the meantime, and China and Taiwan leav-
ing. By January 2013 the active membership was still 325,
of whom 51 were postdoctoral researchers and 56 graduate
students. The experiment has produced 505 PhD theses,
a number which is still growing, and is a remarkable tes-
tament to the intellectual life of the experiment and the
breadth of its academic reach. The collaboration has pro-
duced more than one paper each week during a six year
period (2004 through 2009) in the world’s leading peer-
reviewed journals, and a total by fall 2012 of 507 papers.

5 BABAR Technical Coordinators: Vera Liith (1994-1997),
Jonathan Dorfan (1997-1999), A. J. Stewart (Stew) Smith
(1999-2000), Yannis Karyotakis (2000-2003), Bill Wisniewski
(2003—-2011).

" The BABAR Collaboration Council was formed under action
of the Steering Committee (chaired by Pier Oddone), in May
1994 with the first chair being Livio Piemontese (1994), fol-
lowed by Bob Wilson (1996), Erwin Gabathuler (1998), Patri-
cia Rankin (2000), Klaus Schubert (2002), Frank Porter (2004),
Gerard Bonneaud (2006), David Leith (2008), George Lafferty
(2010), Brian Meadows (2012), and Fabrizio Bianchi (2014).

We can celebrate that not only have both the BABAR and
Belle experiments been “factories” of physics, producing
new results over a broad spectrum of topics, but they have
been veritable factories in producing candidates for new
academic appointments for universities around the world
from the pool of graduate students and post doctoral re-
searchers who received their training on the BABAR and
Belle experiments. They have outstanding training with
both technical and operational experience with large de-
tectors and running accelerators, and computing and data
production on a factory scale, and hands-on development
of creative data analyses in a small group environment.

In order for collaborators to be considered as authors
on BABAR, they first must perform a substantial service
to the experiment, either through the construction or op-
eration of hardware, or by taking on some technical or
administrative role required to maintain the quality of
physics output from the experiment. Having qualified for
authorship, a BABAR collaborator automatically signs pa-
pers. The authors appear in the author-list in alphabet-
ical order by institute. As a result there is, in general,
no direct correlation between the lead authors of a given
analysis and the initial authors of a given BABAR paper.
On occasion, where non-BABAR collaborators (mainly stu-
dents) have made significant contributions to an analysis,
requests have been made for those people to be added to
the author list on the paper describing that analysis in
detail. Such requests, while never a foregone conclusion,
were generally granted.

1.4.2 Formation of the Belle collaboration

The Belle collaboration was officially formed at a one-
day meeting held at Osaka University on October 7, 1993,
where it was formally decided that the results of the previ-
ously held workshops (Abe et al., 1993) were encouraging
enough to merit proceeding towards the development of a
Letter of Intent during the next year (Cheng et al., 1994).
This was followed by a series of meetings at which details
of the detector design and issues of collaboration gover-
nance were discussed.

The collaboration organization was discussed at a sec-
ond meeting at KEK on November 19-20, 1993. Here, it
was decided that there would be three co-spokespersons,
one representing each of the major constituencies of the
collaboration: the KEK group, non-KEK Japanese groups,
and groups from outside of Japan. All three spokesper-
sons were elected by the full collaboration. In the begin-
ning they served for a three year term that could be re-
newed. This rule was later changed to a two year term and
limiting renewals to a single term. In addition, it was de-
cided to have an Institutional Board (IB) comprised of the
spokespersons and one representative from each of the col-
laborating institutions,® to deal with organizational and
personnel issues, and an Executive Board (EB) consisting

8 Belle Institutional Board chairs: Yasushi Watanabe (1994
2000), Seishi Noguchi (1994-2000), Leo Piilonen (2000-2012),
Christoph Schwanda (2012-).
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of about ten members selected by the spokespersons to
advise them on technical and scientific issues.? Important
matters are discussed in the IB or EB and then proposed
to a general meeting of the collaboration. The general or-
ganizational principle has been that, insofar as possible,
decisions are made at general group meetings, either by
consensus or by a vote of those present. Urgent decisions
are made by the spokespersons in consultation with the
EB. This organization proved to be reasonably success-
ful; when the experiment switched from the construction
to the operating phase in 1999, a task force was formed
to re-examine the organizational structure, but eventually
only minor changes in the basic structure were adopted.

The name “Belle” (proposed by A. Abashian, Virginia
Tech) was adopted by a group vote at the third group
meeting held in January 1994 at Nara Women’s Univer-
sity.!? The Belle logo (proposed by T. Matsumoto, To-
hoku) was selected by a vote at the sixth group meeting
at Tohoku University in February 1995.

The experiment began in late 1993 with 136 members
from 39 institutions from 7 countries — Japan, China, In-
dia, Korea, Russia, Taiwan and the US. The first spokesper-
sons'! were F. Takasaki, S. Suzuki, and S. Olsen. By 2008,
the Collaboration had grown to 275 members, from 60
institutions and 15 countries — with Australia, Austria,
Czech Republic, Germany, Italy, Poland, Slovenia, and
Switzerland having joined in the meantime. Up to fall
2012, the Collaboration published 370 papers in scientific
journals.

Two unique features of the Belle publication policy,
developed after considerable discussion and finalized at a
meeting at KEK in November 2001, are worth noting:

Authorship confirmation: In Belle, there is no default
author list and authorship on a Belle paper is not auto-
matic. An important rule is that after a paper draft has
received approval from its internal referees and the rel-
evant physics conveners, it is posted for general review
by all eligible authors.'?> During the review period, a

9 Belle Executive Board chairs: Kazuo Abe (1994-2000), Dan
Marlow (2000-2002), Alex Bondar (2002-2010), Simon Eidel-
man (2010-2012), Tom Browder (2012-2013), and Toru lijima
(2013-).

10 The name Belle is a pun on beauty, the quark of primary
interest for the B Factories, which led to a natural choice for
the name of the commissioning detector discussed later in this
chapter: BEAST. The name can also be decomposed as B-el-le
implying electrons (el) and their opposite — positrons (le) —
colliding to produce B mesons.

11 Belle Detector Spokespersons: Fumihiko Takasaki (1994
2003), Shiro Suzuki (1994-2000), Steve Olsen (1994-2006), Hi-
roaki Aihara (2000-2006), Masanori Yamauchi (2003-2009),
Tom Browder (2006—2012), Toru lijima (2006-2012), Yoshihide
Sakai (2009-), Leo Piilonen (2012-), Hisaki Hayashii (2012 ).
12 Eligible authors are those members of the collaboration
that actively contributed to Belle for at least six months in
form of construction, maintenance or operation of the detector,
software development, contributing to ongoing analyses, etc.
They are also required to take a certain number of experimental
shifts.
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collaborator is required to confirm his/her authorship
by submitting the statement: “I have read this paper
and agree with its conclusions. Please include me as
an author.” Only then is he/she included in the au-
thor list.

Author-list name order: In principle, the order of the
names in the author list is alphabetic. However, the
persons responsible for preparing a paper can propose
to the spokespersons that a single person or a small
group of people be listed as first authors. In general,
the spokespersons have approved such requests, the
exceptions being for important papers central to the
main goals of the Belle program (e.g., precision mea-
surements of sin2¢;) or cases where the proponents
cannot agree on the specific name order. In these cases,
the author list is strictly alphabetic.

When this policy was adopted, it was with the explicit
proviso that it could be re-examined and modified at any
time. However, it has proven to be quite popular among
Belle collaboration members and has never been modified.
Almost all Belle papers since 2002 have had a first-author
group, with up to seven collaborators appearing out of
alphabetical order at the start of the list; the number of
confirming authors has been, on average, about half of the
total number of eligible authors.

1.4.3 Building the BABAR detector

The BABAR collaboration faced a set of design challenges
as they prepared their Letter of Intent (LOI) during the
period spring 1993 through summer 1994. These included
a long list of issues demanding detailed analysis to arrive
at conclusions — inheriting an Experimental Hall which
was smaller, and had too low a beam height, for an opti-
mal “start-from-scratch” design; determining how to meet
the stringent specifications for the silicon vertex detector
and drift chamber tracker to manage both the spatial res-
olution to measure the separated B decay vertices and
at the same time handle measuring with adequate pre-
cision the broad momentum spectrum of the produced
tracks; meeting the strong specifications for the charged
particle identification along with good photon detection
for both position and energy measurement, and for reli-
able muon and K? detection. The actual LOI document
was produced over a few months, was completed in June
1994, and quickly approved by the SLAC Experimental
Program Advisory Committee (EPAC) in July, only one
month later.

As with all high tech projects, the detector design, con-
struction, and commissioning came along with its prob-
lems. Fitting the collaboration’s ambitions to the avail-
able budget was a stringent constraint at the outset. A
great deal of hard work went into defining the technical
details for the final sub-systems in the short nine month
period between the submission of the BABAR Letter of In-
tent and the submission of the Technical Design Report, in
February 1995. The TDR had essentially the final vertex
detector geometry and technical description, a new Drift
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Chamber design with flat aluminum end plates instead of
a cleverly shaped carbon fiber construction, the choice of
the internally reflected Cherenkov detector, DIRC, and its
quartz bar radiators for the particle identification system,
and finalizing the choice of the muon detector technology
as Resistive Plate Chambers, RPC’s. Later on there were
other surprises that emerged and had to be dealt with
promptly; the flux return iron for the magnet had produc-
tion schedule problems from the Japanese supplier as did
the superconducting magnet coil from Italy, but the IFC
came through with an added incentive clause to the mag-
net steel contract, and the lab management’s connections
to the US Air Force helped bring the delayed supercon-
ducting coil to SLAC on time, via “air mail” on a C5A,
as part of a crew training flight. Learning how to grow
the cesium iodide crystals and managing the salt deliv-
ery schedule for the large electromagnetic calorimeter, and
how to successfully polish the quartz bars for the DIRC
particle identification system to the exacting dimensional
optical specifications, were time-consuming problems that
emerged during construction, looked as though they might
cause serious schedule problems, required creativity and
focused commitment, but were finally solved in time for
detector turn-on.

1.4.3.1 The PEP-II commissioning run

Immediately after PEP-II approval in June 1993, it was
realized that, because of the existence of the PEP tunnel
and the significant reuse of PEP machine components,
that PEP-II machine would be ready one or two years be-
fore the BABAR detector would be. This was considered as
a good opportunity to be able to tune the machine without
the complications of detector protection and to provide a
fast start for BABAR. The machine had to reach a lumi-
nosity 100 times higher than previously achieved and was
doing so with much higher currents. The potential threat
posed by backgrounds induced by such currents was con-
siderable. A few years previously at SLAC, muons from
the SLC tunnel had been compromising the Mark-1I/SLC
detector performance, and therefore there was a high de-
gree of consciousness of these issues among members of
the PEP-II machine group.

In 1996 there was a call proposing the instrumenta-
tion, at minimal costs, of the PEP-II IR in the absence
of BABAR during two running campaigns: a short one, in
1997, where only the HER ring would be available, and
another one in 1998 with both rings. The goal of this in-
strumentation was manifold:

understand and quantify the various background sources
in both rings,

provide to the machine reliable background sensors,
so background could be reduced while tuning the ma-
chine,

test prototypes of final BABAR elements to understand
their sensitivity to background,

test the radiation protection and abort mechanism sys-
tem.

It was of course not possible to cover all these issues
with a very small number of detectors since some of the
requirements were potentially conflicting with each other.
BABAR therefore adopted a “wideband” approach where
a variety of detectors were assembled for the commission-
ing detector. PIN-diodes, silicon strip detector modules,
similar to the final BABAR ones, a newly built mini-TPC,
and reused straw tubes were used to understand the back-
ground resulting in charged particles, whereas a newly
built movable ring of thallium-doped CsI (or CsI(T1)) crys-
tals, similar to the BABAR ones, were used to monitor
neutral background. DIRC and IFR prototypes comple-
mented this equipment.

This set-up and the 1997 and 1998 campaigns turned
out to be successful. The large backgrounds observed were
mostly due to the not-yet-scrubbed state of the rings; their
various sources were understood, and their variation with
current properly measured. After the required tuning, sim-
ulations were able to reproduce the observed background
to within 50%. The correct strategy for a fast start to the
BABAR experiment in 1999 was established, together with
a flexible and reliable abort system.

1.4.3.2 The BABAR background remediation effort and
detector commissioning

Since BABAR’s high potential vulnerability to PEP-II back-
ground had been demonstrated both from simulations and
from the 1997-1998 background measurement campaign
described above, in 1998 a background remediation effort
was set up to precisely quantify the adverse effects en-
gendered by high background on the BABAR detector and
physics analysis. Four areas were identified:

1. long term degradation due to integrated dose,

2. immediate damage due to a radiation burst,

3. high occupancy in the detectors leading to ghosts or
to inefficiency,

4. large dead-time in electronics read out leading to dead
time and/or inefficiency.

This remediation group took many important decisions to
protect BABAR in both the short and long term, based
on background extrapolations taking account of future
running conditions: a very comprehensive set of dosime-
ters were installed throughout the detector, and an abort
strategy was put in place to avoid item (2). The weakest
points in the data acquisition (DAQ) chain were identi-
fied as bottlenecks two years before they needed upgrad-
ing. As a result the DIRC and drift chamber electronics
were partially upgraded in good time and without lim-
iting data taking. Good running conditions were defined
in order that BABAR did not accumulate data that would
prove not to be useful.

A strict policy to use up allowed radiation exposure
as a function of the integrated luminosity was defined. A
10% occupancy limit in the drift chamber and the vertex
detector were thus defined so as to guarantee good physics
output, and were correlated to real time background sen-
sors incorporated in the machine diagnostics system to
prevent running in worse conditions.
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Another crucial aspect of this task force was to prepare
a set of 25 machine-detector interface experts that pro-
vided 24-7 support in the PEP-II control room, during the
first four years of BABAR data taking. These background
shifts proved invaluable to further the understanding and
control of the background issues and to disseminate back-
ground related issues to the PEP-II operations crew.

The first short run took place in May 1999, to be
followed by a short shut-down to install the full DIRC
system, and then operations began again in late Octo-
ber. Physics running began in late 1999 and continued
through 2008, when the experiment was turned off with
the PEP-II collider having achieved design luminosity
(3 x 103 cm~2s~!) within one year of operation. Dur-
ing its final year the PEP-II collider ran regularly at a
daily integrated luminosity of over seven times the design
value, with record high circulating currents of both elec-
trons and positrons, and accumulating 557 fb~! of data
in the BABAR detector. Background issues were always
present during the lifetime of BABAR, but these were suc-
cessfully managed to prevent them from seriously damag-
ing the experiment. Once routine operation of PEP-II and
BABAR had been achieved, the background remediation
effort underwent a transition to the Machine-Detector-
Interface (MDI) working group that was responsible for
maintaining a watchful eye on the background conditions
expected within the detector, and over time learned (with
the help of accelerator physicists from PEP-II) to use
data from both the machine and the detector to measure
beam parameters such as emittances, the betatron oscilla-
tion amplitude at the IP, and estimates of the beam sizes
for bunches of electrons and positrons (Kozanecki et al.,
2009). This background remediation and MDI effort was
key to BABAR’s high luminosity running and was the re-
sult of the hard work of many people from all parts of the
PEP-II and BABAR teams.

1.4.3.3 Other beam-related backgrounds encountered

In addition to the expected background effects dominated
by beam-gas terms, some unexpected sources came along
the way:

— A luminosity term was readily observed in addition
to single beam backgrounds and to backgrounds in-
duced by beam-beam effects. This luminosity term was
traced to the presence of off-momentum electrons or
positrons after radiative Bhabha scattering. The un-
fortunate presence of a dipole magnetic field at the IP
made BABAR very sensitive to these luminosity terms
that became relatively more and more important as
the machine was getting scrubbed and its peak lumi-
nosity increased.

— Electron cloud effects were analyzed in early studies
in 1993-1994: they cause bunch-to-bunch instabilities
believed to be damped by the proposed feedback sys-
tems. In 1999 electron cloud effects were experimen-
tally observed by huge pressure increases in the LER
above thresholds and by intra-bunch size enlargement
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unaffected by bunch-by-bunch feedbacks. The machine
was immediately equipped wherever possible with ca-
ble coils around the beam pipe providing a 50 Gauss
protecting field that pushed the current thresholds far
away. Nevertheless, the electron cloud effect was re-
sponsible for a significant increase of the positron beam
size with current that would finally limit the maximum
achievable luminosity.

— Neutron induced background, where neutrons are pro-
duced by few-MeV gamma photonuclear reactions, were
found to be quite significant in some sub-detectors and
even dominant in the case of the IFR.

1.4.3.4 BABAR reviews and oversight committees

The detector design and construction were formally over-
seen by two committees that were standard to the normal
SLAC way of doing things — a DOE Lehman Review
process for agency oversight of construction readiness and
budget soundness, and the usual laboratory Experimen-
tal Program Advisory Committee, which had stewardship
over the SLAC experimental program. There were two
other new, and very important, very helpful, international
committees as partners in the detector building story —
a Technical Review Committee (the Gilchriese Commit-
tee), and the International Finance Committee, the IFC.
The Technical Review Committee worked closely with
the Detector collaboration, met twice per year through
the construction period, and provided advice to both the
Spokesperson and the laboratory. The committee worked
in sub-committees on specific aspects of the detector con-
struction, or as requested by either the Spokesperson or
the Research Director. In practice, the collaboration used
this committee in its preparation for the formal techni-
cal reviews by DOE — the Lehman Reviews. The IFC
met twice per year to review progress of the construction,
discuss with the lab management and the Spokesperson
progress and concerns, and to set homework for lab and
collaboration. Members of the group were very used to
working together from many years doing just this same ex-
ercise at CERN, trusted each other and the agencies they
represented, and took a strong, stewarding responsibility
for their new charge — the fledgling North American-
hosted BABAR experiment. They met by phone in be-
tween regular face-to-face sessions when serious, time-
urgent problems came up, and were very effective in find-
ing solutions to the unexpected problems when they arose.
The IFC were able to ensure that BABAR could draw to-
gether a critical mass of manpower and institutional sup-
port from each of the regions working on the experiment,
to ensure success on the central areas of the experiment
construction. They, as a group, appreciated that SLAC
and the US would carry the largest share of the expenses
for building and operating the experiment, but partici-
pated in solving all of the many problems that arose as
“our joint problem”. Largely because of their long history
on other experiments at CERN, and the mutual trust they
had built up, they were a very important component in
guiding and enabling an extraordinary experiment. Both
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committees continued their important stewardship roles
beyond the end of the construction.

The Technical Review Committee was called back when
the lab and the experiment ran into computing problems
because the machine performance surpassed the design
luminosity, causing a computing load that could not be
handled by the laboratory alone, without severe financial
hardship. They were also called to help as the detector
proposed hardware upgrades to several sub-systems. They
performed spectacularly, once again.

The IFC, by the constitution, continued the twice-a-
year oversight of the detector collaboration through the
operational phase of the BABAR experiment. Again, this
was a familiar role, as they worked in a similar way at
CERN.

The IFC determined the Common Fund component of
the construction budget and the operating budget, and
negotiated with the lab and the Spokesperson on both of
these important, but thorny issues. The financial needs
of the collaboration were presented by the Spokesperson
after discussion with the laboratory management, while
the decision making on what financial support would ac-
tually be provided was the IFC’s job. They also defined
how each region would meet their share of these costs.
Typically this was by a negotiated mix of head-count and
system responsibility determining the cost sharing in the
construction phase, and essentially it was by participating
head-count for the operational phase. During construction
this Common Fund was around $4 M per year, totaling
$15.4 M over the construction period, and about $2.7 M
per year during the operations period, until the computing
crisis (see the following two sections).

The DOE Lehmann Committee formally base-lined the
detector budget in late 1995. Each member of the Tech-
nical Review Committee had an individual system assign-
ment, and through the full construction and commission-
ing schedule these connections were maintained and pro-
vided timely advice to the construction team and up-to-
date information to the review panel as a whole, and to the
lab management. The IFC was a very helpful resource for
both the laboratory and for the experiment. They brought
a different kind of management layer into the lab — a tech-
nically savvy group, and a small enough group to have
strong working relationships between each other, in com-
mand of substantial financial resources, and very commit-
ted to the success of the BABAR project. The Technical
Review Committee was rather stable in its membership
throughout the period of construction, with only a few
people stepping down and requiring replacement. How-
ever the IFC was rather different, in that the heads of
each of the international partner agency offices rotated
quite frequently.

1.4.3.5 Computing

From the beginning SLAC had proposed that the lab would
provide the computing hardware resources, both process-
ing and data storage, for the BABAR experiment. The
collaboration, on their part, was to provide the required

trained manpower needed to create the software tools and
handle the data analysis. Early on, the IFC agreed to sup-
port a model for computing where computer profession-
als were hired to work alongside computer-savvy collab-
oration physicists. This was a very important early in-
vestment that strategically enabled the rest of the BABAR
computing story and bolstered the scientific output of the
experiment. The cost of this manpower was borne by the
Common Fund.

Computing became a serious problem around the year
2000 as the PEP-II collider luminosity climbed past the
design luminosity and eventually grew to three times that.
The cost of upgrading the BABAR computing center to
handle the increased data analysis and data processing
was more than the lab budget could handle. In addition,
the existing BABAR computing model did not scale to the
large number of machines that would be required to keep
up with the data taking. The IFC was sympathetic, but
requested that the Technical Review Committee examine
the problem, and carefully review the technical details of
the collaboration’s proposal along with the proposed cost
model. The new costs were much too large for the non-
US countries to support directly with cash. This turned
out to be a blessing in disguise because the European IFC
members proposed an alternative in which the computing
load would be distributed among several “Tier A” com-
puting centers in Europe, in addition to SLAC. Europe
had built up a large computing capacity in anticipation
of the coming LHC experiments, most of which was ly-
ing fallow as the LHC turn-on was delayed. The proposed
BABAR computing model successfully passed the techni-
cal review by the Technical Review Committee, and at a
special meeting in Paris in January 2001 the IFC formally
agreed that the costs of computing for the BABAR experi-
ment, beyond those to support the original PEP-II design
luminosity, should be shared by the whole collaboration.
In retrospect this spark of creativity not only saved the
BABAR experiment, but helped set the stage for interna-
tional grid computing in HEP.

As part of the examination of the computing crisis, the
collaboration rethought the needed changes to the existing
computing model, and a small, passionate, very focused
group worked to implement an entirely new computing
model. The largest change was moving from the Objectiv-
ity data base system to a Root-based system, which was
done in 2003-2004, but beyond that there were continued
optimizations over the following years. The implementa-
tion of the new arrangement for handling computing at
the distributed agency computing centers was put in place
in 2003, with the international Tier A site system set up
with SLAC, CCIN2P3 Lyon (France), INFN Padova and
CNAF (Italy), GridKa (Germany), RAL (UK) and lat-
terly U. of Victoria (Canada) making up the nodes. The
core computing (CPU and disk) came two thirds from
SLAC and one third from the other sites. Two years later,
this sharing was fifty-fifty through the intense analysis pe-
riod. This high volume, distributed computing environ-
ment was the first successful example of large scale pro-
duction distributed computing (also known as Grid Com-
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puting) in HEP in an actual data-taking experiment. The
BABAR collaboration set up a Computing Steering Com-
mittee, which twice a year examined the foreseen needs
for processor power and storage, and reported to the IFC.
This ranks among the great achievements of the collab-
oration and of the funding agencies within the IFC. It
built on the large international investment in Grid com-
puting, and on very good international networking. The
new computing model, including the change to the Root
data analysis framework, was in operation by mid 2003
(well ahead of schedule), and allowed the experiment to
keep processing the data, even at the higher luminosities.

1.4.3.6 Sub-system upgrades

BABAR, the lab, and the Technical Review Committee en-
gaged in a review of each of the detector sub-systems in
the 2003, with the outcome that all of the systems were
expected to manage the increases in luminosity promised
by the accelerator team, with just nominal improvements
(even the expected increased backgrounds), with one ex-
ception — the muon system’s IFR chambers. The IFR
sub-system had become a serious problem around 2001,
with dropping efficiency as the accumulated radiation dose
increased. New muon chambers had to be designed and
built, and then the installation of the new technology suc-
cessfully implemented without an undue hit to data tak-
ing. This was another multi-lab and multi-nation effort
to execute this detector upgrade rapidly while still taking
data. The collaboration made a heroic effort and made
very good progress in production of replacement detec-
tors — this time LST’s, which were essentially completed
by the end of 2004. Installation in the detector was not
completed until 2006, due to a chain of unfortunate ac-
cidents unrelated to BABAR. The new chambers worked
very well, and for the remaining running BABAR had high
efficiency muon tagging.

1.4.4 Building the Belle detector

As with BABAR, the construction phase of the Belle de-
tector had to resolve a number of technical challenges in
order to provide a design that would work sufficiently well
to deliver the physics goals of the B Factory. As is typical
with particle physics experiments, some of the sub-systems
under consideration for Belle had proposed variants that
had to be studied in detail (Section 1.4.4.1). Along the way
the Belle detector team were also presented with several
unexpected problems that required timely resolution (Sec-
tion 1.4.4.2). The commissioning period and the first years
of full Belle operation are discussed in Sections 1.4.4.3
and 1.4.4.4 respectively.

1.4.4.1 Design choices and related issues

Beam pipe: The beryllium beam pipe section is made
of two concentric cylinders and an intermediate cool-
ing channel. The only supplier for beryllium in such a
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configuration was Electrofusion in California. Because
of its toxicity, it was only with considerable difficulty
that the import of beryllium was allowed by Japan
Customs officers.

Silicon: The silicon detector — a key component for the
success of a B Factory experiment — was originally
planned to use a custom designed Application Spe-
cific Integrated Circuit (ASIC), however as discussed
in Section 1.4.4.2, the then-standard Honeywell tech-
nology for radiation-hard ASIC design could not be
used for a project in Japan. As a result, the choice of
which ASIC to use had to be changed to allow a work-
ing vertex detector to be assembled and installed in
time for data taking, while a suitable radiation-hard
design was developed for a subsequent detector.

Drift chamber: The Central Drift Chamber (CDC) de-

sign originally envisaged two chambers: an inner “pre-
cision chamber” with two wire layers and three cathode-
strip readout surfaces that focused on high spatial res-
olution and the provision of z-direction information for
triggering and an outer 48-layer closed-cell drift cham-
ber for momentum and dF/dx measurements.
Since most of the particles produced in B meson decays
have relatively low momentum, multiple scattering is
a major contributor to momentum measurement pre-
cision. Because of this, and in order to maximize the
chamber’s transparency to synchrotron X-rays, consid-
erable effort was made to increase the effective radia-
tion length of the chamber. This included the use of a
helium-based chamber gas and aluminum field wires
with no gold plating, both unique features at that
time (Uno et al., 1993). Eventually, the inner precision
chamber and the outer tracker were both incorporated
into a single, common gas vessel and their intervening
gas barrier was eliminated.

Particle identification: A number of technologies were
investigated for an efficient charged particle identifi-
cation system for higher momentum tracks. These in-
cluded a Time-Of-Flight (TOF) system, an array of
aerogel radiators (ACC) developed in collaboration
with Matsushita Electric (Enomoto et al., 1993), and
DIRC for the barrel region following the design concept
developed for BABAR (Ratcliff, 1993) and a focusing
DIRC for the forward end-cap region (Kamae et al.,
1996; Lu et al., 1996). The choice of aerogel for both
the barrel and end-cap was finally made by an ad-hoc
task force appointed by the spokespersons. Their main
reason for the selection of the aerogel option was its
overall simplicity and minimal impact on the design
of the accelerator and other detector components. The
aerogel system served the Belle experiment well.

In addition to a cylindrical array of 128 4-cm-thick
scintillators as a TOF system, for additional charged
particle identification capability, it was also decided
to include a second layer of 64 4-mm-thick counters
(the TSC) to form a track-trigger. The TSC-TOF was
initially considered to be a unnecessary redundancy.
The subsequent issues with regard to de-scoping the
SVX trigger capability (Section 1.4.4.2) meant that



Eur. Phys. J. C (2014) 74:3026

Page 15 0f 928 3026

the provision of this redundancy proved to be a wise
choice. The fast L0 triggers generated from TSC-TOF
coincidences are an essential part of the Belle DAQ
system.

K?-muon detector: For the detection technology of the
“KLM” (Belle’s instrumented return yoke) LST’s and
RPC’s were considered; RPCs were finally selected be-
cause of their robustness and simplicity. The key com-
ponents in an RPC are the highly resistive planar elec-
trodes that require very smooth surfaces in order to
avoid non-particle induced electromagnetic discharges.
Various electrode materials were studied including oil-
covered Bakelite, dry Bakelite, ABS and PVC plas-
tic, and float glass. It was found that ABS plastic
and float glass had acceptable efficiency and lifetime
properties and glass electrodes were selected because
of their availability and low price (Morgan, 1995). This
was the first use of glass electrodes in a large-scale RPC
system. These worked well as long as care was taken
to avoid any moisture contamination in the operating
gas.

1.4.4.2 Belle construction: two major crises

The Belle and KEKB Letters of Intent, submitted in
April 1994, resulted in the approval of the project by
the Japanese government, and construction started soon
thereafter. The detector construction had two major
crises: the failure of the initially planned technology for
the silicon vertex detector and the collapse of the support
structure for the Csl crystals of the barrel electromagnetic
calorimeter.

SVX failure

A complication arose in the design of the ASIC chip,
called SMAASH (with both analog and digital pipelines,
on-board data sparsification, and trigger signals derived
from 32-bit digital OR circuits; Yokoyama et al., 1997),
intended for front-end readout of the SVX detector. US
export restrictions meant that the chip design program
also had to incorporate the development of the required
radiation-hard techniques for the SMAASH ASIC chip. In
early 1997, technical problems with the chip development
caused the SVX subsystem project to fall well behind the
schedule needed to be ready in time for the August 1998
installation date. Following a June 1997 recommendation
of a review panel of international experts chaired by P.
Weilhammer of CERN, Belle abandoned the SVX and re-
designed the entire system, settling for a more modest ar-
rangement, SVD1, based on commercially available, non-
radiation-hard components, that met the angular accep-
tance and signal-to-noise requirements, but with no trig-
gering capability and a marginally acceptable data acqui-
sition rate. SVD1 (Alimonti, 2000) was a three-layer array
of double-sided silicon detectors (DSSD) that were fabri-
cated by Hamamatsu Photonics using a design that was

originally developed for the DELPHI experiment’s micro-
vertex detector. The readout was based on the VA1 front-
end chip that was commercially available from the IDE AS
company in Oslo, Norway. In a crash program involving
a close collaboration among thirteen different groups in
Belle and the KEK mechanical shop, SVD1 was designed
and constructed and ready to be installed in Belle by the
beginning of October 1998. By that time, the Belle roll-in
date had been shifted to February 1999. To compensate
for SVD1’s lack of internal trigger capabilities, a fast L0
trigger derived from TSC-TOF coincidences was used to
latch the SVD response for potentially interesting beam-
crossings while the slower L1 trigger decision was being
made.

Because it was a relatively primitive system, enough
spare parts and a prototype frame were available to per-
mit the assembly of a spare device, SVD1.1. During all
of the data-taking prior to the installation of SVD2 in
2003 (Natkaniec, 2006), Belle maintained a spare, replace-
ment vertex detector that was ready to be installed. The
original version was eventually replaced after radiation
damage in summer 1999, and was replaced again by a
more radiation-hard version a year later.

Collapse of the Csl crystal support frame

In the Belle calorimeter design, the crystals are supported
by a honeycomb cell structure formed by 0.5-mm-thick
aluminum fins stretched between a 1.6-mm-thick aluminum
inner cylinder and an 8-mm-thick stainless steel outer
cylinder. The fins and the inner cylinder were originally
welded together and bolted to the outer supporting cylin-
der.

In May 1998, when the loading of the crystals into
the structure and the associated cabling was nearly com-
plete, and just weeks before the scheduled date for instal-
lation of the ECL into the Belle structure, severe defor-
mations to the structure were evident and loud ominous
sounds were heard when the partially filled support struc-
ture was rotated. These were caused by failures of many
of the welds between the thin aluminum vanes and the
inner cylinder. After removing all of the crystals and ca-
bles, a major renovation of the structure was undertaken
that stiffened the outer support cylinder and used bolts
and washers to connect the aluminum vanes to the inner
cylinder. This required a delay of the Belle roll-in date
from August 1998 until February 1999. The modifications
to the support structure were completed by mid-August
and crystal re-installation and re-cabling were completed
in September.

1.4.4.3 KEKB/Belle commissioning and early running

The original schedule, in which Belle and KEKB were
commissioned at the same time, was changed. The initial
KEKB commissioning occurred without Belle in place. In-
stead, a modest commissioning detector, called BEAST,
was installed to provide feedback to KEKB on background
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conditions during the machine study and tuning period.
During the initial KEKB beam commissioning period, the
fully assembled Belle was commissioned in the rolled-out
position using cosmic rays.

KEKB commissioning run

The initial KEKB commissioning run started in Decem-
ber 1998 and was reasonably successful, but not with-
out mishap. The injection system, including the positron
source, worked well, although sometimes positron injec-
tion produced large radiation doses in BEAST. The closed-
orbit deviations in both rings were corrected to less than 1
mm, which indicated that the magnets were well aligned.
In the high-energy ring (HER), a 250 mA electron beam
(~ 0.25 times the design value) was stored with a re-
spectable 60 minute lifetime. In the low-energy ring (LER),
a 370 mA positron beam was stored (~ 0.15 times the de-
sign value).

In February, during high-current operation of the HER,
the intense synchrotron radiation fan generated in the
downstream superconducting IR quadrupoles — through
which the exiting electron beam passes off-axis and, thus,
in a region of high field — burned a hole through a down-
stream section of the aluminium beam-pipe, causing a
catastrophic vacuum system failure. A replacement pipe
section, made from aluminum, was quickly fabricated and
installed. Subsequent simultaneous running of both the
LER and HER produced collisions with a luminosity that
was estimated to be ~ 10%° cm?s~!. BEAST measure-
ments indicated that the SVD occupancy rates would prob-
ably be tolerable, but the large radiation doses that some-
times occurred during positron injection posed some dan-
ger. In addition, BEAST results indicated that the CDC
occupancy levels and Csl pedestal widths would be very
high during high-current operation of the HER.

Belle commissioning run

The commissioning of the fully assembled Belle detector
and solenoid with cosmic rays in the rolled-out position
also started in December 1998. This allowed for a complete
relative alignment in space and time of all the detector
subsystems and exposed some problems with the detector
and the data acquisition system. The SVD1 and CDC spa-
tial resolutions and the overall pr resolution of the CDC
were measured to be near the design value. The other sub-
systems, including the trigger and the DAQ software, also
performed well. One major problem was an efficiency drop
in the resistive-plate chambers of the K?-muon detector,
which was caused by minute levels of water vapor contam-
ination in the chamber gas. This was cured by replacing
all 5 km of polyolefin tubing in the gas distribution system
with copper.

1.4.4.4 Early operation

Belle rolled into place on May 1, 1999 and saw first col-
lisions (25 mA positron beam on a 9 mA electron beam)
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on June 1. Early running was plagued by high occupancy
in the CDC caused by synchrotron radiation produced
by the electron beam. The origin of this problem was
traced to back-scattered X-rays from the aluminum sec-
tion of the down-stream beam-pipe that was installed dur-
ing the KEKB commissioning run. In addition, in July,
there was an abrupt deterioration in the performance of
the inner-most layer of SVD1.0. This was found to be due
to low-energy synchrotron X-rays produced in one of the
upstream correction magnets in the HER.

The first run managed to map out the 7°(45) peak, and
was then terminated in August. In the ensuing two-month
shutdown, the downstream aluminum pipe was replaced
with a copper version, SVD1 was replaced by the SVD1.1
spare, the CDC grounding was improved and additional
beam halo masks were incorporated inside the HER to
reduce backgrounds from spent electrons. Software cur-
rent limits were established on the upstream correction
magnets to prevent a repetition of the conditions that
destroyed SVD1.0. Although the front-end electronics for
SVD1.1 were not radiation hard, subsequent versions of
the VA1 chip were fabricated with smaller feature sizes,
and these were found to be quite radiation hard (Taylor,
2003).

Electron cloud instability

These fixes were effective and in the next run—Belle’s first
physics run—Belle collected a 28 pb~! data sample at the
Y'(4S) peak containing 76k hadronic events with all de-
tector sub-systems operating at near-design performance
levels. The peak machine luminosity was 3.1 x 1032 cm?s™!
but attempts to go above this level were stymied by a
blow-up of the positron beam size. This was traced to the
electron cloud instability, in which photo-electrons from
the vacuum chamber wall produced by synchrotron X-rays
from one positron bunch experience a Coulomb attraction
to the following positron bunch. The cure for this was the
establishment of a weak magnetic field near the vacuum
chamber wall that bends the photo-electrons back into the
wall. The first attempt at doing this in the LER involved
attaching a large number of small permanent magnets to
the beam pipe, which was only modestly successful. The
real cure to the problem was achieved by the painstaking
wrapping of solenoidal coils around all exposed sections of
the LER beam pipe, as was the case with PEP-II.

1.5 Physics at last

The KEK and SLAC B Factories were under constant
examination to improve the respective accelerator teams’
understanding of beam optics, accelerator controls, and
all aspects of collider operations; the instantaneous lumi-
nosity increased gradually and steadily with the passage
of time. Both machines quickly passed their design lumi-
nosities. The PEP II luminosity passed 1 x 1033 cm?s™!
in 1999, and reached 2 x 10%3 cm?s~! early in 2000. The
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KEKB peak luminosity passed 1 x 103 cm?s~! in Febru-
ary 2000 and reached 2 x 1033 cm?s™! by the summer,
later reaching 3.4 x 1033 ecm?s™! in April 2001, the largest
luminosity then achieved in colliders. Over the life of the
B Factories there was a further improvement by a factor
of six at both facilities: see Table 1.3.1.

There were two very different kind of collaborations
going on between the two B Factory communities: the
collaboration between the accelerator groups, and that be-
tween the detector and physics analysis groups. The accel-
erator collaboration was both close and collegial. On each
occasion when one or the other group were faced with a
new phenomenon on their suite of accelerators or control
systems or simulation systems, they would be in touch,
and most often a small crew of experts from the “other
team” would appear in their control room trying to help
diagnose the new behavior. This joint facing of each new
problem was certainly a component of the increased per-
formance of both machines. The competition between the
two teams was also very important in motivating careful
attention to up-time, and to optimum performance. The
detector/physics teams, by contrast, were relatively sep-
arate. One explanation of this comes from the desire not
to share “too much” the details of data analysis, so that
any discovery made would be independently verified by
the other experiment. A secondary concern was to ensure
that knowledge of analysis techniques and systematic un-
certainties from one experiment did not unintentionally
lead to a bias on the results, and “too good” agreement
between Belle and BABAR. In any case, while there were
occasional requests for help or advice on problems, details
of on-going analyses were treated as confidential.

The initial aim of both experiments was to present
first results at the ICHEP 2000 meeting in Osaka, Japan.
Belle submitted 17 papers to this conference, most of
these using 5.6fb~! of data, whereas BABAR submitted
15 papers based on a data sample of 9.8fb~'. Belle’s
first journal paper, a measurement of the B% — B% mix-
ing parameter Amg, was submitted to Physical Review
Letters in November 2000 (Abe, 2001b) and the first
BABAR paper accepted for publication was measurement
of time-dependent CP asymmetries in B° meson decay
and was submitted to Physical Review Letters in Febru-
ary 2001 (Aubert, 2001a). These first publications were a
taste of things to come.

1.5.1 Establishing CP violation in B meson decay

Following the initial results shown in Osaka, the two B
Factories continued to work in competition with one an-
other toward the goal of determining the level of CP vi-
olation manifest in B meson decay. The two experiments
had similar strategies: to accumulate as much data as pos-
sible in time for the next summer conference season. By
the time of the 2001 summer conference season BABAR and
Belle had accumulated, and processed for physics analysis,
approximately 29 fb™"! of data each at the 7°(4S) peak.
At the 2001 Europhysics Conference on HEP BABAR
announced the result sin28 = 0.59 + 0.14(stat) +

0.05(syst), a 4.1¢ deviation from the CP conserving solu-
tion of sin 23 = sin2¢; = 0. At the same time this result
was submitted for publication. A few weeks later at the
2001 Lepton-Photon conference, Belle announced their re-
sult sin 2¢; = 0.99+0.14(stat) £0.06(syst), a 60 deviation
from the CP conserving solution. These BABAR (Aubert,
2001e) and Belle (Abe, 2001g) results were published as
back-to-back articles in the August 27, 2001 issue of Phys-
ical Review Letters. The Belle and BABAR central values
straddled predictions based on the KM model — and they
were consistent with each other. Together the B Factory
results clearly established the existence of CP violation in
the B meson system. More details of these and subsequent
measurements of ¢; = 8 can be found in Chapter 17.6.

1.5.2 The premature end of BABAR data taking

As aresult of budgetary decisions within the US, data tak-
ing with BABAR was curtailed and the experiment stopped
running in 2008. However, the BABAR management, sup-
ported by SLAC, was able to work with the funding agency
representatives in order to ensure that a series of planned
special runs at center-of-mass energies away from the 7°(45)
would be allowed to go ahead before the shut-down. As a
result BABAR accumulated data at the 1°(35) and 1°(25),
and performed an energy scan above the 7°(4.S). The most
significant result from these runs was the discovery of the
M, the long-sought-after ground state of the bb system
(Section 18.4). The measurement of the ratio of hadrons
to di-lepton pairs can be used to obtain a precision de-
termination of the b quark mass as discussed in the same
section.

1.5.3 The final Belle data taking runs

The final beam abort ceremony of KEKB/Belle took place
at KEK on June 30, 2010. The last data taking period
was devoted mainly to an energy scan around the 7'(55),
collecting more than 21fb~" of data (see Section 3.2 for
details on data taking).

The end of Belle data taking was triggered by two
considerations. First, Belle accumulated data in excess of
1ab~ ! in accordance with the plan put forward before the
start of operation. Second, it was time to start work on
the upgrade of the facility, both the accelerator (to Super-
KEKB) and the detector (to Belle II).
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Chapter 2
The collaborations and detectors

Editors:
Nicolas Arnaud (BABAR)
Hiroaki Aihara, Simon Eidelman (Belle)

Additional section writers:
1. Adachi, D. Epifanov, R. Itoh, Y. Iwasaki, A. Kuzmin,
L. Piilonen, S. Uno, T. Tsuboyama

2.1 Introduction

The BABAR and Belle detectors have been primarily de-
signed to study CP violation in the B meson sector. In ad-
dition, they aimed to precisely measure decays of bottom
mesons, charm mesons and 7 leptons. They also searched
for rare or forbidden processes in the Standard Model. As
described in detail in this book, all these original goals
have been reached and in many cases exceeded, thanks to
the very high integrated luminosity delivered by the two
B Factories (PEP-IT and KEKB, see Chapter 1), to the
quality of the physics analysis stimulated by the fruitful
competition between the two experiments, and, last but
not least, to the excellent performance of the two detec-
tors, maintained over almost a full decade-long operation
period. In the following, the main characteristics of BABAR
and Belle are reviewed and compared, while the main in-
formation about the evolution of these detectors during
the data taking period can be found in Section 3.2. These
two chapters, however, only provide an introduction to
the two B Factory detectors and to their years of opera-
tion. For more details, the reader should consult specific
detector papers from BABAR (Aubert, 2002j, 2013) and
Belle (Abashian, 2002b; Brodzicka, 2012), as well as the
references therein. A summary of the two detector main
characteristics can be found in Table 2.2.1 located at the
end of this chapter.

Both ete™ colliders operated mainly at the center-of-
mass energy of 10.58 GeV which corresponds to the mass
of the 7' (4S5) resonance which decays almost exclusively
(with branching fraction greater than 96%) to charged or
neutral B meson pairs (Beringer et al., 2012).

In a 7(4S) decay, neutral B mesons are produced
in a coherent quantum state |B°, B°) = (|B%)|B%) —
|B%)|B%))/+/2, which means that, until one meson decays,
there is always one B and one B° in spite of B® — B
mixing. Studying their decays often requires one to recon-
struct B decay vertices and to measure the flight times
of these mesons — in particular for time-dependent CP vi-
olation analysis. As they are produced almost at rest in
the 7°(4S) rest frame — the mass of the resonance is just
above the BB production threshold — the only way to
have B vertices displaced from the eTe~ collision point
is to boost these particles. This is achieved by choosing
different energies for the two beams — see Table 2.1.1.
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Neglecting a very small beam crossing angle (in KEKB),
the kinematic parameters of 7°(45) in the laboratory frame
(i.e. detector rest frame) are:

X E_—F
= Prus) X ¢ + (2.1.1)
Eryus) E_+E,
1 E_+E
N = _ ot (2.1.2)
Vi-p2  2/E_E;
E_—E
By = + (2.1.3)

- 2E_E;

Asymmetric colliders require asymmetric detectors, de-
signed to maximize their acceptance. By convention, their
‘forward’ and ‘backward’ sides are defined relative to the
high energy beam. With the large boost, more particles are
produced on average in the forward direction, as shown on
the BABAR and Belle protractors displayed in Figure 2.1.1.
Therefore, both detectors have more instrumentation on
the forward side (extended polar angle coverage including
a forward electromagnetic calorimeter) and they are off-
set relative to the interaction point (IP) by a few tens of
centimeters in the direction of the low energy beam.
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Figure 2.1.1. This plot shows the relationship between polar
angles in the center-of-mass and laboratory frames for BABAR
(red curve, solid line) and Belle (blue curve, dotted line). The
corresponding vertical lines define the angular acceptance of
the two detectors.

The Belle and BABAR detectors must fulfill stringent
requirements imposed by the physics goals of the two ex-
periments.

— An acceptance close to 47 and extended in the forward
region, as explained above.

— An excellent vertex resolution (~100 pm), both along
the beam direction and in the transverse plane.

— Very high reconstruction efficiencies for charged par-
ticles and photons, down to momenta of a few tens
of MeV/e.

— Very good momentum resolution for a wide range of
momenta, to help separating signal from background.
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Table 2.1.1. Beam energies, corresponding Lorentz factor, and beam crossing angle of the B Factories for the nominal 7°(4.S)

running.
B Factory e~ beam energy e beam energy Lorentz factor crossing angle
E_(GeV) E; (GeV) By ¢ (mrad)
PEP-I1 9.0 3.1 0.56 0
KEKB 8.0 3.5 0.425 22

— Precise measurements of photon energy and position,
from 20 MeV to 8 GeV in order to reconstruct 7’
mesons or radiative decays.

— Highly efficient particle identification for electrons and
muons, as well as a 7/K separation over a wide range
of momenta — from ~0.6 GeV/c to ~4 GeV/c.

— A fast and reliable trigger, and online data acquisition
system able to acquire good quality data, to process
the data live, and finally to store it pending offline
reconstruction

— A high radiation tolerance and the capability to oper-
ate efficiently in the presence of high-background lev-
els.

Both detectors have the same structure with a cylindri-
cal symmetry around the beam axis. They are of compact
design with their size being a trade-off between the need
for a large tracking system and the need to minimize the
volume of the calorimeter, by far the most expensive sin-
gle component of the detector. The forward and backward
acceptances are constrained by the beamline geometry. Al-
though the BABAR and Belle collaborations made different
technological choices for their detector components, they
have similar subdetectors, each with well-defined func-
tions. Going from the inside to the outside of the BABAR
and Belle detectors, one finds successively:

— A charged particle tracking system, made of two com-
ponents.

— A silicon detector, known as the SVT (‘Silicon Ver-
tex Tracker’) in BABAR, and the SVD (‘Silicon Ver-
tex Detector’) in Belle, made of double-sided strip
layers to measure charged particle tracks just out-
side the beam pipe. This detector is used to recon-
struct vertices (both primary and secondary), mea-
sures the momentum of low-energy charged parti-
cles which do not reach the outer detectors due to
the strong longitudinal magnetic field and provide
inputs (angles and positions) to the second tracking
detector, a drift chamber, which lies just beyond its
outer radius — see below for details.

— A drift chamber, known in BABAR as DCH (‘Drift
CHamber’) and in Belle as the CDC (‘Central Drift
Chamber’), which measures the momentum and
the energy loss (dE/dz) of the charged particles
which cross its sensitive volume. The latter infor-
mation is useful for particle identification (PID).

— A solenoid cryostat located between the electromag-
netic calorimeter and the instrumented flux return —
these two detectors are described below. The cryostat

is needed by the superconducting solenoid that pro-
vides a 1.5 T longitudinal magnetic field in which both
tracking devices are embedded.

— PID detectors designed to distinguish the numerous
pions from the rarer kaons from a momentum of about
500 MeV/c to the kinematic limit of 4.5 GeV/ec.

— BABAR is using a novel device called DIRC (Adam,
2005) — ‘Detector of Internally Reflected Cherenkov
light” — which covers the barrel region.

— Belle has two types of PID detectors: Aerogel Che-
renkov Counters (‘ACC’) covering both the bar-
rel and the forward regions; additional Time-Of-
Flight (‘TOF’) counters in the barrel region with
a ~100 ps resolution which makes them efficient in
separating charged particles up to 1.2 GeV/e, as
the particle flight path from the IP to the TOF
counters is about 1.2 m.

— The BABAR (EMC) and Belle (ECL) calorimeters;
these are highly-segmented arrays of thallium-doped
cesium iodide — in short CsI(T1) — crystals assembled
in a projective geometry. The BABAR EMC consists of
a barrel and a forward end cap while the Belle ECL in-
cludes a barrel, a forward end cap and a backward end
cap. Both calorimeters cover about 90% of the total
solid angle. In addition to the ECL, Belle developed a
special extreme forward calorimeter (the EFC), made
of radiation-hard BGO (Bismuth Germanate Oxide or
BisGe3012) crystals. Mounted on the final quadrupoles
close to the beam pipe, it provided information on the
instantaneous luminosity and the machine background
which helped optimize KEKB operation.

— An instrumented flux return, designed to identify
muons and to detect neutral hadrons (primarily K?
and neutrons), and divided into three regions: central
barrel, forward and backward end caps. The BABAR
IFR (‘Instrumented Flux Return’) consists of alterna-
tive layers of glass-electrode-resistive plate chambers
(RPC’s) and steel of the magnet flux return. Origi-
nally, there were 19 RPC layers in the barrel and 18 in
the end caps. Second-generation RPCs were installed
in the forward end cap in 2002 while RPCs were re-
placed by Limited Streamer Tubes (LSTs) in the barrel
in the period 2004-2006. Belle K? and Muon detec-
tion system (KLM) was designed designed similarly
and employed alternating layers of RPC’s (15 in the
barrel and 14 in the end caps) and 4.7 cm-thick iron
plates.

— A two-level trigger with a hardware Level-1 (L1) fol-
lowed by a software Level-3 (L3). The L1 trigger com-
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bines track and energy triggers with information from
the muon detectors and the decision to accept/reject
an event is taken by a central trigger system called
GLT (‘GLobal Trigger’) by BABAR and GDL (‘Global
Decision Logic’) by Belle. The L3 trigger level runs
on the online computer farm. The two trigger systems
have similar design characteristics: a L1-accepted rate
of O(kHz) and L3-accepted rate of O(100 Hz), for a few
percent dead time and an event size of about 30 kB.
Obviously these parameters have evolved during the
data taking as luminosity and backgrounds increased.
Both the BABAR and Belle triggers have been found
to be robust, reliable and efficient in a wide range of
data taking conditions, including runs at lighter 7" res-
onances or at 7'(55) and above.

2.1.1 The BABAR and Belle collaborations
BABAR

The size of the BABAR collaboration reached a maximum
in 2004-2005 with more than 600 collaborators. At the end
of 2012, there were still 325 BABAR collaborators belonging
to 73 institutions.

The BABAR collaboration is led by a spokesperson
whose term is three years. He/she is selected by an ad hoc
search committee whose choice is then validated by the
BABAR Council. The Council is the main body of the col-
laboration and gathers representatives from all BABAR in-
stitutions. All important decisions (changes in the BABAR
management, turnovers in the various BABAR committees,
application of a new institution wishing to join BABAR,
etc.) are subject to ratification by the Council. During
the first year following his/her election, the spokesperson-
elect works in the senior management team with the cur-
rent spokesperson who is ending his/her term. The other
members of the senior management are the technical co-
ordinator, the physics analysis coordinator (PAC) and the
computing coordinator. The PAC and computing coordi-
nator are usually aided by a deputy who is expected to
become the head of the corresponding office later. The
two other BABAR boards are the Executive Board which
includes representatives from the different countries in-
volved in BABAR and the Technical Board (TB). The TB
focuses on the detector running; each BABAR system (the
various sub-detectors, the online and trigger groups, the
machine detector interface, etc.) is represented there by
two system managers, at least one of whom is based at
SLAC.

The physics analysis organization is led by a PAC and
a deputy-PAC (DPAC). The PAC term is two years: one
as DPAC, the other as PAC on charge. Analysis Work-
ing Groups (AWGs), led by up to three people depending
on the workload, gather together analysis topics which
belong to the same field, e.g. ‘charmonium’ or ‘charm-
less B-decays’. Analysts regularly report the progress of
their work at AWG meetings during which group discus-
sions help the analysis to move forward. Analysis develop-
ments and details are described in BABAR Analysis Doc-
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uments (a.k.a. ‘BADs’) stored in the BABAR CVS repos-
itory. Usually, an analysis has one or more ‘supporting
BADs’ (which are private BABAR documents) and one
journal draft BAD which will ultimately be submitted for
publication. Readers from within the AWG are chosen to
read in detail the supporting BAD(s) of an analysis once
it is in an advanced stage. When this part is completed,
a Review Committee (RC) made up of three people (not
all from the AWG) is formed. The RC and the analysts
then work in close contact (phone or in-person meetings,
exchanges on internal forums, etc.) to finalize the analysis,
validate its results and complete the journal draft.

The BABAR collaboration as a whole has two main
ways to get involved with the review of an analysis which
is close to completion. One is the ‘Collaboration Wide
Talk’ (CWT) which is held during either a physics meet-
ing or a plenary session of a BABAR quarterly collaboration
meeting. The CWT describes the whole analysis, usually
including systematic uncertainties and the unblinded re-
sults — the permission for unblinding is given by the RC
(see Chapter 14 about blind analysis). The last global
step is the ‘Collaboration Wide Review’ (CWR), a two
week-period during which BABAR collaborators proof read
the draft of the written document which summarizes the
whole analysis — either a journal paper or a physics note
if the result is initially only to be shown at conferences.
Finally, a journal draft is examined by two ‘Final Read-
ers’ (FR) prior to being submitted. The PAC and the
DPAC follow all the on going analyses in parallel and can
step in at any time to request more information, clarify a
potential issue, remind about the coming deadlines, etc.
The CWR and FR steps are managed by the ‘Publica-
tion Board’ which also follows the correspondence between
analysts and journal referees. Finally, the assignment of
BABAR talks (obtained by the PAC who is in direct con-
tact with conference organizers) is the responsibility of the
‘Speakers Bureau’.

The analysis review process described above has been
continued since the completion of the data taking so as
to maintain the high quality of the BABAR scientific pro-
duction. An internal forum system and various databases
provide permanent documentation of the on-going analy-
ses and of their review process, to the whole collaboration.
The Authorship of each paper is automatically granted to
all current members of the BABAR collaboration; people
who contributed significantly to this paper without being
official BABAR members are added to that particular au-
thor list. People usually start signing BABAR papers one
year after becoming a BABAR member, and remain author
one year after leaving the collaboration.

Belle

The size of the Belle collaboration grew with time and
reached a maximum in 2012, two years after data taking
ended, with about 470 collaborators from 72 institutions
in 16 countries.

The Belle collaboration is led by three spokespersons
whose term is two years with a maximum of three con-
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secutive terms. One spokesperson is from KEK, one from
Japanese Universities and one from the non-Japanese in-
stitutions. The spokespersons are elected by the staff mem-
bers of the whole collaboration. Spokespersons are respon-
sible for running the collaboration, representing its inter-
ests in the institutions and with national funding agencies,
and for allocating the available resources among the dif-
ferent subgroups.

The main body of the collaboration assembles three
times a year at the Belle General Meeting (BGM), and
between BGMSs, decisions are enacted by the spokesper-
sons and the Executive Board (EB). The role of the Exec-
utive Board, which is made up of the three spokespersons,
three members from KEK, three members from Japanese
institutions, and three members from institutions outside
Japan, is to advise the spokespersons on scientific and
technical matters, and to ratify all important decisions.
The EB usually meets monthly.

Each collaborating institution selects a representative
to sit on the The Institutional Board (IB), which meets
at each BGM. The IB deals with organizational, manage-
ment, and personnel issues, including admitting new col-
laborators, modifications of the group’s organization, initi-
ating the spokespersons’ selection process, etc. The IB also
makes recommendations concerning potential new mem-
bers during a general meeting. The resignation of mem-
bers or institutions is treated similarly. The IB also func-
tions as a “KEKB users’ organization”. It gathers com-
plaints and/or suggestions regarding KEK and asks KEK
for improvements. Various institutional matters are also
discussed by the IB, i.e. items concerning each institu-
tion’s interest, such as students’ thesis topics, etc. The
Belle management also includes two physics analysis co-
ordinators and the computing coordinator.

The organization of the physics analysis is similar to
BABAR. Working Groups (WG) led by one or two per-
sons gather together analyses that belong to the same
field, e.g., charmonium or charmless B decays. Analysts
report regularly the progress of their work at WG meet-
ings during which group discussions help the analysis to
move forward. Analysis developments and details are de-
scribed in written documents - so called Belle Notes. Usu-
ally, an analysis has one or more supporting Belle Note
resulting in a journal draft to be submitted for publica-
tion. When an analysis is judged to be mature enough,
a refereeing committee (RC) of three collaboration mem-
bers is formed. The RC and the analysts then work in close
contact (phone or in-person meetings, E-mail exchanges,
videoconferences etc.) to finalize the analysis, validate its
results and complete the journal draft.

In addition to BGMs the results of analyses close
to completion are discussed at Belle Analysis Meetings
(BAM) usually held three times a year. When the RC
and the analysts decide that the analysis is complete, a
collaboration-wide review starts, a two week-period dur-
ing which Belle colleagues proof read the final document,
a draft of a journal publication. These steps are managed
by the Publication Council which follows up on the corre-
spondence between analysts and journal referees and has

the general task of maintaining high quality of the Belle
papers. Finally, a so called authorship confirmation pro-
cedure is started by the general consent of the referees.
Authorship of each paper is not automatic in Belle. Those
eligible for authorship are supposed to read the final draft
and choose one of the three possibilities: agreement with
the paper conclusions and willingness to become an au-
thor, non-authorship because of disagreement with the
conclusions or because of insufficient contribution.

The assignment of Belle talks is the responsibility of
the spokespersons who are in direct contact with confer-
ence organizers and inform the collaboration about the
forthcoming scientific meetings.

2.1.2 The BABAR detector

Figure 2.1.2 (Aubert, 2002j) shows longitudinal and end
views of the BABAR detector. The end view shows the
forward side of BABAR; on the backward side one would
see the toroidal water tank (also called ‘StandOff Box’, in
short SOB) which contains the 10,752 DIRC photomulti-
pliers (PMTs) detecting the Cherenkov photons created in
the quartz bars. The right-handed BABAR coordinate sys-
tem is shown on both pictures: the z-axis coincides with
the axis of the DCH, which is offset by about 20 mrad rela-
tive to the beam axis in the horizontal plane — this rotation
helps to minimize the perturbation of the beams by the
BABAR solenoidal field which is parallel to the axis of the
DCH. The y-axis is vertical and points upward while the z-
axis points away from the center of the PEP-II rings. One
commonly uses another coordinate system as well, with z
unchanged, 0 the polar angle defined with respect to this
axis (0 = 0 corresponds to the most forward direction),
and ¢ the azimuthal angle — unless otherwise stated, the
BABAR detector is assumed to have a cylindrical symme-
try. Figure 2.1.3 shows photographs of the BABAR detector
seen from the backward end (left picture) and of the SVT
(right picture).

2.1.3 The Belle detector

The schematic longitudinal cross section of the Belle de-
tector is shown in Figure 2.1.4. Individual subdetectors
as listed in Section 2.1 are denoted in the figure. The full
detector is composed of the barrel part and of the forward
(in the direction of the incoming e~ beam) and the back-
ward (in the direction of the incoming e beam) endcaps.
The coordinate system used is similar to that of BABAR;
the z-axis is in the opposite direction of the e™ beam (note
that this is not exactly the same as the direction of the
e~ beam due to a finite crossing-angle of the beams), the
y-axis is vertical and the z-axis horizontal away from the
center of the KEKB ring.

Photographs of the Belle detector are shown in Fig-
ure 2.1.5.
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Figure 2.1.2. (top) Longitudinal and (bottom) end view of the BABAR detector (Aubert, 2002j).
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Figure 2.1.3. (left) View of the BABAR detector from the backward end, with the magnetic shield rolled out of the way to
reveal the PMTs of the DIRC. The central support tube, with the SVT as well as the B1 and Q1 (dipole and quadrupole)
magnets of the interaction region beam delivery system (right) was removed from the detector for maintenance at the time this

photograph was taken.

2.2 BABARR and Belle comparative descriptions

This section provides a comparison of the different BABAR
and Belle components, classified by function: first the sub-
detectors, then the trigger, the online and Data AcQui-
sition (DAQ) systems and finally the background protec-
tion system. As previously mentioned, the detector journal
publications from each collaboration should be consulted
for more detailed explanations of the detectors discussed
below. Information about the PEP-II trickle injection sys-
tem can be found in Section 3.2.2. Also, a casual reader not
interested in the technical details of the detector setup and
performances can move directly to Section 2.2.9 in which
a summary of the comparison between the two detectors
is provided.

2.2.1 Silicon detector
BABAR

As shown on Figure 2.2.1, the BABAR SVT is made of
five layers: three close to the beryllium beam pipe to per-
form impact parameter measurements and two at a larger
radius to help pattern recognition in the tracking system
(SVT and DCH) and to perform stand-alone low-py track-
ing: only tracks with momentum greater than 120 MeV/c
can be reliably measured in the DCH. The inner three lay-
ers are primarily used for vertex measurements while the
outer two, located much further away, help the track ex-
trapolation to the DCH. The end view in Fig. 2.2.1 shows
the number of SVT modules: 6, 6, 6, 16 and 18 for layers
1 to 5 respectively. It also shows that the two outer layers
are divided into two sub-layers each, located at slightly
different radii to ensure a small azimuthal overlap be-
tween modules. A similar overlap exists for the inner 3
layers which are tilted by 5°. The three inner layers are
straight while the outer two are arch-shaped to minimize
the amount of silicon required to cover the solid angle and

hence the amount of silicon that a track would have to
pass through in the forward or backward regions of the
SVT: only about 4% X;.'® The angular coverage is from
20 degrees to 150 degrees in the laboratory frame: 90%
of the solid angle is covered in the center-of-mass frame.
The total active area of silicon is close to 1 m? for about
150,000 channels. Each SVT module is divided electrically
in two half-modules which are readout at the ends. All sen-
sors are double-sided: on one side, the strips are parallel

13 The quantity Xo is called the radiation length.
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Figure 2.1.4. Longitudinal (top), adapted from (Abashian, 2002b), and transverse (bottom) cross sections of the Belle detector.

to the beam and measure the azimuthal angle ¢ and the
radius of the hit r; on the other side the strips are trans-
verse and measure the z coordinate. The SVT consists of
340 sensors which are aligned in situ relative one-another
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using dimuon and cosmic ray events. This local alignment
is quite stable over time: it only needs to be updated when
something ‘significant’ occurs in the BABAR detector hall:
a detector access or a quench of the superconducting coil
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Figure 2.1.5. Left: View of the Tsukuba detector hall with the Belle detector. The beamline enters from the bottom left
through the detector end cap. Right: Beamline view of the detector. From the outer to the inner part the KLM modules, ECL
modules, ACC PMT’s and the CDC end flange can be seen (see the text for description of subdetectors).

for instance. Once this is done, the SVT is considered as
a rigid single body and one can check its alignment with
respect to the DCH. This global alignment is updated af-
ter every run (about once an hour): the newly computed
alignment constants are then used to reconstruct tracks
during the following run, data from which a new set of
constants is extracted and so on. This procedure, called
rolling calibration, is used by most of the BABAR systems
and allows one to monitor changes in detector calibration
which occur for the whole detector about once a day, be-
tween two successive periods of data taking.

Obviously the SVT is a very sensitive device which
could be damaged by radiation as it is very close to the IP.
Damage could come from two effects: either a huge burst of
radiation destroying instantaneously some channels, or the
integrated dose exceeding the SVT radiation budget and
leading to permanent damage. To mitigate such problems,
a dedicated system called SVTRAD has been developed:
this continuously monitors the radiation levels in the SVT
and can either temporarily inhibit the injection or even
force a beam abort if the instantaneous dose is deemed to
be too high. More information about the SVTRAD system
can be found in Section 2.2.8 below.

During the whole data taking period, the SVT perfor-
mance was constantly monitored while studies were done
regularly to predict future performance based on the ex-
pected increase of the beam currents and of the luminosity.
The main effects of the evolving running conditions to the
SVT were twofold: occupancy-induced damage and radia-
tion damage. While the former is an instantaneous effect
which can be mitigated by limiting the occupancy in the
most affected layers, the latter gets integrated over time.
Both the modules and the front-end electronics suffer from
this degradation. There is no way to recover the lost per-
formance, except by replacing any damaged components —

which was not attempted on the SVT. The consequences
of these effects are the reduction of the collected charge
and the increase of the noise. Both effects limit the SVT
performance and have been taken into account to define
the operating mode of this sub-system.

Over the nine years of operation, the average efficiency
of the SVT modules (computed for each half-module by
dividing the number of hits associated to tracks with the
number of tracks crossing that particular module) was
above 95%, excluding a few percent of defective half-
modules. Some half-modules had issues with individual
channels; however, these had no significant impact on the
overall efficiency as usually two or more strips are used to
detect charge in a given layer crossed by a charged parti-
cle. The z and r¢ resolutions range from ~15 to ~40 um
depending on the layer and on the measured quantity. The
best results are obtained for tracks with a polar angle close
to 90° while resolution degrades slowly in the forward and
backward directions. Measurements of dF/dx allow the
SVT to achieve a 20 separation between kaons and pions
up to a momentum of 500 MeV/c.

Belle

The Belle SVD has been improved step by step after the
commissioning of the Belle detector in 1999. In the first 3
years, the first system, called SVD1, which consisted of 3
layers of AC coupled double-sided silicon-strip detectors
(DSSD) read out with VA1 readout chip (Gamma-Medica,
1999), was used. As SVD1 was the first silicon vertex de-
tector built at KEK, a conservative design was chosen. Its
coverage was 23° < 6 < 140° while the full acceptance of
the Belle detector was 17° < 6 < 150°. The limited radi-
ation hardness of the VA1 chip AMS 1.2 ym (200 krad)
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and its long shaping time (2.8 psec) discouraged aggres-
sive operation of the KEKB collider. In addition, since the
Belle readout electronics were set to the ground level, and
the bias voltage was applied across the dielectric in the
coupling capacitor of the DSSD, a few pinholes appeared
in the dielectric each year.

Because of these problems, the Belle collaboration
started the upgrade of the SVD before the start of KEKB
operation. In 2000, all SVD ladders were replaced utiliz-
ing an upgraded VA1 AMS 0.8 pm chip (Aihara, 2000b)
whose radiation tolerance improved to 1 Mrad.

A major upgrade was done in summer 2003. The sec-
ond generation silicon vertex detector, SVD2 (Natkaniec,
2006), consisting of 4 layers of DSSD and covering the
full angular acceptance (17° < 6 < 150°), was installed
(Fig. 2.2.2). The inner radius of the beam pipe was re-
duced from 20 mm to 15 mm (Abe, 2004i). The radii of
the SVD2 layers are 20 mm, 44 mm, 70 mm and 88 mm. As
the KEKB luminosity increased after SVD2 was installed,
85 % of Belle data were taken with SVD2.

Side View

17°< 6 <150”

Figure 2.2.2. The longitudinal cross section of Belle’'s SVD2
(Natkaniec, 2006). The layer 1 and layer 4 ladders are also
depicted. The radii of layers 1 to 4 are 20, 44, 70 and 88 mm,
respectively. SVD2 covers the whole Belle acceptance (17° <
0 < 150°) shown by dashed lines.

SVD2 also utilized a newly-developed chip, VA1ITA,
which had a 0.8 usec peaking time and a radiation toler-
ance of 20 Mrad (AMS 0.35 pum technology) (Yokoyama,
2001). The control register was made of triple-module-
redundancy logic to avoid and detect single-event upsets
(SEUs). Thanks to the short shaping time, the contribu-
tion of the dark current to the overall noise was not sub-
stantial. The voltage from the low-voltage power supply
was increased to be above the bias voltage and the rate of
pinhole appearance was reduced dramatically. SVD2 was
operated for eight years without major problems.

The material in front of the CDC innermost layer is
the beam pipe (0.62% Xj), four layers of strip sensors
(1.711% Xo), the SVD CFRP (carbon fiber reinforced poly-
mer) cover (0.23% Xo) and the CDC inner CFRP cylinder
(0.17% Xj) totaling 2.73% Xp. The SVD sensor align-
ment is done among DSSDs (internal) and with respect to
the CDC (global). Both internal and global alignment pa-
rameters are determined for every KEKB run period. No
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significant change in alignment parameters was observed
throughout the experiment.

The impact parameter resolution in r-¢ and r-Z was
measured to be o, = 21.9® 35.5/p pm and oz = 27.8 D
31.9/p pm, respectively, where p represents the track mo-
mentum in GeV/c and the @ sign denotes summation in
quadrature (Abe, 2004h).

The hit occupancy in the inner most layer remained in
the range 5-7% at the highest luminosity of 2x103*/s/ cm?
without degradation of the detector performance.

There is an important difference in the positioning of
the silicon detector and hence its role as a part of the
tracking system between BABAR and Belle. In the case of
BABAR the SVT is installed inside a support tube. As a
result, the innermost radius of DCH is 236 mm and the ra-
dius of the outermost layer of the SVT is 140 mm. There-
fore, efficient low-momentum track-reconstruction capa-
bility of the SVT was required and the 5-layer design was
a natural choice. In the case of Belle, the SVD is supported
by the CDC, with the radii of the outermost SVD layer
and the innermost CDC layer being 90mm and 110mm, re-
spectively. The reconstruction of low p; tracks can be done
by the CDC. Thus, the main purpose of the Belle SVD is
to extrapolate the tracks reconstructed in the CDC to
the decay vertices inside the beam pipe. The reconstruc-
tion of low pp tracks with the CDC is efficient down to
70 MeV/c (Dungel, 2007).

2.2.2 Drift chamber

BABAR
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Figure 2.2.3. Longitudinal section of the BABAR DCH (Au-
bert, 2002j) with the principal dimensions given in millimeters.
Like the whole BABAR detector, the 40-layer drift chamber is
offset by 370 mm from the IP. The electronics are located be-
hind the backward end plate. The DCH coverage, defined by
requiring that at least half of the layers are traversed by the
tracks, extends from 17.2° to 152.6° in polar angle.

Figure 2.2.3 shows a longitudinal section of the BABAR
DCH which performs both the tracking and part of the
PID for charged particles — the latter is possible thanks to
measurements of track ionization losses (dF/dx). Indeed,
low momentum tracks do not reach the DIRC and so only
the tracking system can help identify them. Moreover, the
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DIRC only covers the BABAR barrel section which means
that the DCH is the only detector available to perform
PID on the forward side of BABAR. The DCH is also a key
component of the L1-trigger level. The DCH readout elec-
tronics, mounted on the backward end plate of the cham-
ber, were upgraded in 2004-2005 to cope with the trigger
rate increase associated with the increase of the PEP-II
luminosity and with the corresponding increase of back-
ground. In particular, the new readout boards included
FPGASs responsible for performing the feature extraction
step (extraction of physical signals from the raw data; gain
and pedestal corrections; data sparsification and data for-
matting) prior to transferring the data from the front-end
boards to the DAQ modules. Previously, feature extrac-
tion was performed in the DAQ modules. These new chips
were sensitive to SEUs occurring at a rate of a few per day
in the whole DCH electronics. Therefore, a dedicated sys-
tem was set up to monitor the behavior of the new DCH
front-end boards and to reload in a few seconds the chip
firmware, should errors be detected.

The DCH counts 40 layers of small hexagonal cells
of which 24 are placed at small stereo angles (about 50-
70 mrad) to provide z information. The field wires are
made of aluminum and the gas mixture is 80:20 He-
lium:Isobutane in order to minimize multiple scattering
inside the DCH (the material inside the chamber only
counts for 0.2% Xj). The 40 layers are gathered in 10 ‘su-
perlayers’ in which all layers have the same orientation.
Labeling ‘A’ an axial DCH superlayer (which stereo angle
is null), ‘U’ a superlayer with positive stereo angle and
‘V’ a superlayer with negative stereo angle, the pattern of
the BABAR DCH can be written: ‘AUVAUVAUVA’. This
particular alternation optimizes the performance and the
reliability of the DCH.

Like the SVT, the DCH is a delicate system which
must be monitored continuously and carefully to detect
any unsafe condition and mitigate it in the appropriate
way. Particular examples of monitoring (with hardware
and software systems) included the DCH gas mixture com-
position and potential gas leakage, and the high-voltage
(HV) settings of each group of wires. The monitoring sys-
tems were continuously improved over the years to mini-
mize the dead time of the DCH without bypassing safety
requirements. In the final implementation, if the current
of a given channel was found to be too high, the corre-
sponding voltage was reduced until the current fell below
a safe threshold, at which point the HV would be ramped
up again. During this process, all the other HV settings
were unchanged, allowing data taking to proceed. In ad-
dition, a real time software process was able to predict
the DCH current during running, using several monitoring
variables that were independent (beam currents, various
background levels readout by sensors, etc.). In this way,
the DCH would only switch from the injectable voltage
level to the running one if the beam conditions were good
enough to ensure a safe operation of the chamber when it
would reach its working point. Apart from a small number
of wires which were damaged by a HV incident during the
BABAR commissioning phase, the whole DCH worked well

during the whole data taking period. The DCH nominal
HV was regularly raised during the data taking to correct
for gain losses due to aging: while the nominal HV level
was 1960 V, the initial setting was 1900 V; by the end
of data taking, it had been raised to 1945 V — one volt
corresponds to about 1% on the gain. Loss of gain due to
wire aging was 11% over the life of the chamber. The DCH
performed as expected during all the BABAR data taking,
both as the main component of the tracking system and
as an important contributor to BABAR PID, with a mea-
sured dE/dz resolution of about 8%, close to the design
value of 7%.

Belle

The Belle Central Drift Chamber (CDC) plays several im-
portant roles. First, it reconstructs charged particle tracks,
precisely measures their hit coordinates in the detector
volume, and enables reconstruction of their momenta.
Second, it provides particle identification information us-
ing measurements of dF/dz within its gas volume. Low-
momentum tracks, which do not reach the particle iden-
tification system, can be identified using the CDC alone.
Finally, it provides efficient and reliable trigger signals for
charged particles.

Since the majority of the particles in B meson decays
have momenta lower than 1 GeV/¢, minimization of multi-
ple scattering is important for improving the momentum
resolution. Therefore, a gas mixture of 50% He and 50%
CoHg was chosen, which, because of the low Z nature of
the gases, provided optimal momentum resolution while
retaining good energy loss resolution.

The structure of the CDC is shown in Fig. 2.2.4. It is
asymmetric in the z direction with an angular coverage of
17° < 6 < 150° and has a maximum wire length of 2400
mm. The inner radius of the CDC lies at 80mm, and the
detector has no inner wall in order to minimize multiple
scattering in the material that lies within the radius of
the first wire layer and to ensure good tracking efficiency
for low-p; tracks. The outer radius is 880 mm. In the for-
ward and backward directions at small r, the CDC has the
shape of a truncated cone. This allows for the necessary
space to accommodate the accelerator components while
keeping the maximum available acceptance. The chamber
has 50 cylindrical layers, each containing between three
and six either axial or small-angle stereo layers, and three
cathode strip layers. The CDC has total of 8400 drift cells.
The two innermost super-layers are composed of three lay-
ers each and the three outer stereo super-layers are com-
posed of four layers each. When combined with the cath-
ode strips, this provides a high-efficiency fast z-trigger.
For each stereo super-layer, the stereo angle was deter-
mined by maximizing the z-measurement capability while
keeping the gain variations along the wire below 10%. The
sense wires are made of gold-plated tungsten and have the
diameter of 30 pm, while the aluminum field shaping wires
have the diameter of 126 pm.

In all layers, except the three innermost, the maximum
drift distance is between 8 mm and 10 mm. In the radial
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direction the thickness of drift cells ranges from 15.5 mm
to 17 mm. In the innermost layers the cells are smaller
and signals are read out by cathode strips. Staggering of
the neighboring radial layers within a super-layer in the ¢
direction by half cell helps in resolving left-right ambigu-
ities.

The CDC read-out electronics consists of Radeka-type
pre-amplifiers which amplify the signal and send it to mod-
ules performing shaping, discrimination and charge(Q)-to-
time(T) conversion. These modules are placed in the elec-
tronics hut and are connected to pre-amplifiers via ~30 m
long twisted pair cables. The technique used is a simple
extension of the ordinary TDC/ADC readout scheme, but
allows Belle to measure both, timing and charge of the sig-
nals, using multi-hit TDC’s only.

In summer 2003, the cathode part, which corresponds
to the inner most three layers, was replaced with a new
chamber in order to provide space for SVD2. The new
chamber consists of two layers with smaller cells about
5 mm X 5 mm due to limited space and reducing the
occupancy. The maximum drift time becomes shorter; less
than 100 nsec in the 1.5 T magnetic field.

The high voltage applied to the sense wires was kept for
11-years of operation without serious radiation damage.
After detailed alignment and calibration, the overall spa-
tial resolution is around 130 pm, as expected. The track-
ing system consisting of the SVD and CDC provides rather
good momentum resolution, especially for low-momentum
tracks thanks to the minimization of material inside the
inner radius of the CDC:

opr/pr = 0.0019pr @ 0.0030/8 [pr : GeV/c].

The resolution on dF /dx, which is important for PID,
was 7% for minimum-ionizing particles. The r — ¢ trigger
of the CDC provides a highly efficient and reliable trigger
signal. The z trigger that uses the cathode strips works
well in reducing the rate of the charged trigger by a factor
of three without sacrificing any physics events.
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Figure 2.2.4. Belle CDC structure.

2.2.3 Charged particle identification

Principles of the charged particle identification and their
technological realization used in both detectors are de-
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scribed in the following. Readers interested mainly in the
methods and performance of the PID systems may obtain
more details from a separate chapter on charged particle
identification, Chapter 5.

2.2.3.1 BABAR
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Figure 2.2.5. Principle of the BABAR DIRC (Aubert, 2002j) —
note that this schematic is inverted with respect to the other
pictures showing longitudinal sections of BABAR or of one of its
components: the forward (backward) side of the detector is on
the left (right) side of the picture.

Many detectors contribute to the BABAR PID system:
the SVT and DCH via measurements of the specific en-
ergy loss dE/dx for charged particles crossing their active
area; the EMC for electron identification and the IFR for
the muons. But its main component is the DIRC which
dominates the /K separation power at high momentum
by measuring the emission angle ¢ of the Cherenkov light
produced by a charged particle crossing a quartz bar ra-
diator (see Fig. 2.2.5). The dimension of each quartz bar
is4.9m x 6 cm?.

Charged tracks crossing a quartz bar at a velocity
greater than the speed of light in that medium produce
light through the Cherenkov effect. A fraction of these
photons propagate to the backward bar end through total
internal reflection — the forward bar end is instrumented
with a mirror to reflect forward photons backward. Then,
they exit the quartz bar through the quartz wedge which
reflects them at a large angle with respect to the bar axis.
Traveling through the ultra-pure water contained in the
SOB, they are finally detected by one of the 10,752 PMTs
located about 1.2 m away from the bar end (located be-
yond the backward end of the magnet). Not only the po-
sitions of the detected photons but also their arrival times
are used to reconstruct the Cherenkov angle at which they
were emitted.

The large water tank of the BABAR DIRC was sensitive
to backgrounds resulting mainly from neutrons interact-
ing with the HyO molecules. Moreover, it was a permanent
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concern as water could leak in the boxes containing the
DIRC quartz bars (called ‘barboxes’) and from there reach
other parts of the BABAR detector, causing serious and
permanent damage to the apparatus. Therefore, the DIRC
group had to design a sophisticated system monitoring in
real time the humidity outside the SOB and triggering a
quick water dump, should a leak be detected. In addition,
Ny was continuously flowing in the DIRC barboxes to keep
the quartz bars dry — drops of water would have spoiled
the quartz optical properties. Lastly, the SOB was full of
ultra-pure water (a potential environmental hazard) run-
ning in closed circuit and which had to be continuously
purified by a dedicated water plant.

The DIRC reconstruction associates PMT hits with
charged tracks crossing the quartz bars with a momentum
above the Cherenkov threshold. In addition to background
hits which can potentially ‘hide’ the image of the Cheren-
kov ring on the PMT array, a complication arises from the
fact that the actual path of a given photon between its
origin, somewhere along the charged particle track in the
quartz, and its detection is unknown. For each detected
photon, there are 16 ambiguities coming from our igno-
rance in the number and of the nature of the reflections
undergone by the photon in the quartz. Fortunately, most
of them can be rejected as un-physical or leading to an
inconsistent timing for the hit — the DIRC is truly a 3D-
imaging device, which uses both the position and timing
information to reconstruct its data. The ambiguities re-
duce typically to three and are used in the reconstruction
algorithms based on an unbinned maximum likelihood for-
malism — see Chapter 11. Their outputs are usually a like-
lihood value for each of the five ‘stable’ charged particle
types (e, u, m, K and p) plus an estimation of the Cheren-
kov angle 6 and of the number of signal and background
photons, if enough photons have been found for that par-
ticular track. The angle resolutions achieved are typically
10 mrad per photon and 2.5 mrad per track, a level only
10% larger than the DIRC design goal. This is sufficient to
separate kaons from pions by more than 4 o at 3 GeV/ec.

2.2.3.2 Belle

Particle identification at Belle, in particular for kaons and
pions, is performed by combined information from three
detector elements; the time-of-flight detector (TOF), aero-
gel Cherenkov counter (ACC) and dE/dx in the CDC. In
this section, brief specifications of two of these detectors
(TOF and ACC) are summarized. A description of the
CDC is given in Section 2.2.2.

Time-of-flight system

The time-of-flight (TOF) system consists of a barrel of 128
plastic scintillator counters and can distinguish between
kaons and pions for tracks with momenta below 1.2 GeV/c.
The system is designed to have time resolution of 100 ps
for muon tracks (Kichimi, 2000).

One TOF module (the entire system comprises 64 mod-
ules) is shown in Figure 2.2.6. Each module consists of two
TOF counters and one thin trigger scintillation counter
(TSC). Fine-mesh PMTs are attached to the both ends
of the TOF counter and the backward end of the TSC
counter. The acceptance is 33° - 121° in the laboratory
polar angle, and the minimum transverse momentum to
reach a TOF counter is 0.28 GeV/c. The two-layer con-
figuration of TSC and TOF counters with 1.5 cm air gap
removes photon-conversion triggers due to a huge photon
background caused by spent particle hits on the beam pipe
near the interaction region.

10 ¥

TOF/TSC Module

2" FM-PMT "

Figure 2.2.6. One TOF module consisting of two TOF coun-
ters and one TSC counter. The scales are in mm.

The TOF readout system records a set of charges Q;
and timings 7; from the rising edges of discriminator out-
puts for each PMT signal from the TOF detector. Fig-
ure 2.2.7 shows the block diagram of the timing measure-
ment utilizing the Time Stretcher (TS) circuit. The cir-
cuit finds the first rising edge T of the TS reference clock
(reduced radio-frequency - RF - signal of the KEKB ac-
celerator with a frequency of 508.9 MHz) following the
rising edge 77 of the TOF signal, and expands the time
interval (To — T1) by a factor of 20, for the timing of the
following pulse (75 — T%). These measured times are read
out with Belle standard FASTBUS TDCs with a 0.5 ns
least significant bit (LSB), providing a 25 ps LSB as a re-
sult. A further time-walk correction is applied for timing
variation due to a pulse charge, AT;~1/v/Q;.

The TOF system measures time of flight for charged
tracks reconstructed by the CDC and requires addition-
ally the beam collision time for each event, t1p. It is deter-
mined by the RF clock signal used as a reference, and the
time offset is calibrated offline on a run-by-run basis using
a large sample of p-pair events (yy — ptpu™) with a pu-
rity better than 98%. The expected TOF for each muon
track is calculated, taking into account its flight length
measured by the CDC, and the offset is tuned to give a
zero deviation on average between the calculation and the
TOF measurement for each PMT.

Determination of the collision timing for TOF mea-
surement has an ambiguity of an integer multiple of 1.96 ns
in each event corresponding to the period of the RF clock.
This ambiguity can be solved in almost all cases, assigning
the velocity of light to high momentum tracks in an event

@ Springer



3026 Page 30 of 928

Eur. Phys. J. C (2014) 74:3026

Collision Time TDC Stop
RF clock
508.9 MHz

2ns [TS Clock Edge

TS clock
PMT signal
Time Stretcher
output

T4 T3 2 TI

Figure 2.2.7. Time Stretcher TDC scheme for Belle’s TOF
sub-system. The TS reference clock of approximately 8 ns is
generated from the KEKB RF signal of 508.9 MHz (Abashian,
2002b).

(or, equivalently, assigning the pion mass to the tracks).
When the pion-mass assumption fails, the kaon or proton
mass is tried.

Long-term variation of the time resolution of the TOF
system was monitored using the p-pair samples. The res-
olution of 110 ps measured in 2008 (Kichimi, 2010) was
degraded from the initial resolution of 96 ps obtained in
1999. The 110 ps resolution includes a systematic error
of 40 ps in total from timing jitters in the detector and
accelerator electronics, calculation from p-track informa-
tion, and the collision position spread due to a beam bunch
length. The degradation in timing performance is mainly
due to aging, a reduction of the attenuation length and
light yield in the TOF scintillation counters over the ten
year running period. Pion tracks have a slightly worse av-
erage time resolution, typically by 10 ps, due to a nuclear
scattering effect.

Aerogel Cherenkov counters

Figure 2.2.8 shows the configuration of the Belle Aerogel
Cherenkov counter (ACC; Iijima, 2000). The polar angle
coverage is 33.3° < € < 127.9° in the barrel, and 13.6° <
0 < 33.4° in the forward endcap. The detector is built from
aerogel modules of ten distinct types, varying in refractive
index (n = 1.010, 1.013, 1.015, 1.020, 1.028, or 1.030), and
in the number (one or two) and size (2-, 2.5-, or 3-inch
diameter) of photomultiplier tubes used to detect photons,
according to their position in polar angle.

The barrel device consists of 60 identical sectors in the
¢ direction, and 16 modules are arranged in each sector.
The typical size of one module is approximately 120 x
120% 120 mm?, occupied with a silica aerogel radiator. The
aerogel radiator volume is covered with a white reflector
with high reflectivity (larger than 93%); it is supported
by a 0.1 mm thick aluminum wall.

Each counter is viewed by one or two fine-mesh PMT(s)
to detect Cherenkov light in an axial magnetic field of
1.5 T. The PMT diameters were chosen to be either 2”7,
2.5”, or 3”, depending on refractive indices since larger
index aerogel generates more photons and the acceptance
of a PMT can be smaller as a result.
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Figure 2.2.8. From (Abashian, 2002b). Layout of the ACC
system consisting of 16-module lineup for the barrel and 5-layer
modules for the end cap regions of the Belle detector.

The end cap device is divided into 12 identical sectors
in ¢, and each sector contains 19 modules, which are con-
figured to have 5-layer structure in the radial direction.
Each counter module contains a ~ 100 x 100 x 100 mm?
radiator volume followed by an air light-guide, and then
one 3” PMT is attached. This module is made of 0.5 mm-
thick CFRP to reduce material while remaining rigid. The
CFRP inner wall is covered with the same white reflector
as used for the barrel. As there is no TOF coverage in the
endcap regions, in order to achieve the required K—r sep-
aration for tracks with momenta < 1.5GeV/¢, the ACC
endcap aerogel system has a refractive index of 1.03.

Output signals are amplified by front-end electronics
attached to the PMT backplane and are sent to a charge-
to-time conversion circuit and subsequently digitized using
a TDC.

The calibration constants for all PMTs are obtained
by p-pair events collected in the beam collisions and daily
PMT responses during experiments are monitored by the
illuminating LED system, which is installed on all counter
modules. The effective number of photoelectrons extracted
from LED data as a function of the integrated luminosity
for a typical PMT is plotted in Figure 2.2.9. The luminos-
ity range plotted (up to 300 fb_l) corresponds to almost
6 years from the beginning of operation. The variation is
less than 5% over this period and this stability is found to
be sufficient.

2.2.4 Electromagnetic calorimeter
BABAR

Figure 2.2.10 shows the longitudinal cross-section of the
BABAR EMC. Its polar angle coverage ranges from 15.8° to
141.8° which corresponds to around 90% of the solid angle
in the center-of-mass system. The cylindrical barrel is di-
vided into 48 rings of 120 CsI(T1) crystals each while the
end cap holds 820 crystals assembled in eight rings. These
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Figure 2.2.9. The relative pulse height as a function of inte-
grated luminosity for a typical PMT of ACC.
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Figure 2.2.10. Longitudinal section of the BABAR EMC (Au-
bert, 2002j) showing the arrangement of the 56 CsI(T1) crystal
rings: 48 for the barrel and 8 for the forward end cap. All di-
mensions quoted on the drawing are in mm.

add up to a total of 6,580 crystals among which only three
had their readout chain permanently broken by the end of
the data taking period. The penetrating particles — in par-
ticular electrons and photons — initiate showers in crystals
and cause the Csl to scintillate; the amount of light de-
pends on the energy deposited in the calorimeter by each
particle. The crystals are supported at the outer radius to
avoid pre-showers (i.e. particles producing showers in the
material in front of the calorimeter). It is worth noting
that the crystals are organized in a quasi-projective ge-
ometry: they all point to a position near the IP, offset just
enough to avoid the possibility of having particles going
completely through non-instrumented gaps of the EMC.
The amount of material between the IP and the EMC
ranges between 0.3 and 0.6 X, except for the 3 most for-
ward rings of the forward end cap, which see elements of
the beamline and of the SVT readout system. These rings
are shadowed by up to 3 Xy and have been mainly in-
cluded to ensure shower containment close to the end of
the calorimeter acceptance.

There are two kinds of calibration for the EMC: a
low-energy calibration using a 6.13 MeV radioactive pho-
ton source (fluorinert irradiated by neutrons) and a high-
energy calibration using reconstructed Bhabha events. The
source (Bhabha) calibration was performed about once ev-
ery 1-2 weeks (a few times a year). In addition, a light

pulser was used to monitor the light response of each in-
dividual crystal on a daily basis in order to identify po-
tential problematic areas. The radiation dose received by
the EMC over the years of data taking had no significant
impact on its performance.

The EMC energy resolution og/E varies from 5% at
6.13 MeV to about 2% at 7.5 GeV, an energy probed us-
ing Bhabha events. The angular resolution is 12 mrad
(3 mrad) at low (high) energy. The 7° measured mass
is in agreement with the PDG value and has a resolu-
tion of about 7 MeV/c?. Finally, the EMC provides the
main discrimination variable to identify electrons: the ra-
tio E/p of the shower energy to the track momentum —
other PID inputs are the DCH dE/dz and the 6¢ value
measured by the DIRC. The electron identification proba-
bility is around 90% on average with a pion contamination
of 15—30%, depending on the track momentum and polar
angle.

Belle

The overall configuration of the Belle calorimeter, ECL,
is shown in Figure 2.2.11.

The ECL consists of a barrel section and two end caps
of segmented arrays of CsI(T1) crystals. The former part
is 3.0 m long and has an inner radius of 1.25 m. The end
caps are located at z = +2.0 m and z = —1.0 m. The
ECL is composed of 8736 CsI(Tl) crystals in total. The
scintillation light produced by particles in the crystals is
detected with silicon photodiodes.

Each crystal has a tower-like shape and points almost
to the interaction point. The crystals are tilted by a small
angle in the 6 and ¢ directions to prevent photons escaping
through the gaps between the crystals. The angular cov-
erage of the ECL is 17.0° < 6 < 150.0° (total solid-angle
coverage of 91% of 47). Small gaps are left intentionally
between the barrel and end cap crystals providing the nec-
essary space for cables and supporting parts of the inner
detector (these gaps result in a loss of acceptance at the
level of 3%).

The amount of material in front of the ECL ranges
between 0.3 to 0.8 Xj.

The calorimeter is calibrated using Bhabha scatter-
ing and ete~™ — v~ events. For the two innermost layers
of crystals in the forward and backward end caps, cos-
mic ray interactions are used for calibration. The Bhabha
calibration is performed once every 1-2 months. The elec-
tronic channel transition coefficients are monitored every
day with a test pulse generator.

The radiation dose received by the ECL varies from
100 rads for barrel crystals to about 700 rads for forward
end cap crystals. The degradation of the light output due
to the overall dose was less than 5% and had no significant
impact on ECL performance.

The ECL energy resolution varies from 4% at 100 MeV
to about 1.6% at 8 GeV. The angular resolution is about
13 mrad (3 mrad) at low (high) energies. Such an energy
and angular resolution provides a 7% mass resolution of

@ Springer



3026 Page 32 of 928

Eur. Phys. J. C (2014) 74:3026

Backword Endcap Colorimeter

Forward Endcap Calorimeler

Barrel Colorimeter

1021.6 ‘

3825

Wi

|
e |

20m 1.0 m 00m

Figure 2.2.11. From (Abashian, 2002b). Overall configuration of the Belle ECL.

about 4.5 MeV/c?. The ECL provides the main parame-
ter for electron/hadron separation: the ratio E/p of the
shower energy to the track momentum.

In addition the ECL is used to provide the Belle online
luminosity monitoring system. The rate of Bhabha events
is measured using geometrical coincidences of high energy
deposits in the forward and backward ECL. This system
provides a stable accurate luminosity measurement during
an experimental run as well as during injection periods.

2.2.5 Muon detector

BABAR

Barrel
LST modules

End doors
RPC modules

Figure 2.2.12. Overview of the BABAR IFR at the end of the
data taking period (Aubert, 2013): the barrel sextants made
of 12 LST layers are visible in the left picture while the for-
ward and backward end doors appear on the right. The forward
RPCs (16 layers) have all been changed whereas the backward
ones are still the original detectors.
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The final layout of the BABAR IFR — with, in particu-
lar, LST modules in all sextants of the barrel region — is
shown in Figure 2.2.12.

The steel of the magnet flux return is finely segmented
into 18 plates of increasing thickness: from 2 cm for the
nine inner plates to 10 cm for the outermost ones. When
data taking started, the BABAR IFR was instrumented
with more than 800 RPCs, organized in 19 layers in the
barrel region (divided itself into six sextants) and 18 in the
end doors. These detectors quickly showed serious aging
problems (Anulli, 2002, 2003; Piccolo, 2002, 2003) and the
deterioration of their performance lead directly to a reduc-
tion of the BABAR muon identification capability. Overall,
6-17% of the muons were lost due to problems in the IFR.
Although several attempts were made to fix the RPCs
and to limit the rate of degradation, it was finally decided
to replace most of these detectors. This was by far the
largest BABAR upgrade and it was successfully completed
in a 4-year period in various steps.

The RPCs in the backward end cap were never re-
placed. Due to the boost, they had low rates and covered
a small solid angle. In 2002, more than 200 new RPCs were
installed in the forward end cap (Anulli, 2005a). Their per-
formance was significantly improved with respect to the
original RPCs (Anulli, 2005b). These detectors neverthe-
less required constant maintenance and upgrades (Band,
2006; Ferroni, 2009) until the end of the data taking, in or-
der to maintain their efficiency and their reliability while
the luminosity was increasing. In particular, the chambers
with the highest rates were operated in avalanche mode
from 2006.

The first two barrel sextants were replaced during the
summer 2004 shutdown, only one and a half years after
the decision to proceed with this upgrade had been taken.
An extensive review process lead to the choice of the Lim-
ited Streamer Tube (LST) (Andreotti, 2003) technology
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to replace the existing RPCs. The procedure consisted of
replacing 12 RPC layers by LSTs and to fill the remaining
gaps with brass — the outermost layer (#19) could not be
instrumented due to a geometrical interference. Increasing
the total absorber thickness allowed the improvement of
the pion rejection of the muon PID algorithms. The last
four barrel sextants were replaced during the fall 2006
shutdown.

The LST efficiency was measured using di-muon events.
On average, it was 88% at the end of the data taking,
slightly below the geometrical acceptance of 92%. The dif-
ference was mainly due to a few misfunctioning or broken
channels.

Belle

The muon and K detector subsystem of Belle identifies
K, mesons and muons above 600 MeV/c with high effi-
ciency. The barrel-shaped region around the interaction
point covers a polar angular range of 45° to 125° while
the forward and backward end caps extend this range to
between 20° and 155°.

This system consists of alternating layers of double-gap
resistive plate counters and 4.7 cm thick iron plates. There
are 15 detector layers and 14 iron layers in the octagonal
barrel region and 14 detector layers and 14 iron layers in
each end cap. The iron plates provide a total of 3.9 interac-
tion lengths of material (in addition to the 0.8 interaction
lengths in the ECL) for a hadron traveling normal to the
detector planes. The hadronic shower from a K, interac-
tion determines its direction (assuming an origin at the
ete™ interaction point) but not its energy. The range and
transverse deflection of a non-showering charged particle
discriminates between muons and hadrons (7+ or K¥).

The active elements are double-gap glass-electrode
RPCs operating in limited streamer mode. Each 2 mm
gas gap is sandwiched between float-glass electrodes with
a bulk resistivity of 102713 Q - cm (Figure 2.2.13). The
non flammable gas mixture consists of 62% HFC-134a,
30% argon, and 8% butane-silver.'* An ionizing particle
traversing the gap initiates a streamer in the gas that
results in a local discharge of the electrodes. This dis-
charge is limited by the high resistivity of the glass and
the quenching characteristics of the gas. A discharge in
either gas gap induces signals on both of the orthogonal
external copper-strip planes. Each ~5 ¢m wide strip forms
a ~50 () transmission line with an adjacent ground plane.
In the barrel (but not the end caps), a 100 resistor con-
nects the pickup strip to ground at the readout end to
minimize reflections; it also reduces the pulse height into
the front-end electronics by a factor of two.

The barrel RPCs, made in the US, use 2.4 mm thick
float glass (73% SiOq, 14% Nay0O, 9% CaO, and 4% trace
elements). The end cap RPCs, made in Japan, use 2.0 mm
thick float glass (70-74% SiO4, 12-16% NasO, 6-12% CaO,
0-2% AlyO3, and 0-4% MgO).

14 Butane-silver is a mixture of approximately 70% n-butane
and 30% iso-butane.
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Figure 2.2.13. Exploded cross section of a Belle superlayer
double-gap RPC module.

The VISyN system by LeCroy (now Universal Voltron-
ics) is used to distribute high voltage, with Model 1458
mainframes and 1468P and 1469N modules. For each RPC,
a positive voltage of +4.7kV (+4.5kV) is applied to the
barrel (end cap) anode plates and —3.5kV to the cathode
plates. Eight (five) anode plates in the barrel (end cap)
are driven by a common HV channel while each cathode
plane is driven by its own HV channel. The dark current
is approximately ~1uA/m? or 5 mA total; most of this
flows through the noryl spacers.

Pulses travel from the 38,000 RPC cathode strips along
twisted-pair cables, between 3 and 6 meters long, to front-
end electronics on the magnet yoke periphery. The typical
100 mV pulse has a FWHM of under 50 ns and a rise time
of under 5 ns. The dark rate in a typical detector module is
under 0.03 Hz/ cm? with few spurious discharges or after
pulses. The signal threshold for discriminating these pulses
is 40 mV (70 mV) in the barrel (end caps). The double-
gap design results in a superlayer efficiency of over 98%
despite the lower (90% to 95%) efficiency of a single RPC
layer. Robustness against several failure modes is achieved
by having independent gas and high voltage supplies for
each RPC layer within a module. Hit position is resolved
to about 1.1 cm when either one or two adjacent strips
fire, resulting in an angular resolution of under 10 mrad
from the interaction point.

The Belle RPCs have performed reliably and without
evidence of failures or physical deterioration throughout
Belle’s lifespan. However, the RPCs are rate-limited by the
glass-electrode resistivity, so the efficiency of the modestly
shielded end cap RPCs suffered during high-luminosity
operation from soft neutrons produced in beamline struc-
tures. This was mitigated by the addition of external
polyethylene shielding outside the end caps in Belle’s later
years, but more such shielding would have been needed to
eliminate the efficiency drop.

@ Springer



3026 Page 34 of 928

Eur. Phys. J. C (2014) 74:3026

2.2.6 Trigger
BABAR

As already discussed above, the BABAR trigger is imple-
mented as a two-level hierarchy, with the L1 (hardware)
followed by the L3 (software). Its combined efficiency at
the 7°(4S5) resonance energy matches its requirements:
more than 99% for BB decays, more than 95% for con-
tinuum decays (v, dd, s3 c¢) and still around 92% for 77
events. This trigger was very flexible, as illustrated by the
quick and complex modifications of the L3 trigger lines
implemented during the last few months of the BABAR
running, when data were taken at the 7°(2S5) and 7(35)
resonances and a final energy scan above the 7°(45) was
performed. It was also robust against background: trigger
rates much higher than the design values for both L1 and
L3 were achieved as luminosity was increasing, while the
dead-time remained relatively constant, around the 1%
design value.

The BABAR L1-trigger uses information coming from
the DCH for charged tracks, from showers in EMC and
from the IFR. The corresponding first two triggers —
Drift Chamber Trigger (DCT) and ElectroMagnetic Trig-
ger (EMT) — fulfill all trigger requirements independently
and are highly redundant, which boosts the global L1 ef-
ficiency and allows one to measure the efficiency of these
components using data. Originally, the DCT only pro-
vided r and ¢ information; in 2005, 3D-tracking was im-
plemented in L1 to add z-information which allowed one
to reject background events (scattered beam-gas particles
hitting the beam pipe) where tracks were produced tens
of centimeters away from the IP. This upgrade gave the
system more headroom to follow the increases of luminos-
ity and background without generating a significant dead
time, especially during the final period of data taking. The
third L1 input trigger, the IFR Trigger (IFT), is mostly
used for tests: IFR plateau measurements, cosmics trigger,
etc. Some work was required after the IFR barrel upgrade
to align in time the RPC and LST signals, the latter com-
ing in about 0.6 us later.

Information coming from the three components de-
scribed above are received by the GLT which processes
all these primitives and sends out some triggers to the
central BABAR DAQ system. At this stage, a trigger can
be masked (for instance if it corresponds to a known tem-
porarily noisy EMC crystal) or prescaled (meaning that
not all selected events are registered; in particular, events
identified as Bhabha at the trigger level are prescaled).
If a valid trigger remains at this stage, the DAQ system
issues a L1 Accept signal and the entire event is readout.

The BABAR L3-trigger refines and augments the L1
selection methods. It has been implemented in such a
way that a wide range of algorithms can be used to se-
lect events independently of one another. Their logic and
their parameters are set in software and these filters have
access to the full event to make their decision. First, L3 in-
put lines are defined by using a logical OR of any number
of L1 output lines. Then, one or more scripts are executed
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for each firing L3 input line and return a yes/no flag de-
pending on whether the event passes this step. Finally,
L3 output lines are the logical OR of selected L3 script
flags; these flags can also be used as vetoes, for instance
to reject Bhabha events which would have been accepted
otherwise. Thanks to the spare capacity planned for at the
time the L3 system was designed, it could log data at a
much higher rate than anticipated: close to 800 Hz at the
end of the 7'(3S) data taking, to be compared with the
initial expectation of 120 Hz.

Moving from the regular 7°(45) data taking to the
Y (35) run during which new physics (NP) decays were
sought after, the trigger had to identify completely differ-
ent topologies of events. Indeed, part of the signal decays
were containing particles invisible to BABAR which would
take away a significant fraction of the energy-momentum
available for the collision. Whereas BB events exhibit
large visible energy, high multiplicity or high transverse
activity, the decays of interest of the 7°(3S5) are charac-
terized by low visible energy and low multiplicity. This
new approach was implemented in three successive steps
which required the design of new L1 and L3 trigger lines,
such as new L3 filters. These updates were done carefully,
checking at each step that the trigger rates would not ex-
ceed the capabilities of the system. They were successful,
allowing the BABAR collaboration to collect large datasets
at the 7°(25) and 7°(3S5) resonances.

Belle

The trigger system of the Belle detector consists of sub-
triggers and the global decision logic (GDL) - constituents
of the Level 1 (L1) hardware trigger - and of Level 3 (L3)
software trigger. The sub-triggers are formed by signals
from the CDC, ECL, TOF, and KLM sub-detectors. The
GDL receives summary information from each sub-trigger,
then makes a logical combination of sub-trigger informa-
tion to trigger on hadronic (BB and continuum) events,
Bhabha and p*p~ pair events, etc. Three independent
triggers are prepared for the hadronic events; they require
either three or more charged track candidates, high lev-
els of deposited energy in the ECL (with a veto on the
ECL trigger for Bhabha events) or four isolated neutral
clusters in the ECL. The L3 software trigger ran on the
online computer farm (see Section 2.2.7). Events triggered
by L1 as Bhabha, u™ = pairs, two-photon events, cosmic
rays or events with high deposited energy in the ECL, by-
pass the L3 trigger decision. The events triggered by the
presence of charged track candidates are passed to the L3
trigger to determine the presence of actual good charged
particle tracks, thus reducing the size of the raw data be-
ing recorded.

The efficiencies of the L1 triggers for hadronic events
can be measured using the redundancy of the three se-
lection requirements mentioned above because they are
almost independent. The overall efficiency for hadronic
events is estimated to be more than 99%.

At the beginning of the experiment Belle experienced a
high trigger rate caused by the beam background. Signals
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arising from this background caused the trigger rate to
be nearly the DAQ upper limit of 200 Hz even while run-
ning at very low luminosity. The rate of the two-charged-
track trigger was especially high because of the low p;
tracks originating from the beam-nucleus interactions. To
reduce such a high trigger rate, the requirement of coinci-
dence with outer sub-triggers, such as a TOF hit and/or
an ECL isolated cluster, was added. Figure 2.2.14 shows
the average trigger rate as a function of the experiment
number.'® The green curve shows the average total current
of KEKB. The highest total current was 3000 mA around
experiment 50. The sudden drop of the total current at
experiment 57 was due to the crab cavity installation at
KEKB. The red curve shows the average trigger rate. It
was as high as 500 Hz around experiment 50, which cor-
responds to the highest total current and luminosity. In
early experiments, high background was indicated by the
normalized trigger rate, the blue curve in Figure 2.2.14,
defined as the the average trigger rate divided by the av-
erage luminosity (called the effective cross section). This
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Figure 2.2.14. Average trigger rate as a function of the ex-
periment number for Belle.

rate is normalized to the trigger rate with the luminosity
1x10%* em~=2s~!. It was higher than 1200 Hz at the begin-
ning of operation, and dropped dramatically as the total
current increased (and hence the luminosity increased).
After experiment 33 the rate was stable below 400 Hz,
which was interpreted as an amelioration of the vacuum
around the IP with the higher beam current. In a special
run in experiment 47, the luminosity components in the
trigger rate were measured to be about 190 Hz in the nor-
malized trigger rate. The noise-to-signal ratio (N/S) was
calculated to be about 5.6 in experiment 7, and about 1 or
smaller after experiment 37, an indication of the cleaner
environment, of KEKB operation.

15 An extended period of operation is referred to as an exper-
iment within Belle, see Chapter 3. The corresponding nomen-
clature on BABAR is a Run.

2.2.7 Online and DAQ
BABAR

The high-level design of the BABAR online system (Au-
bert, 2002j) remained unchanged during the whole data
taking period. The DAQ chain starts from the common
front-end electronics, includes the embedded processors
in the readout modules (which start processing the data
fragments coming from the detector after a Level 1 ac-
cept), the network event builder, the Level 3 trigger and
the event logging system. While the design remained con-
stant, the system itself evolved significantly over the time
to follow the progress in hardware technology, and to cope
with the changes in data taking conditions: higher lumi-
nosity, larger backgrounds, longer periods of data taking
thanks to the trickle injection mode (see Section 3.2.2 for
details), and so on. Several other developments were made
with the intent of making the overall system more robust,
better performing, and easier to use. For all upgrades, the
philosophy was first to maximize the performance of the
existing hardware, and only then to plan a hardware up-
grade.

With PEP-II operated in trickle injection mode, data
taking could occur continuously during one day or more.
Therefore special emphasis was put on the data taking
efficiency. The aim was to minimize the time spent by the
detector in any non-data-taking state (calibration, error
recovery, transition from ‘injectable’ mode to ‘runnable’
mode, procedure to begin a new run, etc.). Maximizing
the BABAR duty cycle required a continuous monitoring
of the whole system and attention to detail. While the
online system had already been designed to minimize the
DAQ dead time, new features were introduced, parts of
the system were improved, and procedures modified to
increase the detector uptime despite the more challenging
environment. One concrete example of this evolution was
the reduction of staffing for the detector operation, as the
online control and monitoring system was simplified and
automated.

Moreover, as explained in Chapter 3, the PEP-II op-
eration in trickle injection mode required developments in
the trigger and the DAQ, in order to make the detector
insensitive to the background bursts associated with the
continuous injection. Dedicated monitoring was added to
allow detailed data quality analysis in real time.

The CPUs and the operating system used by the
BABAR online system evolved over the years, switching
from vendor-specific products to commodity systems. This
allowed control of the cost of the upgrades of the online
system and to provide enough headroom to anticipate the
increase of luminosity and background. Most of the online
software was written in C++; various scripting languages
were used as well, such as Java for graphical tools.

An important evolution of the online system was the
replacement of Objectivity-based databases by Root-based
ones. Several reasons explain this migration, which culmi-
nated in 2006 with the decision to stop using Objectivity
in BABAR. Indeed, there were many concerns regarding
the support and the maintenance cost of this software,
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plus some technical issues. All these changes were care-
fully planned to make sure they would have no impact on
the data taking.

Belle

The original requirement for the Belle Data Acquisition
System (Belle DAQ) was to read out event fragments from
8 detector subsystems with a total data size of 40 kbytes
at a maximum rate of 500 Hz, and to record the data after
event building and data reduction by real time processing.

Figure 2.2.15 shows the configuration of the DAQ sys-
tem at the beginning of the experiment. The readout sys-
tem is designed to utilize the unified technology based on
the Q-to-T conversion combined with the common FAST-
BUS multi-hit TDC (LeCroy 1877S), except for the SVD
readout. The data are read by the VME processor and
collected by the specially-designed event builder, and then
processed by the online computer farm equipped with a
large number of VME processor modules where high level
software triggering is performed. The data are finally sent
to the KEK Computer Center via ~2 km optical fiber
links and recorded on digital video tapes.'®

Global Structure of BELLE DAQ System
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Figure 2.2.15. The configuration of the Belle DAQ system at

the beginning of the experiment.
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However, since the system was implemented using
1990’s-era information technology, maintenance of the sys-
tem was difficult in the long run. In addition, the FAST-
BUS based readout system is not pipelined and it has a
readout dead time of more than 10% at the design max-
imum trigger rate of 500 Hz. The trigger rate at the be-
ginning of data taking was 200 Hz and the dead time
was manageable, but the rate increase was foreseen as the
luminosity improves.

Belle started the ‘continuous’ upgrade of the system
to keep up with the luminosity increase. The first step
was made in 2001 to replace the event builder and VME
based online computer farm with a set of Linux PC servers

16 These are the same tape format as previously used by some
TV broadcasting companies.
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(EFARM) connected via Fast Ethernet fibers. The level
3 data reduction which was performed in VME proces-
sors was ported to the EFARM. The system became more
maintainable for a longer term operation as a result of this
upgrade.

In 2003, the real time reconstruction farm (RFARM)
was introduced. The system is a large scale PC farm di-
rectly fed by the event builder, and real time full event
reconstruction is performed utilizing parallel processing of
events. The processing results such as the reconstructed
IP position were also fed back to the accelerator control,
which greatly contributed to the improvement of luminos-
ity. In the same year, the improvement of the FASTBUS
readout was also made so as to reduce the readout dead
time by a factor of four.

An improvement to the back-end system was made in
2005, when a second EFARM and RFARM were added in
order to have sufficient bandwidth and processing power
to cope with the expected increase in luminosity.

For further reduction of the readout dead time, an up-
grade of the FASTBUS readout system, to a pipelined
version, was started. A new TDC was developed based on
COPPER, a common pipeline readout module developed
at KEK (Figure 2.2.16). The TDC is designed to be plug-
compatible with LeCroy 1877S, allowing the use of the
same detector front-end electronics without any modifi-
cations. The upgrade was performed detector by detector
starting from the CDC in 2007 utilizing the short shut-
down time during summer and winter. By 2009, five de-
tector subsystems were upgraded resulting in a reduction
in dead time to less than 1%. Figure 2.2.17 shows the Belle
DAQ configuration at the end of data taking.

2.2.8 Background and mitigation
BABAR

Predicting accurately the background level using dedi-
cated simulations is not an easy task, whether the detector
plans to run at the intensity or at the energy frontier. Yet,
background is a major concern for any HEP experiment
as it can severely impact the data taking: first, by slowing
down the acquisition system and creating dead time; then,
by decreasing the quality of the logged data when signal
signatures get lost in a mass of random hits; finally, by
degrading or even destroying detector components. There-
fore, special care is given to design detectors able to handle
background levels corresponding to the predictions (with
significant safety margins added), while numerous probes
monitor the background during the data taking. When
the conditions become unsafe for the detector, automated
systems make its HV ramp down to safer levels and can
even dump the beams.

Figure 2.2.18 shows an overview of the BABAR back-
ground monitoring system: several probes monitor quanti-
ties sensitive to background (radiation doses, rates recorded
by scaler boards, channel currents, etc.) in real time and
compare the measured values with pre-defined alarm lev-
els. The status of each variable (in alarm or not) is indi-
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Figure 2.2.17. The configuration of the Belle DAQ system at the end of data taking.
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Figure 2.2.18. Snapshot of the global BABAR background display (Aubert, 2013) taken at a time when the background was
low: all but a couple of probes are green which, in the BABAR framework, means ‘safe level’ — alarm states are indicated by
yellow (warning level reached) and red (concern) colors. This display was available 24/7 in the control room to help shifters
get a real time overview of the background levels around the BABAR detector. The longitudinal and end cross-sections show the
locations of the background probes which survey all systems: SVT radiation monitors, current levels in the DCH superlayers,
rates in the DIRC, EMC and IFR or neutron rates on both ends of the beampipe.

cated by the color of the display. New alarms produce vi-
sual and audio alerts in the control room while automated
systems can modify the detector state or even abort the
beams if the background becomes worrisome.

There were two main active detector protection sys-
tems in BABAR to ensure a safe operation of the sensi-

tive tracking system. First, the SVTRAD which monitored
both the instantaneous and the integrated radiation doses
received by the SVT. Originally, rates were measured by
12 PIN diodes located on both ends of the SVT in three
horizontal planes (one at the beam level, the other two
3 cm above/below it) and on the inside and outside of

@ Springer
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Figure 2.2.16. A pipeline TDC module based on COPPER.

the PEP-II rings. As expected, the middle-plane diodes
accumulated the highest radiation doses and started to
become less reliable due to damage. Therefore, in 2002
two diamond sensors were added to the SVITRAD sys-
tem — this was the first time such sensors were used in
a HEP experiment — and they worked well until the end
of the data taking. Another advantage of these detectors
with respect to the PIN diodes is that they are insensitive
to temperature fluctuations. The maximum total dose af-
ter nine years of operations was measured to be around
4 MRad, i.e. less than the SVT radiation budget, set to
5 MRad. The SVTRAD was also able to abort the beams,
either when instantaneous doses were too high or because
the integrated dose was consistently above some thresh-
old during 10 consecutive minutes. Beam aborts induced
by the SVTRAD protection system occurred a few times
a day on average. When PEP-II started to deliver beams
in trickle injection mode (particles are injected in existing
bunches at a few Hz frequency, see Section 3.2.2 for de-
tails), the SVTRAD was modified to monitor in addition
the dose associated with each injection of particles in the
collider rings. This provided a complementary feedback on
the trickle injection quality. The second active protection
system was based on the monitoring of the DCH currents
and was used to prevent damage to the drift chamber wires
and the associated front-end electronics; it is described
above in Section 2.2.2.

@ Springer

The main BABAR background probes were also dis-
played in the accelerator control room, providing valuable
information about the beam status and helping operators
reduce the background levels. For instance, the accelerator
crew was notified when the SVTRAD 10-minute counter
was enabled; this signal would tell them that the beams
were to be tuned and that they also had some time to try
and fix the problem before a beam abort would be issued.

In addition to the real-time monitoring and protec-
tion system, various shieldings around BABAR have been
built and improved over the years. The main additions
with respect to the original detector design have been a
DIRC shielding around the beamline components at the
backward end and shielding walls on the forward side of
BABAR to protect the outer IFR layers.

2.2.9 Conclusion: main common points, main
differences

Table 2.2.1 summarizes in a single page the typical perfor-
mances of the BABAR and Belle detectors. Of course the
signals detected by the individual subdetectors need to be
combined and converted into data used for physics mea-
surements. Various methods and tools are used for this
data reconstruction which are beyond the scope of this
book. Typical performances of combined tracking, charged
particle identification and neutral particle reconstruction
are also given in Table 2.2.1. More information can be
found in the detector articles published by the two col-
laborations and in this book, in particular for PID — see
Chapter 5 — and for tracking and vertexing — see Chap-
ter 6.

Both detectors reached their design performance and
were robust enough to keep them almost constant while
the luminosity delivered by the colliders was increasing.
Both data taking periods were about a decade long, al-
lowing BABAR and Belle to collect huge datasets which
made possible the impressive harvest of physics results
achieved by the two collaborations. The detector upgrades
described in Section 3.2 were mainly driven by the lumi-
nosity increase although both experiments had a subdetec-
tor weaker than the others: the silicon tracker for Belle and
the muon detector for BABAR. Several technological and
conceptual breakthroughs were made by the B Factories,
among which the BABAR DIRC (a new concept of ring-
imaging Cherenkov PID detector), the use of the object-
oriented language C++ for the experiment software, or
the development of distributing computing. Now, they all
are well-established in the HEP community.
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Chapter 3
Data processing and Monte Carlo
production

Editors:
Fabrizio Bianchi and Nicolas Arnaud (BABAR)
Shoji Uno (Belle)

Additional section writers:
Concetta Cartaro, Christopher Hearty, Ryosuke Itoh, Leo
Piilonen, Teela Pulliam, Dennis Wright

3.1 Introduction: general organization of the
data taking, data reconstruction and MC
production

The BABAR and Belle experiments have collected around
one Petabyte of raw data each. These data have been cal-
ibrated, the events reconstructed, and collections of se-
lected events produced. Monte Carlo events (MC) have
been generated and reconstructed with the same code used
for the detector data. The total amount of data produced
by BABAR and Belle were over six Petabytes and over three
Petabytes respectively. Over the years, both collabora-
tions have developed computing models that have proven
to be highly successful in handling the amount of data
produced, and in supporting the physics analysis activi-
ties. The main elements of the two computing models are
outlined in this introductory section and will be described
in more detail in the remainder of this chapter.

The ‘raw data’ coming from the detectors have been
permanently stored on tape, calibrated, and reconstructed
usually within 48 hours of the actual data taking. Recon-
structed data have been permanently stored in a format
suitable for subsequent physics analysis.

Many samples of Monte Carlo events, corresponding
to different sets of physics channels, have been generated
and reconstructed in the same way. In addition to the
physics triggers, the data acquisition also recorded ran-
dom triggers that have been used to create ‘background
frames’ that have been superimposed on the generated
Monte Carlo events to account for the effects of the ma-
chine background and of electronic noise, before the re-
construction step.

Detector and Monte Carlo data have been centrally
‘skimmed’ to produce subsets of selected events, the ‘skims’,
designed for a specific area of analysis. Skims are very con-
venient for physics analysis, but they increase the storage
requirements because the same event can be present in
more than one skim.

The quality of the detector data and of the simulated
events has been monitored through all the steps of pro-
cessing.

From time to time, as improvements in detector cali-
bration constants and/or in the code were implemented,
the detector data have been reprocessed and new samples

@ Springer

of simulated data generated. When sets of new skims be-
come available, an additional skim cycle has been run on
all the events.

BABAR has been one of the first experiments to adopt
the C++ programming language to write offline and on-
line software. In the mid-nineties, when this decision was
taken, the dominant language in the High Energy Physics
(HEP) community was Fortran 77. However, problems
and limitations associated with this language were becom-
ing very clear and BABAR chose early to commit to the
C++ technology because there was the perception that
the HEP computing model was a very good match to an
object-oriented design. At first, the C++ expertise was
limited to few collaborators, who started offering tutorials.
Starting in 1996, formal training courses were offered to
the collaboration members and rapidly produced a shared
vocabulary and set of concepts that were immensely help-
ful in the actual software development. The final outcome
of this effort was the over 3 million lines of code that today
constitutes the BABAR offline software.

Belle data processing and analysis code (called Belle
AnalysiS Framework - basf) was developed in C++ with
an extensive use of adjoined tools (e.g. the CLHEP library
(CLHEP, 2008) for which some of the Belle members were
the initial developers). The simulation tool, GEANT3 (Brun,
Bruyant, Maire, McPherson, and Zanarini, 1987), on the
other hand, was written in Fortran.

Belle data were stored using the PANTHER banks event
store based on the entity-relationship model (Putzer,
1989) and developed specifically for this experiment.
PANTHER banks (Adachi, 2004) offered a satisfactory stor-
age throughout the data taking and reliable usage in the
data analysis process. Due to the large volume of recorded
data centralized skimming was used (see Section 3.5) in
order to facilitate subsequent analysis of events. Further-
more, at the level of specific analysis, additional skimming
was performed, resulting in the so called index files, pro-
viding unique event identifiers that enable processing of
selected events only.

Similarly large data volumes produced by BABAR were
anticipated to make it impossible to routinely run on all
the data. At first, BABAR decided to use an event store
based on the object-oriented database technology that was
expected to solve the problem of an efficient and scal-
able access to the data. The end result of this work was
what, at the time, was the world’s largest object-oriented
database. Unfortunately, it soon became clear that data
volumes and usage patterns were exceeding the capabili-
ties of the technologies that were available at that time.
A lot of effort went into mitigating these problems. Fi-
nally, the working solution identified was to handle data
persistency using Root I/O which offers the advantages
of its lightweight interface and built-in data compression.
In this context, client/server data access was a very im-
portant issue and the bundled data server, rootd, was in-
sufficient for BABAR’s need. A better performing solution
was developed starting from rootd and taking advantage
of the experience made with the object-oriented database.
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The result of this effort was a data server named XRootD
(Furano and Hanushevsky, 2010).

BABAR was the first HEP experiment to effectively use
geographically distributed resources, because the amount
of computing needed to satisfy the production and anal-
ysis requirements exceeded what was possible at SLAC.
Grid computing tools became available too late for the B
Factories and BABAR solved the problem by assigning spe-
cific production tasks and datasets to different computing
centers. Only 20-30% of Monte Carlo data where produced
using Grid resources with the aid of specific software tools.

Belle (re-)processed the recorded data centrally at KEK
while the production of simulation was dispersed among
the collaborating institutions. As with BABAR, a signifi-
cant part of MC simulation was produced at remote sites.

3.2 Data taking

BABAR started taking physics data in October 1999 after
an extensive period of commissioning of both the collider
and the detector. The data taking ended on April 7t 2008,
about six months earlier than planned, due to budget con-
straints at the US Department Of Energy (DOE) level.
The BABAR data taking can be divided into seven main
periods, called ‘Runs’,'” for which details are given below.
The equivalent of the BABAR Run is called ‘Experiment’
at Belle.

Two consecutive BABAR Runs are separated by a shut-
down period usually lasting a few months and during
which various operations are performed by the PEP-II
and BABAR teams: repairs, fixes and maintenance, both
at the hardware and software levels. The longest BABAR
shutdown took place between Runs 4 and 5 (from August
2004 to April 2005) as the start of the new data taking
period was delayed due to an electrical accident at SLAC:
all work procedures had to be reviewed and improved in
order to reinforce the site-wide safety best practice.

BABAR Runs 1 to 6 data were taken at (or near) the
energy of the 7°(4S5) resonance (10.58 GeV). About 90% of
these data were taken at the peak of the resonance (‘on-
resonance’ data) to maximize the number of produced BB
pairs. The remaining ~10% were taken about 40 MeV be-
low (‘off-resonance’ data) to study non-B backgrounds,
in particular the production of light quark and 7 pairs
called ‘continuum’. Taking advantage of years of contin-
uous improvements and upgrades, both on the machine
and detector sides, Run 7 was expected to increase the
size of the BABAR dataset by 50% in about a year. Once
this goal would have been achieved, it was planned to
end the data taking by running at other energies, below
and above the 1(4S5) resonance. When it became clear
shortly before Christmas 2007 that Run 7 was going to be
much shorter than anticipated due to the lack of funding,
the BABAR management reacted quickly and decided to

17 In the following the word “run” is used to identify a small

data acquisition batch up to a few hours long, i.e. the basic
unit of the BABAR and Belle data taking system, not to be
confused with the “Run” defined here.

stop the 7'(4S) resonance data taking — which had just
restarted a week earlier. Instead, data were taken at the
7'(35) resonance during two months; then, the collision en-
ergy was moved to the 7°(2.5) resonance for about a month.
In both cases, on- and off-resonance data were recorded.
Finally, the energy region above the 7°(4S) resonance up
to 11.2 GeV was scanned during the last 10 days of data
taking.

Although originally designed to be a fixed-energy ma-
chine, PEP-II performed remarkably well during Run 7
and all of the CM energy changes were done by moving
the energy of the HER beam, keeping the LER one fixed.
At the T(2S) energy (10.02 GeV), the HER orbit was
quite close to the vacuum beam pipe in the interaction
region (IR), leading to a trade-off between luminosity and
background. At 11 GeV and above, synchrotron radiation
became the dominant issue and the HER current had to
be decreased, which had a direct impact on the delivered
luminosity. On the BABAR side, the trigger was the main
system impacted by the changes of the running energy as
the data taking goal moved from selecting BB events with
large visible energy, high multiplicity and/or high trans-
verse energy to looking for decays with low visible energy
and low multiplicity. These changes had to be made while
the data taking was ongoing and occurred thanks to the
flexibility of the BABAR trigger design.

Belle started taking data on June 15t 1999. After that,
data taking has been continuous for 6-9 months every year
until the final shutdown on June 30** 2010. After each ma-
jor shutdown a new “Experiment” started. Hence the Belle
data are grouped into experiments 7 to 73, where only odd
numbers are used.'® Experiments 7 - 27 are recorded us-
ing the first Silicon Vertex Detector (SVD1) and the rest
with the second (SVD2) detector (see Section 2.2.1). There
were two scheduled shutdowns every year, in summer and
winter. The summer shutdown took about three months or
more for maintenance and hardware replacements within
the Belle detector as well as in the KEKB accelerator. The
winter shutdowns were shorter, typically one month long.
In the last three years of operation, the winter shutdowns
were slightly extended due to budget constraints. Beside
these shutdowns one day every two weeks was devoted to
maintenance of the accelerator and detector. Typically af-
ter each experiment cosmic ray data was taken with the
Belle solenoid turned off for the purpose of detector align-
ments. Belle took data mostly at the energy of the 1°(45)
resonance in order to study B meson decays. For the pur-
pose of the background estimation arising from the non-B
meson events the off-resonance data was collected 60 MeV
below the resonance peak energy, for around 10% of the
running time, approximately every two months. Similar
off-resonance data taking was performed also for the data
taken at other 1" resonances. Note that the BABAR off-
resonance data taking was performed 40 MeV below the
7'(45) mass, a difference which has no impact on the usage
of this data.

18 For various reasons some experiment numbers are not used:
experiment 29, 57 and 59.
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The first Belle non-7(45) data was taken at the energy
of 7'(5S) resonance for 3 days in 2005. During the following
year in the last week of February, 7°(35) resonance data
was taken to enable the search for invisible particles from
decays of the 7°(15) resonance. The last 1°(4S5) resonance
data was taken in June 2008. After that, 7'(1S) (second
half of June 2008), 7°(2S) (December 2008 and November
2009) and 7'(55) resonance data were taken, and energy
scans between the 7°(4S) and 7(6S) were carried out in
the last two years of operation. The 1(1S) The CM en-
ergy change was rather smoothly performed, keeping the
same ratio of the beam energies in the KEKB rings. Dur-
ing that time, the magnetic fields of the Belle solenoid
and super-conducting final focusing magnet were kept at
the same values. The luminosity decreased at lower CM
energies for reasons which have not been well understood.
The beam background did not change by a large amount
when running at different energies. The same was true for
the trigger rates, where the increase of the cross-section
at lower energy resonances was canceled by a lower lumi-
nosity. Looser trigger requirements were adopted for two
charged track events in the case of the 7°(35) data taking
to achieve the physics goals of the 7°(3S) programme.

3.2.1 Integrated luminosity vs. time; luminosity
counting

The integrated luminosity collected by Belle for each CM
energy is listed in Table 3.2.1 and is calculated using
Bhabha events, where the final state electrons are de-
tected in the barrel part of the detector, and after re-
moving runs deemed to be unusable for physics studies
(so-called bad runs) because of detector-related issues.
The Belle integrated luminosity as a function of time is
shown in Fig 3.2.1. As well as the luminosity measure-
ment, the counting of recorded 7" (n.S) events is done using
the method described in Section 3.6.2. The yields obtained
are presented in Table 3.2.2.
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Figure 3.2.1. Evolution of the Belle integrated luminosity. A
detailed breakdown of datasets is given in Table 3.2.1.
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The systematic error on the luminosity measurement
is about 1.4% and the statistical error is usually small
compared to the systematic error. The latter is dominated
by the uncertainty of the Monte Carlo generator used to
calculate the cross-section for Bhabha events. The 7°(45)
dataset is split into two periods, named SVD1 and SVD2,
which correspond to different configurations of the Silicon
Vertex Detector, as explained in the following section. All
other resonance and scan data were taken in the SVD2
configuration.

Lees (2013i) describes the methods used to measure
the BABAR time-integrated luminosities at the 7°(25),
7(35), and 7°(4S) resonances, as well as in the contin-
uum regions below each of these resonances. For each
running period at fixed energy, the luminosity was com-
puted offline, using Bhabha (eTe™ — ete™) and di-
muon ( eTe” — pTp~) events for Runs 1-6 and only
Bhabha events for Run 7 — due to uncertainties in the
large T — ptp~ background. No detailed analysis could
be performed for the final scan data because of the short
duration of the running at each scan point (only about
5 pb_l). Therefore, the corresponding luminosity is only
an estimation taken from (Aubert, 2009x). The systematic
error on the luminosity measurement is about 0.5% for the
data collected at the 7°(4S) and 0.6% (0.7%) for data col-
lected at the 7°(35) (¥'(25)). Table 3.2.1 and Fig. 3.2.2
show the luminosity integrated by BABAR, broken down
by CM energy.

In addition to measuring the luminosity, the number
of T particles in the different datasets is also computed
using a common method referred to as ‘B-counting’ for
the 7°(4S) running. This number is found by counting
the hadronic events in the on-resonance dataset and sub-
tracting the contribution coming from the continuum, es-
timated using off-resonance data and properly scaled to
the peak energy — see Section 3.6.2 for details. The final
results are shown in Table 3.2.2.

Table 3.2.2. Number of 7" particles in the different BABAR and
Belle datasets

Experiment Resonance T number

BABAR T(49) (471.0 +2.8) x 10°
7(39) (121.3 £1.2) x 10°

r(2S) (98.3 £ 0.9) x 10°

Belle 7 (59) (7.1 +1.3) x 10°

T(4S) - SVD1 (152 4+ 1) x 10°

T(4S)-SVD2 (620 +9) x 10°

7(39) (11 £0.3) x 10°

T(29) (158 + 4) x 10°

T(19) (102 £ 2) x 10°
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Table 3.2.1. Summary of the luminosity integrated by BABAR and Belle, broken down by CM energy.

Experiment Resonance On-resonance Off-resonance
Luminosity (fo™')  Luminosity (fb™')
BABAR 1(48) 424.2 43.9
T(35) 28.0 2.6
T(25) 13.6 1.4
Scan > 7' (45) n/a ~4
Belle T(55) 1214 1.7
T(4S) - SVD1 140.0 15.6
T(4S) - SVD2 571.0 73.8
T(35) 2.9 0.2
T(25) 24.9 1.7
T(15) 5.7 1.8
Scan > 7'(45) n/a 27.6
BABAR data taking periods 3.2.2 Major hardware/online upgrades which modified
450 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ the quality of BABAR data
400 ]
—~ r Y(4S) Onpeak R This section summarizes the upgrades to the BABAR de-
O 350 — . . . s . .
=7 ] tector and also describes the ‘trickle injection”’ mode which
£ 300~ - allowed PEP-II to keep the luminosity (and hence the de-
2 el ] tector data taking conditions) stable during most of the
5 200k B run. In the following, the ‘forward’ and ‘backward’ sides of
3 R the detector are defined relative to the high energy beam.
5 150 o
£ 100 -
T sl Y (4S) Offpeak _| Detector upgrades
|
1299 20100 2001 2002 2003 2004 20‘05 20‘06 20‘07 2008 Over the years, the main BABAR activities during the shut-
Calendar Year downs between Runs were related to the Instrumented
30 : Flux Return (IFR). Indeed, from the very beginning of the
F Y(3S) Onpeak ; data taking, the resistive plate chambers (RPCs) showed
—~ 25~ Y(2S) Onpeak f“f severe aging all around the detector. Attempts were made
2 t / to slow down the performance degradation but it became
2 20~ Y(39) Offpeak / clear soon enough that the whole system needed an up-
g [ YeSofpeak  / de involving the repl t of most of th ham-
£ F grade involving the replacement of most of the muon cham
E 15 -~ - bers. This project was completed with the following se-
3 F /{ / quence:
T 10 ~
2 r — 12 forward RPCs were replaced between Run 1 and
E o Run 2.
r e — The remaining forward RPCs were replaced between
S 0 . .
o= P ———— SV porl 2008 Rups 2 and 3. Brass was 1nsta11e.d in the forward IFR
Date to increase the total absorber thickness.

Figure 3.2.2. Evolution of the different BABAR datasets with
time. The top plot shows the luminosity integrated during
the 7°(4S) running periods, on-resonance (blue curve) and
off-resonance (red curve) operation. The bottom plot focuses
on the last BABAR running period (Run 7) which lasted less
than four months and during which three different data tak-
ing phases occurred: 7°(3S5) (red curve shows the on-resonance
dataset; the purple one the off-resonance), 7°(2S) (blue curve
for the on-resonance data, black for the off-resonance) and fi-
nally a scan between the 7°(4S) energy and 11.2 GeV (green
curve).

— The first two Limited Streamer Tube (LST) sextants
were installed between Runs 4 and 5 and the last four
between Runs 5 and 6.

Another important area of detector-related work was
background mitigation and system upgrades, to cope with
the instantaneous luminosity increase over the years —
PEP-II exceeded its design luminosity goal by a factor
four. These issues were addressed in various ways:

— Addition of shielding in various places around the de-
tector (inside the PEP-II tunnel entrance on the back-
ward side, in front of the IFR end-cap, etc.).

— Replacement of the Detector of Internally Reflected
Cherenkov light (DIRC) and Drift Chamber (DCH)
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front-end electronics to deal with the increase of the
instantaneous luminosity over time.

— Ouline software developments (mainly for the Silicon
Vertex Tracker (SVT), the DIRC and the EMC) to
speed up the readout of the detector after a L1-accept
and hence to be able to run at higher trigger rate while
keeping the DAQ dead time low.

The trigger system also underwent upgrades, primarily
the inclusion of 3D-tracking information in the L1 DCT
trigger to remove background events in which scattered
beam-gas particles would hit the beam pipe about 20 cm
away from the IP. This new system was tested in parallel
to the old one at the end of Run 4 and was used from Run
5 onwards. The IFR component of the trigger also had
to be updated when RPCs were replaced by LSTs which
had a different latency. Finally, as explained above, sev-
eral changes were made to the trigger system (both to L1
and L3) in early 2008 during Run 7, as the characteristics
of the events needed for the physics analysis during this
period were completely different from those recorded at
the 7°(45) resonance.

Trickle injection

When BABAR started taking data, PEP-II was operat-
ing in fill-and-coast mode during which the injection and
data taking periods were clearly separated. No attempt
was made to inject the beams during a data taking run.
Therefore, both currents (and consequently the instanta-
neous luminosity) were slowly decreasing over time. When
they had dropped by about 30-50%, data taking was ended
and the detector HV ramped down. Once BABAR was in
a safe mode insensitive to the potentially-high injection
backgrounds, the beams were replenished. Then, the HV
were raised again and the DAQ restarted when they had
reached their nominal values. The whole procedure (end
of the actual run; BABAR transition from runnable to in-
jectable states; beam injection; BABAR transition from in-
jectable to runnable; beginning of a new run) would take
around 5 minutes. The duration of each fill was adjusted
depending on the machine conditions, in order to maxi-
mize the amount of integrated data. But the average lu-
minosity delivered by PEP-II was only ~70% of the peak
luminosity.

A major improvement took place in 2004 when a new
mode of operation called ‘trickle injection” was introduced.
The beam currents were kept constant thanks to a con-
tinuous injection of particles into the least filled bunches,
without interrupting the data taking. The average lumi-
nosity immediately grew up by about 40% and the increase
of the integrated luminosity was even larger than the gain
directly provided by improving the duty cycle of the ma-
chine. Indeed, operating the accelerator near the peak lu-
minosity at all times and with constant currents, allowed
the PEP-II crew to improve the tuning of the beams and
to reach new standards of performance and stability from
which BABAR benefited as well.

The main challenge of this new running mode (first
established with one beam, some months later with both)
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was to inject enough particles into the rings, while keep-
ing the background levels low for BABAR. Quickly, it be-
came clear that the newly-injected bunches were causing
background bursts: events with many hits in all detector
components were saturating the DAQ and causing high
dead time. This background in phase with the injected
bunch lasted up to a few thousands revolutions after the
injection, until the excitations induced by the particles
added to the bunch got damped. As it was possible to
know exactly which bunches had been recently refilled and
where they were located in the ring at any time (techni-
cally speaking, the BABAR clock was locked to the PEP-II
timing system and markers were recorded for each injected
bunch), the solution to this problem was to inhibit the
trigger when one such bunch was close enough to the de-
tector. These online vetoes were extended offline when the
data were reconstructed, to make sure that the trickle in-
jection background would not impact the physics. Indeed,
no significant difference was ever found between events
recorded just outside the trickle injection inhibit windows
and those selected far away from any injected bunch. The
trickle injection frequency was 5 Hz for the HER and 10
Hz for the LER, resulting in a dead time of 1.4% for the
HER and 1.9% for the LER, 3.3% in total.

At the end of the commissioning phase which lasted a
few months in total, the trickle injection mode became the
default configuration for PEP-II. A constant and detailed
monitoring, both on the detector and machine sides, al-
lowed to operate the B Factory safely in these conditions
until the end of the data taking, not only at the 7'(4S5) res-
onance, but also from the 7°(2S) energy up to 11.2 GeV.
The veto regions did not change over time and induced a
dead time of ~1% (~0.5%) for the LER (HER) beam. As
the HER and LER inhibit windows did not overlap due
to the low injection frequencies, the total dead time was
the sum of the two contributions, a small price to pay for
the significant increase in integrated luminosity described
above. As described in Section 2.2.7, the BABAR online
system had to be significantly modified to follow this sig-
nificant change of the machine operations: not only had
the detector control system to allow injection during data
taking, but the DAQ system also had to accommodate
much longer periods of continuous data taking.

Summary

Both the detector improvements and the PEP-II trickle
injection mode allowed BABAR to accumulate good data
at a rate which increased over the years. More informa-

tion about these different types of upgrades can be found
in (Aubert, 2013).

3.2.3 Major hardware/online upgrades which modified
the quality of Belle data
Detector upgrades

Belle encountered serious beam background in the begin-
ning of the experiment. The radiation damage on the read-
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out electronics chips of the silicon vertex detector (SVD1)
was serious and the detector was replaced several times.
Finally, the second type of silicon vertex detector (SVD2),
which used so-called radiation hard electronics, was in-
stalled during the summer of 2003. At the same time,
the inner part of the central drift chamber was also re-
placed with a compact small cell type drift chamber in
order to make space for four instead of only three SVD
layers. The diameter of the beam pipe was changed from
40 mm to 30 mm enabling the radius of the innermost
SVD layer to be reduced to 20 mm in order to achieve a
better vertex resolution; also the angular coverage of the
silicon vertex detector was matched to that of other detec-
tors (17° < 0 < 150°). This was the only major hardware
change in the whole running period of the Belle detector
and more information can be found in Chapter 2.

Other detector modules have been used without any
major replacement. Unfortunately, the outermost two lay-
ers of the 14 resistive plate chambers used in the muon
and K, detector could not be operated due to the neu-
tron background created by the radiative Bhabha events.
However, the muon identification capability was not sig-
nificantly affected. After the summer of 2003 the beam
background was not so serious despite an increase of the
luminosity to twice the design value.

Apart from the silicon vertex detector, the Belle data
acquisition system used one type of multi-hit TDC mod-
ule. The module did not have a pipe-line readout scheme.

Therefore, the readout dead time was larger than at BABAR.

Several efforts have been made in order to reduce the dead
time. Finally, the readout modules were replaced gradu-
ally with a pipe-line TDC for most of the sub-detectors
rather late in the running period.

Continuous injection and Crab cavities

Belle turned off the detector high voltage during beam
injection as commonly done at other experiments. The in-
jection time took slightly longer than at PEP-II causing a
slightly lower average luminosity. In order to reduce such
a time loss, a continuous injection scheme was adopted
from January of 2004. The detector high voltage was kept
on and the trigger signals were vetoed for 3.5 ms just after
each beam injection. The scheme caused 3.5% dead time
only in the case of a 10 Hz injection rate. After adopt-
ing continuous injection, the KEKB machine beams be-
came stable and the peak luminosity was improved due to
the constant beam currents. The obvious difference in the
beam currents and luminosity before and after adoption
of the continuous injection scheme is shown in Fig. 3.2.3
(Abe et al., 2013). The effect of the scheme can also be
seen in Fig. 3.2.1 as an increased slope of the integrated
luminosity after the beginning of 2004.

Another important upgrade of the beam optics took
place in February 2007. At that time Crab cavities (Ya-
mamoto et al., 2010) were introduced. These are RF de-
flectors providing the electron and positron bunches inside
the KEKB accelerator rings, which at the interaction point
have a crossing angle of 22 mrad, with a rotational kick
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Figure 3.2.3. Comparison of beam currents and luminosity of
KEKB before (top) and after (bottom) adoption of the contin-
uous injection scheme. The top two panels of each plot show
the electron and positron beam currents (red) and the third
panel shows the luminosity (yellow). From (Abe et al., 2013).

in order to undergo a head-on collision. The schematic
principle of the Crab cavities operation is shown in Fig.
3.2.4. The installation of the cavities into the KEKB was
not without problems, as can be also observed by a short-
lasting plateau at the beginning of 2007 in the integrated
luminosity curve (Fig. 3.2.1). While the increase in the
luminosity after the installation was modest, the beam
induced backgrounds were reduced.
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Figure 3.2.4. Schematic principle of Crab cavities opera-
tion leading to head-on collisions in KEKB despite the finite
crossing-angle of electron and positron bunches.
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3.3 Data Reconstruction
3.3.1 Introduction

Both BABAR and Belle developed tools to process raw data
in a timely way. The reconstruction also provides another
layer of data quality checks besides those performed in the
control room by looking at strip charts and histograms
filled during data collection.

3.3.2 The BABAR prompt reconstruction
3.3.2.1 Data processing

The BABAR data are processed in a two pass Prompt Re-
construction (PR) system. The raw data (XTC files) are
read in each pass, once to compute time-dependent or
detector specific calibration constants, and then again to
fully reconstruct the data. The system is named Prompt
since the calibration pass is done within a few hours of
collecting data and the reconstruction pass is completed
within 12 hours.

The first pass, the Prompt Calibration (PC) fully re-
constructs a representative subset of the raw data. The
actual percentage of data used depends on the number
of events in the XTC file. The PC pass computes vari-
ous calibration constants which are recorded in the Con-
ditions Database (CDB). The CDB tracks information re-
lated to the detector systems and the beam conditions as
a function of data-collecting time. Most calibrations are
calculated for each run, but a subset of these calibrations
needs information collected over multiple runs and were
then called Rolling Calibrations. A separate database was
used to collect inputs from each run for the Rolling Cali-
brations. When enough statistics were collected, or some
other criteria met, a Rolling Calibration was performed.
An example of this procedure is the determination of the
beamspot rolling calibrations described in Section 6.4. The
output of both single run and rolling calibrations are writ-
ten to the CDB with a validity period corresponding to
the span of runs used. A copy of the updated conditions
database is made available for the full event reconstruc-
tion (the second PR pass), for more specific physics event
selection (skimming) and for general data analysis.

The second pass, the Event Reconstruction (ER), reads
the raw data from the XTC files, the conditions and cal-
ibrations from the CDB, and performs the full physics
event reconstruction; track finding, vertexing, PID, etc.
Interleaved with this processing are two stages of event-
filtering. The first uses only L3 output-line information
(Section 2.2.6) to reduce the contribution of events col-
lected solely for diagnostic or detector-calibration pur-
poses (e.g., Bhabha events, used for EMC calibration, etc.,
are reduced by a factor of 15 beyond the factors already
applied in L3). The second, which follows DCH-track and
EMC-cluster reconstruction, tests events against about a
dozen physics-motivated filters. One filter is highly effi-
cient for BB final states, but much less efficient for some
other processes. Hence additional filters address particular
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low-multiplicity states relevant to tau physics, two-photon
physics, and so on. If an event satisfies any of these filters,
or the earlier L3-based filter stage, it is saved. Reasons for
saving it are recorded with the event.

The output of the ER pass, the reconstructed events,
is written to data collections which are archived and then
made accessible to the skimming system and to the ana-
lysts. BABAR originally used an object-oriented database
technology (Objectivity/DB) to store both the conditions
and the reconstructed events, but later switched to a file-
based Root I/O system (XRootD), first migrating the data
storage (2003) and then also the conditions database (2007).

3.3.2.2 Reprocessing

During the life of BABAR, as in any active experiment,
the data reconstruction algorithms and the detector cal-
ibrations are constantly being improved. In order for the
physics analysis to benefit from these improvements, it is
necessary to reprocess the accumulated dataset, starting
from the raw data. In BABAR, this reprocessing was done
about once a year, in parallel with the prompt processing
of the incoming data. The total throughput and resources
needed for the reprocessing often exceeded the correspond-
ing need for the current data. The allocation of resources
needed to perform a reprocessing of the BABAR dataset
was driven by several facts: first, the moment when a sta-
ble and improved reconstruction framework was available;
then, the deadline by which to make the reprocessed data
available for physics analysis, in order to prepare results
for the next round of conferences; finally, the size of the
particular dataset to reprocess.

The optimization of resources for the reprocessing is
accomplished by breaking the conditions time-line into in-
tervals and running separate instance of the two-pass pro-
cessing system for each interval. The calibrations are com-
puted within each separate interval and data run ranges
corresponding to each interval can be processed in paral-
lel. The reprocessed condition intervals are then merged
into the Master CDB covering the whole time-line. The
Master CDB is then used for accessing the current and
reprocessed data.

A comprehensive bookkeeping system, based on a re-
lational SQL database (Oracle or MYSQL), keeps track of
all processing and reprocessing jobs indexed by run num-
ber. It records the date, time, software release and cal-
ibration used for that (re)processing of the data run, as
well as status of the job (completed, failed, etc.) and other
statistical quantities.

3.3.3 The Belle data reconstruction

3.3.3.1 Data processing

There are three major periods in the Belle data processing
scheme, designed to cope with increasing event rate as well
as to monitor data quality more reliably.
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In the 1°% period from 1999 to 2003, raw data acquired
in the Belle DAQ system are recorded to tape. Then, once
a tape becomes full and is released from the drive, off-
line processing starts reading raw data to perform event
reconstruction (Adachi, 2004). This method only allows
one to monitor data quality with a delay of several hours
since one has to wait for a tape release to trigger the pro-
cessing. In this first processing step, detector calibration
constants are not updated and are usually taken from the
previous experimental period with some necessary extrap-
olations applied. If one needs to process a run immediately
after it has finished, that is possible, but only by forcing
a change of tape. The delay in having processed data is
reduced for that run at a cost of adding an overall delay,
corresponding to the tape change, for processing all data.
The reconstructed data are written to tape as a data sum-
mary tape (DST). Then the next step called “skimming” is
done by reading DST (see Section 3.5.3), where one cre-
ates datasets containing physics events such as Bhabha
events, u-pair events, and hadronic events on disk which
can be accessed by users. Those physics datasets are used
for checking detector response and producing calibration
constants.

To improve the reconstruction chain, a computing clus-
ter (PC farm) for a real-time reconstruction (RFARM)
was introduced in 2003. Data sent by the DAQ system
are received by the PC farm and reconstruction is done in
parallel to the data acquisition (Itoh, 2005a). Output data
are written in a hierarchy mass storage system (HSM) con-
sisting of disks with a tape library as backend (Katayama,
2005). This upgrade enables Belle to obtain reconstructed
events shortly after online data-taking, and precise data
monitoring becomes much more reliable. The data quality
assurance is one of the duties of persons on shift during
the data taking. The skimming to select physics events
is also carried out in the same way as before to provide
calibration data for detector experts.

Following the initial success of the first RFARM sys-
tem, the computing power in the RFARM doubled in or-
der to be able to keep up with increasing luminosities in
2005. This configuration can process events at the highest
KEKB luminosity without delay.

The Belle experiment employs a unique software frame-
work basf (Belle AnalysiS Framework) and traditional
data manipulation system with a z1ib compression capa-
bility (PANTHER ) throughout for all phases in event pro-
cessing and this simple management was scalable using the
processing scheme mentioned above (Adachi, 2004). The
software has been widely used not only for event recon-
struction, but for all physics analyses without any serious
issues.

3.3.3.2 Reprocessing

Belle reprocesses all of the raw data once the detector
calibration constants are obtained (Ronga, Adachi, and
Katayama, 2004). Usually the first half of the annual data
recorded from spring to summer is reprocessed to produce

analysis datasets used to obtain new results to be pre-
sented in the summer conferences and the rest of raw data
from autumn to winter is reprocessed for the winter con-
ferences. The calibration constants used for reprocessing
are computed by the detector experts using the physics
events described above, once the experimental period (a
couple of months) is completed, and another set of con-
stants computed directly from data. Once constants for all
detector elements are updated in the database (based on
PostgreSQL) the reprocessing is carried out. In this step,
output data are recorded in a compact form effectively
used for physics analysis (mini-DST, MDST) on disk. Ma-
jor physics analysis skims such as events containing J/1
candidates from B decays are produced in an organized
fashion to speed up individual analysis. More background-
tolerant tracking algorithms (combination of Hough and
conformal transformation) and improved calibration con-
stants (polar angle dependent threshold for shower clus-
ters in the ECL, new SVD alignment resulting in smaller
Az bias for several experiments - see Section 6) are devel-
oped using a large amount of data, making detailed stud-
ies of detector response possible. These new features are
applied in a consistent way by reprocessing the raw data
sample of ~ 560 fb~! (experiment 31 to 55) taken with the
SVD2 vertex detector (see Section 2.2.1), in the so called
“grand reprocessing”, and the data processing of later ex-
periments. The “grand reprocessing” was started in July
2009 and completed (including the calibration part) by
February 2010. Due to lack of time and manpower avail-
able, many shorter runs of the earlier part of the Belle
data sample, taken with the SVD1 vertex detector, were
not included in this effort. At the same time new sets of
Monte Carlo events are simulated with up-to-date decay
information to improve the understanding of the nature of
background. All Belle final physics results are in principle
obtained from datasets produced in the grand reprocess-
ing.

3.4 Monte Carlo simulation production

3.4.1 Introduction

Several Monte Carlo event generators are used to simulate
the final states of ete™ collisions. A final state is repre-
sented by a set of four-vectors originating from a com-
mon vertex near the eTe™ interaction point or from the
source of a particular background. Once produced, the
four-vectors are passed by the software framework to the
detector simulation where they are tracked in the detec-
tor, taking into account the interaction between the parti-
cles and the different materials, and the electronic signals
which mimic the detector response are computed.

In the following sections the Monte Carlo simulation
production at BABAR is described, followed by Section 3.4.5
detailing some differences in the approach taken by Belle.
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3.4.2 Event generators

The generators depend on theoretical models of inter-
actions to calculate the four-vectors. A combination of
events from both signal and background generators is re-
quired in order to produce a simulated event stream real-
istic enough to be essentially indistinguishable from real
data. A variety of generators makes this possible, as well
as allowing individual sources of signal or background to
be studied independently.

3.4.2.1 Signal generators

The production of hadronic events from the ete™ collision
through the decay of the Upsilon resonances and the direct
production of u@, dd, s5 and ¢¢ pairs, is handled by the
EvtGen (Lange, 2001) package and the Jetset generator,
otherwise known as Pythia (Sjostrand, 1995). Collision
vertices are sampled from beam parameters in the PEP
conditions database or ASCII files. These parameters in-
clude beam energies, boosts and spot sizes.

B decays, including CP-violating and other complex
sequential decays are simulated using EvtGen. EvtGen is a
framework in which new decay simulations can be added
as modules. It uses decay amplitudes instead of probabil-
ities for each node in the decay tree in order to simulate
the entire decay chain, including all angular correlations.
It also has detailed models for semileptonic decays and an
interface to Jetset for the generation of continuum events
(ut@, dd, s5 and c¢ production), and for generic hadronic
decays including those of B mesons.

Lepton pair events were simulated with KK2F (Jadach,
Ward, and Was, 2000), which is a high precision elec-
troweak Standard Model generator for ete™ — 777~
and ete™ — ptpu~ events, amongst others. It takes into
account QED radiative corrections (up to second order),
including hard bremsstrahlung. When 7 pair events are
produced, the 7 decays are handled by the TAUOLA gen-
erator (Davidson, Nanava, Przedzinski, Richter-Was, and
Was, 2012).

AfkQed (Czyz and Kithn, 2001) was used to generate
hard photons from initial and final state radiation using
lowest-order QED calculations. Other generators used in-
cluded Gamgam, which produces exclusive 2-photon decays
of B”’s, Diag36 (Berends, Daverveldt, and Kleiss, 1986),
which generates 4-lepton final states, and SingleParticle,
which generates one particle per event, using user-specified
parameters.

To compute the PEP luminosity and the Bhabha scat-
tering cross section BHWIDE (Jadach, Placzek, and Ward,
1997), a wide-angle Bhabha generator which has a the-
oretical accuracy of 0.5%, and BHLUMI (Jadach, Placzek,
Richter-Was, Ward, and Was, 1997), a small-angle Bhabha
generator, were used.

3.4.2.2 Background generators

In real data, several background processes contribute to
events and mimic (or hide) real signals. Some of these

@ Springer

backgrounds may be removed during the data analysis,
while others may not. In either case, it is necessary to sim-
ulate them in order to aid background subtraction or to
mix them with the simulated signal. These backgrounds
include Bhabha scattering, bremsstrahlung, QED back-
ground, initial state radiation, machine background, and
cosmic rays.

Luminosity backgrounds from electrons or positrons
striking the beamline or other machine elements outside
the nominal detector acceptance, were simulated using
BHWIDE and BHLUMI .

Lepton pair and two-photon events from QED back-
ground were generated by Bkqed (Berends and Kleiss,
1981) which also includes effects from radiative photons.

Machine backgrounds due to electrons and positrons
striking apertures and photons from Compton scatter-
ing and bremsstrahlung from beam gas are simulated by
TurtleRead (Barlow et al., 2005) which reads ASCII files
written by the Decay Turtle ray-tracing program.

Cosmic ray muons were another source of background
triggers for BABAR. To estimate this, the HemiCosm code
shot muons inward from the upper hemisphere surround-
ing the volume of the simulated detector. The muons were
sampled from the usual zenith angle distribution and one
of three available momentum spectra.

All these background generators where mostly used
during the design and construction phase of the BABAR
detector. After the start of the data-taking the effect of the
different backgrounds processes, including machine back-
ground and background hits from the detector electronic
noise, was simulated by superimposing recorded random
triggers to the signal events.

3.4.3 Detector Simulation

The purpose of the BABAR detector simulation is to take
four-vectors from the generator stage and transport them
through the detector geometry, where energy loss, pro-
duction of secondaries, multiple scattering and decays can
occur. As these particles pass through sensitive regions of
the detector, their energy, charge and angle information
is collected in order to generate raw, idealized hits, which
consist of positions and energy deposits in the detector.
These quantities are stored in persistent containers in the
database for later use in the simulation of the detector
response where idealized information is converted to re-
alistic detector hits, blended with background data, and
digitized. The resulting realistic hits are then passed to
the reconstruction code where the full simulated event is
built for later comparison with real events.

3.4.3.1 Bogus, SimApp, and GEANT4

The software package which handled the generation of the
raw hits on BABAR is called Bogus. It was an applica-
tion layer built on top of the GEANT4 simulation toolkit
(Agostinelli et al., 2003) and was designed to model the
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BABAR detector geometry and materials, propagate par-
ticles through a varying magnetic field, perform particle
interactions and decays, and provide scoring of detector
hits.

Bogus was integrated into the BABAR software frame-
work and designed to be fully compatible with its event
scheme, allowing Monte-Carlo truth information to be ad-
ded to the simulated BABAR event. The code which accom-
plished this, BfmModule, initialized the GEANT4 kernel, ex-
tracted event generator tracks from the framework event,
invoked GEANT4 to propagate these tracks through the de-
tector and wrote the propagated tracks and produced sec-
ondaries into the event framework.

This event was then passed to SimApp, the package re-
sponsible for simulating the detector response. Beginning
with hits from Bogus, it converted them to digitizations
which mimicked the real electronic output of the detector,
that is, the ADC and TDC words. These were then mixed
with corresponding digitizations from background frames
obtained from random triggers recorded by the data ac-
quisition.

Trigger conditions corresponding to a particular month
of data-taking (see Section 3.4.4) were finally applied to
the full event which was then sent to the reconstruction.

3.4.3.2 Physics and transport processes

The physics of the initial ete™ collisions and the decays
of short-lived hadrons were handled by the event gen-
erators discussed above. All other physics processes, in-
cluding K, and A decays, and 7 and K decays in flight,
were supplied by GEANT4. In terms of shower development
in the detector, by far the most important are the stan-
dard electromagnetic processes of multiple scattering, ion-
ization, bremsstrahlung, pair production, Compton scat-
tering and photoelectric effect. These processes are suffi-
cient to describe accurately the energy distribution in the
EMC. Hadronic processes, though less frequent, are im-
portant for the propagation of hadrons produced in the
initial interaction and the hadronic secondaries they in
turn produce. The processes used included elastic scatter-
ing and capture, as implemented by the GEANT4 version
of the Gheisha hadronic code (Fesefeldt, 1985), and in-
elastic scattering as implemented by the GEANT4 version
of the Bertini cascade (Bertini and Guthrie, 1971). The
latter was especially useful for a reasonable propagation
of kaons from B decays.

The decay of long-lived particles was also handled by
GEANT4, which used PDG (Beringer et al., 2012) branching
ratios to determine the final state of the decays.

The default particle transport code in GEANT4 is a
Runge-Kutta stepper, but for BABAR this was deemed too
slow. It was replaced by a specialized helical stepper which
took advantage of the near-uniform BABAR magnetic field
by taking large steps and using exact calculations of the
intersection of helical tracks and volume boundaries.

3.4.4 MC production systems

Quite early in the history of the BABAR experiment, the
simulation production used computing resources coming
from over 17 production sites across the globe. Such dis-
tributed production was possible because the only data
that needed to be available at the production sites were
the background event collections and the conditions. More-
over, a missing production due to failed jobs was simply
replaced with a new production of the same decay mode,
but with different random number generation seeds. All
this resulted in simple production management tools that
were easy to install at production sites.

In BABAR, simulation production is done on a ‘per
month’ basis, using background frames and conditions and
calibrations corresponding to a specific month of data tak-
ing. Conditions and calibrations are read from the MySQL
conditions database and were previously computed during
the prompt calibration pass of the reconstruction of raw
data or with a special offline analysis of the raw data for
those conditions that require data samples larger than a
single run.

The production is carried out in cycles correspond-
ing to major updates in the simulation or reconstruction
code. In all cycles, the number of Monte Carlo events
was much larger than the number of events collected by
BABAR. In the final cycle, the number of bb and ¢ events
corresponded to a luminosity ten times higher than the
luminosity of the detector data and to a luminosity three
times higher for continuum events.

Unlike the detector data, the simulated data are auto-
matically marked ‘good’ in the bookkeeping database.

Before simulation production at a site can start, a
test production must be run and compared to the exact
same production performed at SLAC. This tests the re-
lease installation, the accuracy of the conditions exported
to the site, and the availability of the background collec-
tions. Recently, most of the major simulation productions
have been done off-site while specialized productions were
mostly done at SLAC (for maximum control). However,
having multiple sites has been very useful when several
varieties of production needed to be done at the same
time.

All the Monte Carlo event collections are imported at
SLAC and stored in a High Performance Storage System
(HPSS, a large tape storage robot). From SLAC, they are
exported to the remote sites according to the requests of
the Analysis Working Groups (AWGs) that are doing their
analysis at that site.

Currently, simulation production remains distributed
although an eventual collapse back onto SLAC is foreseen.

3.4.5 Differences between BABAR and Belle simulations

Rather than implement stand-alone programs for event
generation and simulation in Belle, these codes were in-
tegrated into the basf as user modules. In this way, a
user could run an entire Monte Carlo production sequence
— generation, simulation, reconstruction, skimming, and
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analysis — in one basf job and therefore is able to take
advantage of the parallel-processing of events built into
basf if desired.

In practice, event generation in Belle was done in
single-processing mode to avoid inadvertent repetition or
overlap of random number sequences. The output files
from this generation step were fed to the subsequent
parallel-processing job for simulation and analysis (gen-
erated events were processed by several processors, one
event at a time by each processor).

3.4.5.1 Generators

In addition to EvtGen (Lange, 2001), Belle used the qq98
(CLEO, 1996) event generator in the early years for B de-
cays. Other generators used by Belle included CTOY (writ-
ten for Belle based on the HemiCosm code) for cosmic
ray muons, SG for single tracks (including cosmic rays),
BHLUMI (Jadach, Placzek, Richter-Was, Ward, and Was,
1997) for lepton pairs (with TAUOLA (Davidson, Nanava,
Przedzinski, Richter-Was, and Was, 2012) for subsequent
7 decays), KK (Jadach, Ward, and Was, 2000) for fermion
pairs, and AAFH (Berends, Daverveldt, and Kleiss, 1986)
for two-photon production of fermion pairs.

3.4.5.2 Detector simulation

Belle used the Fortran-based GEANT3 (Brun, Bruyant,
Maire, McPherson, and Zanarini, 1987) toolkit for de-
tector simulation (this was the dominant motivation for
Belle’s continued support of Fortran, alongside C++, in
its software library). C++ wrappers were incorporated
around the GEANT3 toolkit to embed it within the basf.
GEANT3 was supplemented with a Cherenkov-light simula-
tion (written in C++) to model light propagation within
the Aerogel Cherenkov Counters (ACC). Four-vectors of
the generated particles in an event were passed to GEANT3,
which then pass them through the model of the Belle ge-
ometry and generate hits in the sensitive elements. Decays
of long-lived particles such as K2 mesons were handled by
GEANT3. The simulation accounted for the evolution of the
real detector’s behavior (dead or hot channels, efficiency
changes, geometry changes, and trigger-parameter tuning)
via information tabulated in the master database by ex-
periment and run number. Through user hooks provided
in GEANT3, these hits were digitized (simulated ADC, TDC
and latch responses) tailored to the detector element so
that the output data stream would mimic the appearance
of the real data, supplemented with the additional “truth”
information from the simulation. At the conclusion of the
simulation of each event, additional hits from real back-
ground events (recorded with a random trigger and filtered
to avoid any events with reconstructed tracks or clusters)
were superimposed on the event to mimic the background
activity in each detector element. The method developed
consists of overlaying a random-triggered real beam back-
ground event to a simulated signal event. The random-
triggered event is taken during a beam run with a typical
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rate of 1-2 Hz. The beam background file, the collection of
the random-triggered events, is created for each run. The
beam background overlay procedure is applied to the out-
put after the detector simulation. Thanks to this method,
the run-dependent beam background effects can be repro-
duced in the simulation. However, because this overlay
process is done after the digitization step, it is not pos-
sible to consider a pile-up effect of electric charge before
the digitization. A data file containing these background
events was recorded for each run. Background events were
selected at random from the files for a given Experiment
when simulating Monte Carlo data early on within Belle.
Later in the life of the experiment background events were
selected sequentially from the corresponding background
file for a given run.

3.4.5.3 Geometry

The detailed Belle detector geometry was modeled for
GEANT3 in a manner similar to that of BABAR for GEANT4.
The magnetic field in Belle’s interior was obtained from a
tabulated map of the field’s radial and axial components
that extended from the beamlines to the yoke’s exterior
surface; this field was used by GEANT3 for charged particle
propagation. No uniform-field approximations were made
in the Belle simulation.

3.4.5.4 Physics and transport processes

Propagation, decay and interactions of all particles ex-
cept the Cherenkov photons in the ACC were handled
by the GEANT3 toolkit. Also for the most demanding
part, the Belle electromagnetic-calorimeter (ECL) simu-
lation, no fast (i.e., parametric) simulations were used.
The Fluka (Fasso, Ferrari, Ranft, and Sala, 1993) code
embedded in GEANT3 was used to simulate hadronic inter-
actions.

3.4.5.5 Post-simulation track extrapolation

In the analysis phase of each event, whether simulated or
real, Belle utilized the GEANT track-extrapolation pack-
age distributed with GEANT3 to extrapolate each recon-
structed charged track from the outer surface of the Cen-
tral Drift Chamber (CDC) through the outer detectors;
ACC, Time-of-Flight (TOF), ECL, and K" and yu detec-
tor (KLM). This proved quite useful in matching tracks
to hits in these outer detectors.

3.4.5.6 MC production systems on Belle

Generation, simulation, and reconstruction of ete™ —
777 () was done for the most part at Nagoya University
and the output data files were stored there.

Monte Carlo production of generic BB decays, con-
tinuum (eTe~ — ¢q) processes, and other specific signal
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processes were handled by KEK and the other institutions
with significant computing resources. Grid computing be-
came available for Belle’s use fairly late in its lifetime and
therefore did not play a significant role in Monte Carlo
production. In Belle, the Monte Carlo Production Man-
ager utilized a web-based production scheme that har-
nessed the CPU and storage capabilities at the remote
institutions; the grid was treated as one of these 22 re-
mote sites.

Each production cycle was defined by a set of exper-
iments (and all of the real-data runs within each experi-
ment) and the Belle software library that had been used
to process the real data therein. Ten times the real inte-
grated luminosity in bb events and six times that in contin-
uum events (with ¢¢ handled separately from the lighter
quarks) were produced in each MC production cycle. For
data samples taken at energies other than 7°(45) six times
the accumulated luminosity in the data were simulated.

The Production Manager would first coordinate with
each of the Site Managers to ensure that the remote site
had the proper Belle software library installed and oper-
ating properly; this was done by exercising the remote
library via several test jobs and then comparing sev-
eral thousand output histograms with the reference his-
tograms at KEK. The Site Manager at each validated
site was then permitted to request the simulation of a
sequence of experiments and runs via the web interface,
upon which the KEK-generated event files and the cor-
responding background-event files were delivered to the
remote site for MC production. Each job’s simulated, re-
constructed, analyzed and filtered outputs were delivered
to KEK and tracked by the Site Manager, who was re-
sponsible for restarting any failed jobs. Each output file
was read back in entirety upon delivery to KEK to ver-
ify its integrity. Once all jobs in the requested sequence
were completed and delivered successfully, the Site Man-
ager would record this via the web interface. On rare oc-
casions when a site fell behind significantly in its commit-
ment to deliver the requested sequence, the Production
Manager would consult with the other Site Managers and
then transfer the sequence to another site with spare ca-
pacity. KEK produced about half of Belle’s generic-MC
events; the other institutions produced the remainder (see
Fig. 3.4.1).

3.5 Event skimming
3.5.1 Introduction: purpose of event skimming

The amount of detector and Monte Carlo data is such that
it would be highly inefficient to have all analysts reading
the full data sample. The identified solution was to cen-
trally run an extra production step, the skimming, where
events passing different sets of physics-motivated criteria
were written to separate streams, the skims.

Each skim was optimized for a group of analyses us-
ing common sets of selected events as input. The fact
that some analyses reached completion and new analy-
ses started, resulted in skim definitions that were chang-
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Figure 3.4.1. Generic MC production in Belle at remote sites
(circa 2008).

ing with time, new skims being added to production while
others became obsolete and were removed. The two experi-
ments adopted different skimming philosophies, BABAR in-
troduced a large number of skims specific to analysis top-
ics, whereas Belle had a limited number of skims strongly
related to the selection of events produced in a type of pro-
cess. The BABAR methodology is described below, and is
followed by a more detailed description of the Belle skims
as an illustration of how one can identify events of a given

type.

3.5.2 Skimming in BABAR

BABAR analysis effort is organized into AWGs and each
AWG is assigned to a particular site for the bulk of their
analysis work. The skims relevant to a specific AWG are
exported to the site of the AWG.

Events are organized into lists referred to as ‘collec-
tions’. Events from the full reconstruction steps go into
the ‘AllEvent’ collections. The outputs of the skimming
step consist of the ‘AllEventSkim’ collections (with all the
events that passed the skimming step) and of a set of col-
lections for each skim. Skims can either be a full copy of
the selected events (deep copy skims) or pointers to the
events in the ‘AllEventSkim’ collections (pointer skims).
The choice of the type of skims used depends on the frac-
tion of selected events, on the need for detailed detector
data, and on the availability of the ‘AllEventSkim’ collec-
tions at the AWG site.

Skim production was done in Skim Cycles and a cou-
ple of cycles had more than 200 output streams. Each ‘Al-
1Events’ collection, corresponding to a single run, was bro-
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ken into pieces and each piece was skimmed. The output
streams coming from the pieces of the same ‘AllEvents’
collection are then merged. Finally, in order to create
skimmed collections with a reasonable number of events,
streams coming from different AllEvents collections were
merged.

Only the ‘AllEvents’ collections declared ‘good’ by the
‘Data Quality Group’ (see Section 3.6) were used as input
for the skimming procedure. All the skim jobs must have
been completed and the output streams merged success-
fully to declare the skimming of several AllEvents collec-
tions which are part of the same skimming job as good.
To have an efficient skimming production, monitoring, job
crash recovery, disk clean up, and efficient data distribu-
tion are all critical elements. A set of software tools was
developed to make this production possible.

As mentioned above, the level of analysis pre-selection
that is available in skimming depends on the AWG re-
quirements. To illustrate this one can consider the example
a number of different Charmless B decays to four-particle
final states (where each particle is one of the following: 7%,
K#*, 79 K9) which are studied within the so-called Quasi-
Two-Body AWG within BABAR. A set of skims associated
with these final states was developed by members of that
working group to isolate B decays of particular interest.
While each of the possible final states is topologically sim-
ilar, and in turn the analysis strategies for these decays are
similar, there are different requirements placed on different
channels. Hence analyses would use dedicated skims for a
given combination of topology and final state. The decay
BY% — ptp~ has two charged and two neutral pions in
the final state. This used the ‘BFourHHPP’ skim variant,
where H denotes a charged hadron (without any PID con-
straints imposed), while P denotes a neutral pion decaying
into two photons. Similarly the decays to the four charged
track final states B® — p%p" and B® — K*K* (with sub-
sequent K* — K decay) used the ‘BFourHHHH’ skim. In
this way each of these skims can be used to study a number
of similar final states minimizing the time required by the
data analyst to process the data. The ensemble of similar
four body skims was also made available as the ‘BFour-
Body’ skim. This skim methodology is applied across the
BABAR AWG system, where some skims are specific to the
analysis of a given decay, while others are usable for a set
of similar decays.

3.5.3 Skimming in Belle

After data processing, events taken by Belle are classi-
fied into several categories. Some of the categories such
as Bhabha events, muon pair events and v pair events
are used for detector calibration, while the following three
categories are used for physics analyses:

1. a skim for hadronic events, called HadronB.J, which is
mainly used for analyses of B and charm mesons,

2. a skim for 7-pair events, called TauSkim, which is
mainly used for analyses of 7 leptons, and

3. a skim for low multiplicity events, called LowMult,
which is mainly used for two photon analyses
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Further skims that contain smaller categories of physics
events are made from these three basic skims and provided
to individual analyses, so that users usually do not need
to run over a huge number of events in the basic skim. De-
tails of the second stage skim are described in the section
of each analysis. Classification conditions for the three ba-
sic skims are described in the rest of this subsection.

Hadronic event skim:

HadronBJ events are selected primarily based on track
multiplicity and visible energy: the event must have at
least three charged tracks with a transverse momentum
greater than 0.1 GeV/c that originate from the vicinity
of interaction point (|Ar| < 2cm and |Az| < 4cm), and
the sum of the energy of charged tracks and reconstructed
photons (E,.) must be greater than 20% of /s. Note that
all observables denoted by an asterix are measured in the
CM frame.

These two selection criteria remove the majority of
beam gas background and two-photon events. Beam gas
background is further reduced by requiring the primary
vertex position of the event, when the vertex is well-
reconstructed, to be |Ar| < 3.5cm and |Az| < 1.5cm.
Background events from radiative Bhabha and higher mul-
tiplicity QED processes are suppressed by requiring that
two or more ECL clusters are detected at large angle
(—0.7 < cosf* < 0.9), the average ECL cluster energy
below 1 GeV, and the total ECL cluster energy (EZ,,,)
to be below 80% of \/s. EZ,, is also required to be
greater than 18% of /s since there are T-pair, beam gas
and two photon events that have low energy sum. How-
ever, this condition is rather tight for light quark pair
production events (ete™ — ¢gq with ¢ = u,d,s,c), and
hence a conditional selection is applied: EZ,,, > 0.18y/s
or HIM > 1.8 GeV/c?, where HJM stands for heavy
jet mass, which is the invariant mass of particles found
in hemispheres perpendicular to the event thrust axis.
The HJM is the most effective variable to remove 7-pair
events, and it is required to exceed 25% of EY,.. However,
in order to regain qq events, a conditional selection is re-
quired: HJM/E?;; > 0.25 or HJM > 1.8 GeV/c?. These
general conditions to select hadronic events turned out
not to be very efficient for inclusive v events. Therefore,
the events with J/ip and ¥(2S5) candidates are explicitly
added to HadronB.J.

Tau pair events: TauSkim

Signatures of the T-pair production, ete™ — 777 (v), are
low-multiplicity and missing-momentum. Since at least
two-neutrinos are missing in 7-pair events, tight kinematic
constraints can not be applied. So TauSkim is designed
to reduce well defined Bhabha, ¢g/BB, two-photon and
beam-gas background.

TauSkim events are selected primarily based on track
multiplicity and the position of the event vertex: the num-
ber of charged tracks in an event must be at least two
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and less than 8, where each track must have a trans-
verse momentum greater than 0.1 GeV/c and originate
from the vicinity of the interaction point (|Ar| < 2cm
and |Az| < 5cm). The net charge of the event @ must be
|Q| < 2. Beam gas background is reduced by requiring the
primary vertex position of the event to be |Ary| < 1.0cm
and |Az,| < 3.0cm.

Background from (radiative) Bhabha events is sup-
pressed by requiring the sum of ECL clusters in CM (E?,,.)
to be below 11 GeV, and the polar angle of the missing
momentum in the CM frame to be between 5° and 175°
for two track events.

Background from two-photon events is reduced by re-
quiring the maximum of the transverse momentum of the
charged tracks (P/"**) to be greater than 0.5 GeV/c and
the sum of the visible energy E7.  greater than 3 GeV,
where E7;  is the sum of the absolute momentum of charged
tracks multiplied by ¢ and the photon-cluster energies in
the CM: the photon cluster is the ECL cluster to which
no charged tracks are associated. Even if E},, is less than
3 GeV, the events are accepted if P*** > 1.0 GeV/c.

In order to further reduce the (radiative) Bhabha events,
events with 2-4 charged tracks are rejected if the total en-
ergy Ef . is greater than 9 GeV and the number of clusters
in the barrel region (30° < 6* < 130°) is less than two,
where Ef, is the sum of of the visible energy and the
absolute value of the missing momentum (E;, = EZ,,
¢|ps,iss])- This condition reduces (radiative) Bhabha events
where one electron or positron is detected in the Bar-
rel calorimeter, but the energies of the other electron or
photons are not measured correctly either by starting to
shower in the tracking volume or missing energy from the
shower in the gap between the barrel and end cap of the
calorimeter.

With these selection criteria, about 80% of tau-pair
events are kept while Bhabha and two-photon events are
reduced to an acceptable level. If the events are passed by
both the TauSkim and HadronBJ conditions, the events
are kept in HadronBJ, while the remaining ones are kept in
TauSkim. As a result both HadronBJ and TauSkim events
are processed in physics analyses using the TauSkim sam-
ple.

The low-multiplicity skim

The low-multiplicity (LowMult) skimming of Belle data
processing provides event-data collections mainly for anal-
yses of zero-tag two-photon processes with an exclusive
final-state system, 7y — X, including charged tracks in
the final state (see Chapter 22 for the description of two-
photon processes). The charged multiplicity of the target
events is required to be two or four because of charge con-
servation, and the total visible energy is expected to be
much smaller than the energy of the ete™ collision.

The minimum requirement of the transverse momen-
tum p, for charged tracks in two track events is chosen
to be 0.3 GeV/c. Tracks must originate from the vicin-
ity of the interaction point, which is |[Ar| < lcm and
|Az| < 5cm. For the four track events the additional

two tracks are required to satisfy looser selection crite-
ria, p; > 0.1 GeV/c, |Ar| < 5cem and |Az| < 5cem. For
the four-track events, a looser constraint for the impact
parameter of tracks is adopted to collect the K%K final-
state events.

Only events with smaller visible energy, with the sum
of absolute momentum of tracks X|p| < 6 GeV/c and the
sum of calorimeter cluster energies E7, . < 6 GeV, are
collected, thus rejecting QED backgrounds with the full
energy of beam collision deposited in the detector.

A further requirement on the missing-mass squared
MM? > 2GeV?/c* is imposed to reject radiative events
such as py where the photon travels in the forward direc-
tion and remains undetected. Any constraints originating
from the trigger or particle-identification are not included
in the requirements, in order to avoid introducing system-
atic uncertainties on the skimming efficiency from these
sources.

In two photon events an approximate transverse-
momentum (p;) balance is expected. This was used in
skimming of events with two charged tracks, applying
loose selection on p; balance (where in the calculation
of p; one also takes into account the calorimeter energy
deposits for any number of vy or 7° candidates).

In addition, to salvage physics events where a track is
mis-reconstructed or originates from noise (or from sec-
ondary interactions), a sub-category of events is skimmed
using a condition on the visible energy E;,, < 4 GeV,
when the event has at least two tracks. Processes with
six tracks, such as Dt D~ production, can be explored
in this sub-category, although the skimmed data must be
used together with the TauSkim and/or HadronBJ skims
to recuperate events with the visible energy exceeding the
above condition.

3.6 Data quality and B counting
3.6.1 The control of data quality

Data quality control is crucial at each step of the data ac-
quisition, from the initial readout of the detector following
a positive trigger, to the final physics analysis. Therefore,
BABAR and Belle have defined detailed procedures to val-
idate each step of the data processing and to identify as
quickly as possible any new hardware or software problem.
These prescriptions have evolved over the years while the
experiments were gaining experience. In the following, we
will mainly focus on the final versions of the data qual-
ity procedures which were in use at the end of the data
taking.

3.6.1.1 Online data quality control in BABAR

The first level of data quality control is done in the control
room. The shift crew relies on information from the slow
control monitoring and DAQ systems to make sure that
the detector is taking good data in a smooth way. Should
an unexpected event occur, the diagnostics of the situation
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and the following actions are guided by well-established
recovery procedures. If needed, the shift crew can also seek
help by contacting a team of on-call experts — at least one
per critical system of the experiment.

In BABAR, the standard shift crew was made of two
people: the ‘pilot’; in charge of controlling the flow of the
main data acquisition elements, and the ‘Data Quality
Manager’ (DQM), whose main task was to check moni-
toring plots continuously. These histograms, classified by
subsystem (SVT, DCH, etc.), accumulated data in real
time during a run (usually about an hour long, unless a
beam abort or some hardware problem ended it prema-
turely). About 15-20% of the events accepted by the L1
(hardware) trigger level were used for this fast monitor-
ing. Most histograms could be directly compared with ref-
erence ones, automatically selected by the control system
depending on the data taking conditions (colliding beams,
single beam or cosmic events). Detailed guidance was also
provided by each BABAR system to help the shift crew as-
sess the quality of the runs. Therefore, it was very easy to
spot a change in the behavior of a given hardware compo-
nent (readout section with an occupancy unusually low or
high, noisy channels, etc.) and to react appropriately. This
information, combined with the detector status provided
by the slow monitoring system (high voltage, low voltage,
gas flow, temperature, etc.), allowed the shift crew to flag
each run after it had ended. Flags assigned at the subsys-
tem level included ‘good’, ‘bad’, ‘unknown’, and ‘flawed’.
The first three have obvious meanings while the fourth one
was used to mark data in which the quality was not per-
fect, but would be worth processing for offline checks by
experts. The global run flag was the worst among the sub-
system flags: for instance, one subsystem flagged ‘flawed’
while the other ones got the mark ‘good’ would result with
the run being assigned ‘flawed’ as global flag. Shift crews
had two hours to flag a run after its end. This delay gave
shifters the opportunity to get expert advice when needed.
To avoid PC processing delays, it was crucial to give the
right flag to each run in a timely manner as only colliding
beam runs with ‘good’ or ‘flawed’ flag were automatically
processed. Runs initially marked ‘bad’ and re-qualified as
‘good’ later could only be processed during the next round
of reprocessing; in the meantime, their data were unavail-
able.

Most of the raw data that was marked ‘bad’ suffered
from hardware failure. Although such a failure may have
occurred in the final part of a run, all its data were po-
tentially lost as the entire run would not be processed. In
the worst case, up to an hour of BABAR data would be
declared unusable, even if the failure occurred only in the
last few seconds of data taking. Therefore, a software tool
was developed during the final reprocessing to truncate
these problematic runs and recover some good data. This
procedure was conceptually simple, but involved signifi-
cant bookkeeping subtleties. Ultimately, this tool added
about 1fb™! to the final 7'(4S) dataset.
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3.6.1.2 Control of the data processing quality in BABAR

Data processing procedures could be subject to various
problems, even when working with raw data designated
as ‘good’. To handle such complexities, this stage required
dedicated quality assurance (QA) procedures which had to
be (re)done for a given run each time it was (re)processed.
Only runs that were declared good after data processing
were included in the datasets used for physics analysis.

The two steps of the BABAR processing (PC and ER)
generated a large number of Root histograms. The Data
Quality Group (DQG), led by an experienced BABAR mem-
ber, analyzed the primary histograms produced by the
processing, and was responsible for the quality control of
data produced by the experiment. This group also checked
the consistency of the skimmed data, and validated soft-
ware releases used to generate Monte-Carlo events. The
DQG met weekly at SLAC — to facilitate face-to-face col-
laboration between the online and offline teams — to assess
the quality of the runs processed in the past week. Experts
(one per subsystem) used logbook entries and QA his-
tograms to flag each processed run. They could also look
at stripcharts showing the run-by-run evolution of key QA
quantities (both at the detector level and after the event
reconstruction) versus time. These were very useful to help
identify trends which could indicate a developing problem.
The processing classification was similar to the one used
for online data: a run could be declared ‘good’, ‘flawed’
(meaning worth reprocessing, either immediately or after
some further data correction) or ‘bad’. This global flag,
with optional related comments, was added to a database
which kept track of all these checks and ensured that at
most a single processing of a given run was used by ana-
lysts. Selecting good runs was of course a key task for the
DQG group; but experts were also working hard to distin-
guish runs which were bad for well-identified and perma-
nent reasons from those which might be later reprocessed
successfully. To give an idea of the amount of work per-
formed by the DQG, one can note that the whole BABAR
dataset (7'(4S), T(25), T(35) and the final energy scan)
contains more than 35,000 physics runs in total. Only the
common and constant efforts of both the operations and
computing teams allowed BABAR to log 95% of the lumi-
nosity delivered by PEP-II and to give the analysts 99%
of this dataset for physics. Indeed, a few fb™' of data
were recovered during the final reprocessing of the 1°(4S5)
dataset in 2008.

3.6.1.3 Data quality monitoring in Belle

The monitoring of data quality was done in two levels
at Belle. The first was the real time monitoring of de-
tector signals based on sampled level 1 triggered events,
which is called the Data Quality Monitor (DQM). The
data of 10-20% of triggered events were sampled at the
event builder and sent to the monitor PCs. The data were
analyzed to examine the detailed operating status of each
detector, and histograms were accumulated including the
detector hit-map, the gain variation, etc. The histograms
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were placed in a shared memory so that the contents could
be referred to without interrupting the data taking and
are transferred to the browsing PC on request over the
network. The task of monitoring the data was performed
every 15 minutes by one member of the Belle shift crew,
the so called “non-expert” shifter. Of course the title is
misleading since the physicist on shift needed to be well
acquainted with the detector in order to observe any de-
viation of the monitored distributions of recorded events
from the expected ones. However it is true that the second
shift member, the “expert” shifter, was usually a more se-
nior member of the collaboration responsible for the data
acquisition and the slow control monitors. In case of de-
viations evident in the DQM which the “expert” shifter
was unable to resolve the corresponding detector experts
were called in order to resolve any issues.

The second level of data quality check is the monitor-
ing of data quality of the full event reconstruction and
event classification. During the DST production, various
higher level quantities were accumulated in histograms to
facilitate maintaining a high data quality for physics anal-
ysis. This system is called the Quality Assurance Monitor
(QAM), and is maintained by the QAM group. The his-
tograms are checked whenever the DST for one run was
made. At the beginning of the experiment, the DST pro-
duction was performed offline and it took a few days to to
obtain the result from the QAM. Therefore, timely feed-
back to the team responsible for data taking was difficult.
After the introduction of RFARM in 2003, the DST pro-
duction was fully integrated as a real time processing step,
and the QAM was merged with the DQM. The RFARM
was capable of full event reconstruction together with the
event type classification, and the versatile monitoring of
specific physics quantities became possible.

A mechanism to collect histograms from nodes pro-
cessing data in parallel was implemented in RFARM and
the histograms were collected and merged every 3 min-
utes during data taking. The resulting histograms were
sent to the monitor PC of the DQM over the network so
that they could be treated as a part of DQM histograms.
The shifters checked both of DQM and QAM histograms
in real time to verify and ensure the high quality of data
being recorded.

The real time monitoring of QAM provided by RFARM
was a powerful tool for the special runs such as the energy
scan. For example, the distribution of the Fox-Wolfram
moment ratio (Rg, see Chapter 9) could be obtained for
hadronic events during data taking, giving the fraction of
BB events in the sample in real time, and it was possible
to know the beam energy of the current scan point pre-
cisely. It enabled “on-the-fly” determination of next scan-
ning point so that the energy scan could be performed
efficiently.

3.6.2 B-counting techniques
Knowing with the best possible precision and with well

understood errors the number of B meson pairs in the
used data sample is of paramount importance for many of

the analyses performed at the B Factories. The techniques
developed by BABAR and Belle to compute this number for
a given set of data were made part of the central produc-
tion activities to enforce quality control and consistency
of the results.

3.6.2.1 B-counting in BABAR

For the 7(45) running periods, the number of BB events
in BABAR was computed by subtracting the number of
hadronic events due to continuum interactions from the
total number of the events in the on-resonance data set:

Npg = (Nu =Ny Rosp - K)/epp (3.6.1)

where

— Ny is the number of events satisfying the hadronic
event selection in the on-resonance data;

— N, is the number of events satisfying muon pair selec-
tion criteria in the on-resonance data;

— Rysy is the ratio of selected hadronic events to se-
lected muon pair events in the off-resonance (contin-

uum) data;
ool e ~
- K = 2. — corrects for the changes in con-
€uOu D €0;

tinuum production cross section (o) and efficiency for
satisfying the selection criteria (€) between on and off-
resonance center-of-mass energies. Off-resonance quan-
tities are denoted by a prime. The subscript p refers to
muon pair events; the various contributions to the con-
tinuum hadronic cross section, primarily ete™ — ¢q,
are denoted by the subscript ¢. Since the muon pair
and ¢q cross sections vary similarly with /s (0.7% dif-
ference between on- and off-resonance), x has a value
close to 1. The quantity N, - Ry - & is then the num-
ber of continuum hadronic events in the on-resonance
dataset.

— ep5 = 0.940 is the efficiency for produced BB events
to satisfy the hadronic event selection, calculated un-
der the assumption that

B(Y(4S) — BTB™) = B(Y(4S) — B°B°) = 0.5.
(3.6.2)
Variations in the amount of non-BB decays of the
7 (49), and in the branching ratios of B¥B~ and B°B?,
are included in the systematic error, but are not sig-
nificant.

The numbers of hadronic events and muon pairs for
each run was found as part of the skimming process (see
Section 3.5 above). The hadronic event selection was based
on the number of charged tracks (> 3), the total measured
energy, the event shape, the location of the event ver-
tex, and the momentum of the highest momentum track.
Muon pair events were selected using the invariant mass
of the two tracks, the angle between them, and the energy
associated with each track in the calorimeter. When no
energy was associated with either track, at least one of
the tracks was required to be identified as a muon in the
IFR. This happened in roughly the 0.5% of the events,
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when backgrounds in the calorimeter (such as out-of-time
Bhabha events) would cause a timing mismatch between
the calorimeter and the tracking system.

The selection criteria were tuned to maximize efficiency
for BB and utu~ events while minimizing sensitivity to
beam backgrounds. In particular, the analysis minimized
the time variation of the efficiency for simulated gg and
utp events.

The residual non-statistical time variations of the effi-
ciencies result in an uncertainty in s and a corresponding
0.27% systematic error on Ng5. The other significant con-
tributions to the overall 0.6% uncertainty on N5 include
0.36% from the uncertainty in the fraction of events that
fail the selection criteria, mostly low multiplicity BB de-
cays that fail the requirement on the number of charged
tracks, and 0.40% from the uncertainty in the modeling
of the total energy distribution that translates into an un-
certainty on the fraction of the events that fail the energy
cut.

The total number of BB events (McGregor, 2008) in
the nominal full dataset is Npz = (471.0 £ 2.8) x 106. In
addition to the overall number quoted above, Ny5 was
tabulated for each run so that analysts could obtain B-
counting and luminosity values for any subset of the full
7(4S) dataset.

The numbers of 1'(35) and 7°(2S) mesons produced
in data sets collected at these resonances have been found
using a similar analysis. In this case, the off-resonance con-
tinuum scaling was performed using ete™ — 7 events,
due to the non-negligible 7" — p+p~ branching fraction.
The hadronic selection criteria were also modified for these
analyses.

The 7'(3S) and 7'(2S) datasets contain (121.3 £ 1.2) x
10% and (98.3 +0.9) x 10 Upsilons, respectively. These
numbers are calculated using hadronic events, with a cor-
rection for the fraction of leptonic decays that fail the
hadronic selection.

The primary contributions to the systematic errors are
uncertainties on the efficiency of the total energy selection
(0.6%), the requirement on the number of tracks (0.4%),
and the uncertainty on the T — £/~ branching fractions

(0.5%).

3.6.2.2 B-counting in Belle

The final Belle 7(45) dataset contains (771.6 & 10.6) x 10°
BB events. As in the BABAR B-counting scheme, this
number is obtained by a subtraction of off-resonance ha-
dronic contributions, as measured by the number of events
in the previously described HadronBJ skim, from the to-
tal number of on-resonance hadronic events. In the Belle
case, this is calculated as:

N,,, — T(eqq)ozN;({f

€BB

Npg= (3.6.3)

where

— N,y is the number of events satisfying the hadronic
event selection in the on-resonance data;
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— 7(€qg) is the ratio of efficiency for ¢g events off-resonance
to the efficiency for those on-resonance;

— «vis the ratio of the number of Bhabha (e*e™) events or
J-pair events observed on-resonance to those observed
off-resonance. This is described in more detail below;

— N;éf 7 is the number of events satisfying the hadronic
event selection in the off-resonance data;
— €pp is the efficiency of the 1'(4S) — BB event selec-

tion criteria for on-resonance data.

The values of €,z remained relatively stable through-
out the lifetime of Belle. Although it was evaluated on
an experiment-by-experiment basis, typical values were
around 99% and differed by less than 0.5% over all ex-
periments. The efficiency for ¢ events showed no strong
dependence on energy, so 7(e,7) was determined to be very
near to 1, with variations of less than 0.3% over all data
taking periods.

Aside from differences in these numerical constants,
there is a notable difference from the BABAR approach. For
most data taking periods, the off-resonance contributions
are scaled using Bhabha events, rather than u-pair events.
Originally, the average of a as calculated with Bhabha
events and p-pair events was used for the final calcula-
tion. However, for data taken after spring of 2003, the
p-pair efficiency became significantly less stable. This is
attributed multiple effects, including changes to the trig-
ger masks used in the dimuon event identification, as well
as some inherent instability due to intrinsic timing varia-
tions in a subset of these trigger masks. For data following
this period, only Bhabha events are used to calculate the
value of a.

Since the rate of fermion pair production is identical
regardless of the type of fermion produced, the approach is
effectively equivalent, regardless of whether ete™ or ptpu~
events are considered. However, the periods when both
methods can be used to calculate « allow an estimate of
systematic uncertainty on this value. This was determined
to be a 0.5% uncertainty. This value is considered repre-
sentative of the uncertainty on «, even during data taking
periods when p-pair events were not used for this calcula-
tion.

Systematic uncertainties are also assigned on the value
of r(€47), but these are a minor contribution to the overall
error, less than 0.2% for all experiments. This uncertainty
is consistent with the level of variation seen in ¢q efficiency
as a function of run range during a single experiment, as
evaluated by Monte Carlo events generated with condi-
tions matched to those of the corresponding running pe-
riod. A sideband in the z-position of the measured event
vertex is used to study systematic uncertainties due to the
inclusion of beam gas events, but such uncertainties are
below 0.1%.

Ultimately, the uncertainty on N,z is dominated by
the systematic uncertainty from «, and is approximately
1.5% for most of the Belle data.

The B-counting and b cross section measurement
methodology used by Belle in the context of B? mesons
collected at the 7'(55) is discussed in detail Chapter 23.
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Figure 3.7.1. The LTDA cluster provides both storage and CPU resources in order to support analysis of BABAR data in
the future. It includes database servers, code repositories, user home directories, working areas, production areas, and XRootD
disk space. The isolation of back versioned components running on the batch system is implemented with firewall rules: virtual
machines (VM’s) are not allowed to connect to either the SLAC network or the world, and only well defined services are allowed
between the VM network and the service network — see text for details.

3.7 Long Term Data Access system
3.7.1 The BABAR approach

The Long Term Data Access (LTDA) system is designed
to preserve the capability of analyzing the BABAR data
until at least the end of 2018. This requires the support
of code, repositories, data, databases, storage, and CPU
capacity. Special attention has to be devoted to the docu-
mentation. The system maintenance effort has to be min-
imized, including hardware maintenance, operating sys-
tems (OS) upgrades, tool upgrades, code validation, etc.
The use of a contained system offers a controlled environ-
ment and simplifies documentation and user support. The
BABAR analysis environment is supported with a frozen
operating system infrastructure rather than actively mi-
grating to future software environment as needed. The
BABAR framework preserves its full capability of expan-
sion and development, and is able to support future new
analyses.

A long-lived frozen BABAR environment has to be
maintained despite the evolving nature of hardware and
OS. Also the support of back versioned OS is difficult,
because future security exploits will require unknown
patches. Hardware virtualization solves the hardware sup-

port problem for the foreseeable future and the use of OS
images on virtual machines (VM’s) solves the system ad-
ministration problem, replacing it with the easier manage-
ment of a small number of OS images.

The design of the LTDA cluster architecture takes into
account the possibility that systems can be compromised
from the security point of view and, in order to reduce
risk to an acceptable level, a risk-based approach has been
taken:

Assume that systems that can be compromised, are

actually compromised.

— Compromised components of the LTDA will be de-
tectable by logging and monitoring.

— The LTDA will prevent accidental modification or dele-
tion of the data.

— The dynamic creation of VM’s from read-only images

adds a small layer of security, by avoiding the compro-

mised elements from being persisted beyond the de-

struction of the VM.

A representation of the cluster together with the lay-
out of the network is shown in Figure 3.7.1. All sessions
requiring back versioned platforms, including interactive
sessions for debugging, run in VM’s on the batch system.
The isolation of the back versioned components is realized
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through firewall rules that are implemented in the LTDA
switch. The LTDA network is composed of three subnets
to which different elements of the cluster are attached. All
the back versioned components (VM’s) are connected to
a VM subnet (BBR-LTDA-VM) and connection rules are
enforced with the service network, (BBR-LTDA-SRV) in-
cluding the VM’s physical hosts and other infrastructure
servers (always patched and up to date), and the login
network (BBR-LTDA-LOGIN, always patched and up to
date). The login pool is the only point of access for the
users.

The LTDA batch resources are managed by PBS Torque
(Torque, 2012) and Maui Scheduler (Adaptive Comput-
ing, 2012) is used as the job scheduler. The virtualiza-
tion layer is implemented using QEMU (Qemu, 2012) and
KVM (KVM, 2012). The data to which the user jobs need
to access are managed by XRootD and staged on the disks
of the batch servers on demand. Each batch and XRootD
server has 12 disks of 2 TB, 11 of which are dedicated
to XRootD. The last 2 TB disk of each server is used as a
scratch area by the VM’s running on the node. Each batch
server has 12 physical cores of which one is dedicated to
the host itself and the XRootD service. The other 11 cores
are used to run virtual machines. With hyper-threading
on, each node can run up to 22 VM’s. The cluster also
includes 20 servers used uniquely as a batch resource.

The LTDA cluster has been running in production
mode since March 2012. All the active BABAR users have
an account on the cluster with a 1GB NFS home direc-
tory. So far about 50 users have run jobs on the system
while about 15 of them have made heavy use of the sys-
tem. About 2 million jobs have been completed in the last
year.

In almost one year of active use some fine tuning has
been necessary. NFS connection parameters have been
adapted to handle the high number of NFS accesses occur-
ring when the queues are filled to their maximum capacity.
On two occasions an upgrade of the host kernels has dis-
rupted the system network. We have now established a
validation procedure which allows us to test all the up-
grades on a test machine, configured exactly like a batch
server, before they are deployed to the entire cluster.

Monitoring of the servers, the services and the batch
queues is also implemented. So far the cluster has met and
exceeded the expectations.

3.7.2 The Belle approach

The Belle group recently discussed their policy on data
preservation (Akopov et al., 2012). It was decided that the
Belle data will not be released to the public domain until
the time the statistics of Belle II supersedes the Belle data
and all Belle members (and Belle II members) lose inter-
est in Belle data. This situation will likely occur around
2017-2018, a couple of years after the commissioning of
the SuperKEKB accelerator. Two approaches are consid-
ered to provide an environment to access Belle data even
in the Belle IT experiment period. One is porting the Belle
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software to the new computing system for the Belle II ex-
periment. The other is converting the Belle data to the
data format adopted in Belle IT so that it can be read
in the Belle II software framework. The former approach
does not require significant modifications of the current
software. However, every time the computing system is
replaced with a new one (which typically takes place ev-
ery three or four years at KEK) the portability of the
data has to be confirmed. For the latter case, one needs
to prepare conversion software from the Belle data format
to the Belle IT one. Furthermore, the Belle data conver-
sion has to be done in a systematic manner considering
the available hardware and human resource. But once it
is converted, Belle users can keep using it in the Belle II
software framework. In both cases, the current Belle data
has to be migrated to a new format.
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Multivariate methods and analysis
optimization
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Multivariate analysis (MVA) is widely used to extract
discriminating information from data. This chapter pro-
vides a general discussion of the most relevant MVA tools
used by BABAR and Belle, their mathematical proper-
ties, and optimization methods. Specific multivariate al-
gorithms used for charged particle identification (PID),
B-flavor tagging and discrimination against background
are described in Chapters 5, 8, and 9, respectively.

4.1 Introduction

The goal of analysis optimization is to make optimal use
of the available data to perform a measurement of phys-
ical interest. Depending on the circumstance, the exact
meaning of “optimal” may differ. However, the essential
notions are those of efficiency (minimizing variance) and
robustness. The goal of efficiency must be interpreted in
the context of being unbiased, or negligibly biased. Ro-
bustness is used here in the broader sense, including both
sensitivity to model errors and sensitivity to statistical
outliers. An analysis that minimizes statistical uncertain-
ties may not be optimal if the systematic uncertainties are
large.

With the large, complex event samples from present
experiments, plus the improvements in computing tech-
nology, analysis methods have evolved. This evolution has
been aided by advances in the available statistical method-
ologies.

The optimization problem may be viewed as a problem
in classification: For example, we wish to classify a set of
events according to “signal” or “background”. Thus, we
have the problem of optimizing a binary decision process.
This may be generalized to more than two classes, but
the binary decision covers much of what we do. Another
possible approach is to define some weight, or probability
for each event to belong to the various classes. The tech-
nique of Plots, discussed in Chapter 11, provides such
an example.

It should be remarked that there are many variations
on the methods presented. The discussion here is introduc-
tory rather than comprehensive. The reader is referred to

the text by Hastie, Tibshirani, and Friedman (2009) for a
more complete treatment of most of this material.

4.2 Notation

As is common in physics, we adopt an informal notation
eschewing a notational distinction between a random vari-
able and an instance. Our variables may be discrete or
continuous, but for convenience the treatment here is in
terms of continuous variables. The particle physics notion
of an “event” maps easily onto the statistical concept of
“event” .

We suppose that each event corresponds to an inde-
pendent identical random sampling in an /-dimensional
sampling space. An event is described by the vector =
(z1,...,2¢). The variables used to optimize the selection
of events are called “selection variables”. We’ll denote
these with the symbol s = (s1,...,sk). These are func-
tions of the sampling vector, s = s(x). In some cases, s
is simply a subset of the a variables. The dimension, k,
of s may itself be varied during the optimization process.
The term multivariate is used to describe situations where
we analyse a multi-dimensional hyperspace s, using some
well defined methodology.

The means of the selection variables are denoted & =
(&1,-..,&k). The covariance matrix is

o',

where the “E” denotes expectation value. Uncertain pa-
rameters of the distribution of the selection variables are
denoted with 6. If there are r such parameters, we de-
note them as @ = (0,...,0,). The quantities & and X
may be functions of 8. Estimators for 6 are denoted 0.
If the sampling distribution for the selection variables is
multivariate normal, the corresponding density is

Y=E[s—¢&(s— (4.2.1)

N(s:£,5) = xp |—5(s - )75 (s - €)].

(4.2.2)

1
——¢
v (2m)k det X

4.3 Figures of merit

We often reduce the optimization of an analysis to the
problem of maximizing or minimizing the expected value
of a figure of merit (FOM). “Loss functions”, typically
making some estimate of error rate, are often used for
this, and are discussed, for example, in Hastie, Tibshirani,
and Friedman (2009). Here, we mention some of the more
common FOMs used specifically in particle physics.

If we are looking for some yet unobserved new effect,
we might optimize on the expected significance of that
new effect. Suppose S is the expected number of signal
events after selection (depending on the analysis), and B
is the expected number of background events, which we
assume we can estimate from known processes. The to-
tal number of events observed is IV, including both signal
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and background. The size of a possible signal is estimated
according to S = N — B. An estimate for the size of fluctu-
ations in background is v/B. Thus, S/v/B is related to the
significance of a possible signal. In such a measurement,
this provides a figure of merit to be maximized. The left
side of Fig. 4.3.1 shows an example of this (with detection
efficiency substituting for S, that is, the efficiency is S
divided by expected number of produced signal events in
the dataset) in the Belle analysis searching for 7 — ¢hh/
lepton flavor violating decays (Miyazaki, 2013). Another
example can be found in Section 18.4.4.2, where the anal-
yses that resulted in the observation of n,(15) and 7,(2S5)
mesons used the test statistic S/v/B to optimize event
selection criteria.

Another approach to a figure of merit for the case of
a search for a new effect has been suggested by Punzi
(2003b). This approach defines a “sensitivity region” for
the possible parameters, m, of the new effect. This def-
inition is based on the confidence level of the region for
m that will be quoted if evidence for a new effect is not
claimed. The figure of merit then corresponds to maximiz-
ing the size of the sensitivity region. A simple form of this

figure of merit is
€

ng/2—l—\/§7

where € is the efficiency to observe a signal event, B is the
expected background, and n,, is the desired one-tailed sig-
nificance (in order to claim a discovery) of an observation
expressed in standard deviations of a Gaussian probability
distribution. This FOM has been used in some analyses,
for example, in BABAR’s search for for BT — £ v, recoil-
ing against B~ — D%~ X (Aubert, 2010a).

On the other hand, we may wish to get the most pre-
cise measurement of some known process. In this case,
the signal is proportional to S, and the estimated error
on the signal is /S + B (i.e., the expected fluctuation on
the total number of events). Thus, to optimize on preci-
sion (of signal yield), we wish to maximize the expected
value of S/+/S + B. This can be viewed in an equivalent
form: suppose that there are a total of Ng signal events
in the dataset before event selection. Selection involves
some efficiency, €, to select signal events, so that we ex-
pect S = €eNg. Then this FOM may be expressed as
V/Nsy/€-S/(S + B), where the factor S/(S + B) is the
signal purity in the selected sample. This makes explicit
the trade-off between efficiency and purity in the opti-
mization.

Of course, the idea of optimizing precision applies more
generally than measurements of signal strength, for exam-
ple in the measurement of CP asymmetries. An example
of optimizing on expected precision is shown in the right
side of Fig. 4.3.1, for the Belle analysis measuring ycp in
D° — DY mixing (Staric, 2007).

In practice, in a complicated analysis, the optimization
process is usually broken into more-or-less disjoint aspects,
such as topological background suppression (e.g., Chap-
ter 9) or particle identification (Chapter 5). For these sit-
uations we often optimize on the signal purity, S/(S + B),
or equivalently, the “signal-to-noise”: S/B. For example,

(4.3.1)
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in the optimization of PID, the goal is to get the best
efficiency for the desired particle type for a given con-
tamination probability, or variations on this idea. A use-
ful graphical tool is known (from its engineering origins)
as the “receiver operating characteristic”, a plot showing
the trade-off between efficiency and purity, or variants.
Fig. 4.4.1 provides an example in the context of PID, dis-
cussed later in this chapter. The idea is used as well in B
meson reconstruction, for example in Fig. 7.4.3. Depend-
ing on the application, it may be acceptable to have a
greater or lesser contamination. That is, we may not op-
timize strictly on the particle identification purity in the
context of a given analysis. This leads to the provision of
several PID selectors. In principle, the particle identifica-
tion could be optimized along with the subsequent analy-
sis, but this is unwieldy, and the provision of a choice of se-
lectors approximates this. Providing pre-defined selectors
also facilitates re-use of work done to estimate systematic
uncertainties.

There are still other figures of merit that may be
used in classification problems. The misclassification error,
equal to the fraction of the sample that is incorrectly clas-
sified may be used. In building decision trees, two variants
of this idea are commonly adopted, the “Gini index” and
the “cross-entropy”. These FOMs are available in most
multivariate classification packages in use in HEP and are
defined below in the discussion on decision trees, although
their application is not limited to decision trees.

4.4 Methods

Statistical methods and tools of increasing sophistication
used to optimize analyzes are described in the remainder
of this chapter. Beforehand, it is important to stress that
for many methods to be successful, two mandatory steps
are required : training and validation. There are a few ex-
ceptions to this rule, where one can analytically compute
the parameters required to perform an optimization.

It is dangerous to optimize a selection with the ac-
tual data that is to be used in the measurement. Such
an approach is prone to tuning on fluctuations and the
production of biases. For a simple example, suppose we
are tuning an analysis for a particular signal, using the
actual data. If we try to optimize S/B, say, we will find
selection criteria that tend to favor signal-like events, tun-
ing on any upward fluctuations. This will tend to bias our
measurement of the signal strength toward high values.
Nevertheless, this has been done extensively in particle
physics, sometimes successfully, but sometimes with dis-
astrous results. With an awareness of the issues, BABAR
and Belle have gone to some length to avoid relying on the
measurement data for the optimization. Note that these
issues are discussed in a somewhat different context in
Chapter 14.

Thus, BABAR and Belle take the approach of using a
training dataset for the optimization. This could be simu-
lated data, sidebands to the data that will not be used in
the measurement, or a dataset that has similarities with
the measurement data. A feature of the training dataset is
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Figure 4.3.1. Examples of figures of merit used in optimization of Belle analyses. Left: Optimization on €/+/B in the search for
the lepton flavor violating decay 7 — pmm (see Chapter 20). The horizontal axis is the cosine of the angle between the missing
momentum vector and the direction of the tagging charged particle, in the CM frame. Belle internal, from the (Miyazaki, 2013)
analysis. Right: Optimization on expected uncertainty in the measurement of the ycp parameter in D° — D°, see Section 19.2.3.
The horizontal axis is the measured kinetic energy released in the candidate D* decay. Belle internal, from the (Staric, 2007)

analysis.

that it is known (or known well enough) which class each
event belongs to, so that the FOM may be computed. The
selection criteria are optimized using the training dataset,
then applied to perform the desired measurement.

A further refinement in method is the notion of val-
idation. It is possible that the training dataset contains
fluctuations that result in criteria that are not broadly
optimal. This is related to the problem of “over-training”,
in which the training provides a model exquisitely tuned
to the training sample, but with no real advantage on an
independent sample. Effectively, the model is made very
complicated when the underlying distribution is simpler.
Since the training must be useful on an independent sam-
ple (it has to “generalize”), this erratic tendency has to
be regularized in some way. For example, another dataset
may be used to “validate” the selection and stop the op-
timization procedure (training) when no further improve-
ment is obtained. This helps to avoid the phenomenon
of over-training. A variant on this is “cross-validation”,
in which the training dataset is split into multiple equal
subsets, and each of the subsets is used to validate the
training on the remaining (aggregated) subsets.

The estimate of the efficiency obtained using the train-
ing/validation datasets may be biased too high. This is be-
cause the final selection criteria actually depend on both
the training and validation datasets, and fluctuations in
either dataset may affect the tuning in the optimization.
To avoid this, a further independent “test” dataset, not
used in the optimization process, may be used to obtain
an unbiased efficiency estimate.

Some classification methods lend themselves more eas-
ily than others to interpretation, for example, in deciding
how important the various inputs are. However, for a com-
plicated problem a dedicated procedure may be required
to understand which variables are most important, and

perhaps eliminate ones that are not useful. A simple ap-
proach is to remove one or more variables at a time to see
the effect of this on the classifier performance.

4.4.1 Rectangular cuts

When variables are uncorrelated, a selection may be op-
timized by looking at the effect of each variable in turn.
This gives a selection region that is a hyper-rectangle in
the space of selection variables, with sides aligned with
the coordinate axes of the selection variables. Such selec-
tion criteria are known as rectangular cuts. They have the
merits of ease of application, optimization, and interpre-
tation. They are widely used, especially in “pre-selection”
(e.g., skim production) where the selection is still rela-
tively inclusive, and more sophisticated optimization is
not essential.

This simple approach may be used even if variables
are correlated, however the result may no longer be op-
timal. In this case it may be possible to do considerably
better with more sophisticated methods. For example, a
refinement is possible, in which arbitrary regions of sample
space may be approximated by sequences of rectangular
cuts. A form of this approach is the technique of the de-
cision tree, described further below.

When there are correlations among variables, we may
also look for transformations that produce a set of uncor-
related variables, and then apply rectangular cuts in the
transformed space.

4.4.2 Likelihood method

The likelihood function provides a mapping of the obser-
vations with often beneficial properties. This is employed,
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for example, in the “likelihood method” for particle iden-
tification (Chapter 5). In this approach, detector measure-
ments such as dE/dz, time-of-flight, calorimeter response,
and muon detector response are combined by multiplying
their likelihoods for a given particle type interpretation.
Then rectangular cuts are applied to ratios of these likeli-
hoods for different particle hypotheses. This approach to
combining the available information has the merits of ease
of application and interpretation. It also has some moti-
vation from the fact that the likelihood ratio provides a
uniformly most powerful test in the case of simple hy-
potheses. Table 5.2.1 shows a comparison of “cut-based”
(that is, making rectangular cuts on the basic detector
quantities) and “likelihood based” muon selection: for an
efficiency loss of less than 10%, the likelihood method de-
creases the pion contamination by approximately 30%.
The likelihood function is constructed from the sam-
pling p.d.f., so the form of the distribution must be known
including any correlations among variables. This can be a
difficulty with this approach if this information is not read-
ily available. The “supervised learning” methods (neural
networks and decision trees) described below have an ad-
vantage in this respect, because subtle features, includ-
ing correlations, are usually included automatically in the
training samples. Maximum likelihood fits have been used
widely at the B Factories and are discussed in Chapter 11.

4.4.3 Linear discriminants

A linear discriminant is some linear function of the sample
event variables:

L=A+B"s, (4.4.1)

where A and B are independent of s. The idea here is that
L may be such that it tends to take on different values for
different classes (i.e., signal or background) of event. Thus,
L may be useful for event classification. The optimization
process here is to select those values of A and B that
produce the best FOM.

The most commonly used linear discriminant is the
“Fisher discriminant” (Fisher, 1936), motivated in the
case of multivariate normal sampling. If signal is described
by fs(s) = N(s;&€s,Xs) and background by fp(s) =
N(s;€p,XB), we may form the logarithm of the likeli-
hood ratio for an event to be signal or background:

In) = In 28/5(8)
wp fB(s)
wg 1 det Xg 1, 1 T w1
=In——_ — - (¢Extes — €Ly
an 2 ndetZB 2 (53 o €S €B B €B)
1
+s" (V5'€s — Tp'én) — 587 (X' - Xp) s,

(4.4.2)

where wg and wp are the probabilities (weights) for an
event to be signal or background, respectively. If the co-
variance matrices for signal and background are the same,
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Yg=2Xp=2X, then
ws 1 pog T y—1
ln)\:ln@—§(€52 €s —€EpX EB)

+(&s— &) ¥7's. (4.4.3)
This is now a linear expression in s, referred to as the
“Fisher discriminant”.

If any of £ s or X' g are unknown, they must be esti-
mated, for example with a least-squares or maximum like-
lihood fit to the entire dataset. It is important to remem-
ber the assumption that X' = Yg. There is no general
reason why this should be true. If not equal, improve-
ment (possibly substantial) in the analysis may some-
times be obtained with the full “quadratic discriminant”
of Eq. (4.4.2). This is discussed and demonstrated with
a simple example in Narsky (2005b, Section 2.1). Linear
discriminants have been used widely at the B Factories,
for example see Section 9.5 which contains a detailed de-
scription of the Belle strategy for continuum background
suppression for B meson decay analyses.

4.4.4 Neural nets

The basis of the neural net (see, for example, Haykin
(2009); MacKay (2003) for thorough developments) is a
model for biological neurons, in which the firing of a neu-
ron occurs once the summed “inputs” cross some thresh-
old. In practice, this discontinuous behavior is smoothed
out to a continuous function such as the sigmoid:

_ 1
1+ e X’

o(X) (4.4.4)

where X is a parameterized function of the inputs (for
example, Eq. (4.4.5) below). As with other classification
methods, the neural net is trained, validated, and tested
on datasets with known outcomes. The training involves
optimizing the values of parameters in the net to, for ex-
ample, minimize classification error.

The simplest neural net consists of one “neuron”. Sup-
pose the function X is of the linear form X = Zle W;S;+b
(which is the same form as a Fisher discriminant). To use
this net as a binary classifier, we choose a threshold X,
such that if X > X,, the net returns a one, otherwise it
returns a zero. Such a basic element is called a “percep-
tron”, which represents a decision boundary in the prob-
lem space. Complex networks may be built out of these.
Note that the function of the parameters w is to assign
weights to the different inputs, and the parameter b acts
as a “bias”, changing the location of the decision threshold
but not the relative weightings.

A feed-forward neural net (or “multilayer perceptron”)
consists of layers — an input layer, an output layer, and
any number of “hidden” layers in between. Each layer has
a number of nodes that take inputs from the next lower
layer and provide outputs to the next higher layer. The
input layer consists simply of the k selection variables
si,4 = 1,...,k, each variable represented by a node. Let
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us suppose for this discussion that our network has a sin-
gle hidden layer. Each node in the hidden layer represents
a numeric value obtained by a non-linear transformation
on a linear combination of the input nodes. For example,
using the sigmoid, the hidden nodes hq,...,h, compute
the values:

k

hi=o Zwijsj—i—bi , 1=1,...,p.
Jj=1

(4.4.5)

The inclusion of a constant bias term, b;, may be thought
of as including a linear term corresponding to an addi-
tional input equal to the constant one.

The output layer may consist of multiple nodes for
multiple classes; often we have two output nodes, which
logically may be taken as a single output, as appropriate
for the two-class “signal” vs “background” selection. We
will assume this case here. The output is computed from
the hidden layer by taking linear combinations of the hid-
den layer results,

p
yi=a;+ Y cjihi, j=1.2. (4.4.6)

=1

We may then obtain a number between 0 and 1 expressing
the output of the neural net, for example, by

t=e¥ /(e +e2), (4.4.7)

where y; is the “signal” class output. In the two class
problem, a single output is often taken using the sigmoid
where t = o(y2 — y1); Eq. (4.4.7) is a generalization that
may be extended to an arbitrary number of classes. Once
the neural net is trained, large values of ¢ indicate signal;
an analysis can make an event selection based on t. It
may be remarked that the difference between the neural
net and a linear model is the use of non-linear “activation
functions”; in the present example, the sigmoid.

Training of the neural net consists in searching for opti-
mal values of the net parameters, where optimal is defined
in terms of minimizing a measure of the classification er-
ror rate. For the example net, this training corresponds to
finding values for the p x k parameters w, the p parame-
ters b, the two parameters a, and the 2 x p parameters c.
The optimal values are often found by a gradient descent
method, referred to as “back propagation” in this context.

A popular methodology is the Bayesian neural net-
work (for example see the discussion on hadronic tag re-
construction for Belle in Section 7.4.1). In this case, the
output of the net is interpreted as a posterior probability
to be, e.g., signal. Regularization of the network may be
achieved with the help of prior distributions (often Gaus-
sian) in the parameters.

4.4.5 Binary decision trees
The idea of a binary decision tree [see for example Hastie,

Tibshirani, and Friedman (2009, Chapter 9)] is a recur-
sive search for the best binary selection over the set of

variables. Given a (training) dataset, we search for the
variable and a selection (or “cut”) value which provides
the best FOM. This split results in two “nodes”, one classi-
fied as “signal”, the other as “background”. A new search
is applied to each of these nodes, resulting in two further
splits. The process is repeated until further splits do not
improve the FOM or fall below a specified minimum num-
ber of events. Trees that are grown by the latter criteria
may be “pruned” to eliminate splits that fail some worthi-
ness criterion. The result is a set of rectangular regions in
our selection variable space, each classified as either signal
or background. In the tree analogy, the set of final nodes
at the end of the chain are called “leaves”’.

In binary decision trees, a commonly used FOM, be-
sides simply computing the average error (misclassifica-
tion error), is the “Gini index”, G(p) = —2p(1 —p), where
p is the fraction of correctly classified events at the given
node. For example this FOM has been used in a num-
ber of inclusive B — X/{*{~ analyses described in Sec-
tion 17.9. A similar alternative is the “cross-entropy”,
Q(p) = plogp+ (1—p)log(1—p). At each split, the values
of @ of the two daughter nodes are added, weighted by
the numbers of events (or other weights). The split that
maximizes this sum is chosen. However, these FOMs are
not necessarily the ones we really wish to optimize on, and
some available tools permit user-defined FOMs.

An individual decision tree is a “weak” classifier (or
“weak learner”) in general. That is, it has a probability
greater than random of making a correct classification,
but possibly not much greater. It has been trained with a
particular set of assumptions, such as the relative impor-
tance of training events. Better predictive power may be
obtained with methods that combine decision trees trained
in different ways. We introduce some of these techniques
below.

A feature of decision trees is that they are intuitive. We
can follow the progress along the tree and see how deci-
sions are being made as well as see the relative importance
of the different inputs as discriminators. By studying the
trees produced in a given problem, we may eliminate vari-
ables that have little separation power, or are redundant
with other variables.

4.4.6 Boosting

The idea of boosting [see for example Hastie, Tibshirani,
and Friedman (2009, Chapter 10)] is to take a set of weak
learners and combine them in such a way as to obtain
a “strong learner”: roughly, a classifier whose output er-
ror can be made arbitrarily small in a computationally
efficient manner. Here, we introduce the technique in the
context of boosting decision trees, although it can be used
as well with other classifiers, such as neural nets.

In boosting trees, we take the results of training a tree
and increase the weight (“boost”) of misclassified events in
forming a new tree. This process is repeated, and the out-
puts of the trees combined. For example, we consider the
popular adaptive “AdAboost” methodology (Freund and
Schapire, 1997; Hastie, Tibshirani, and Friedman, 2009):

@ Springer



3026 Page 64 of 928

Eur. Phys. J. C (2014) 74:3026

— Start by assigning an equal weight to each event.

— Train a tree with these weights.

— Compute the weighted average error € over all events.
— Compute a = log [(1 — €)/€].

— Increase the weight of misclassified events by a factor
of e®.

Repeat the training with these weights, using the same
classification algorithm.

After some desired number of iterations, the classification
of an event is computed as an average over all of the trees,
weighted by their values of a. The AdAboost is set as
a default option within Toolkit for Multivariate Analysis
(TMVA) and is used for the final BABAR PID algorithm
discussed in Chapter 5.

4.4.7 Bagging and random forest

In “bagging” [Bootstrap AGGregatING; see, e.g., Hastie,
Tibshirani, and Friedman (2009, Chapter 8)] decision trees
(or other classifiers in general) are constructed many times
on bootstrap replicas of the training data. A bootstrap
replica is a sampling, with replacement (that is, the da-
tum is “returned” to the sample before the next sampling),
of events from the training dataset. An event may appear
multiple times in the replica. The point of the bootstrap
is that the dataset itself is used as an empirical estimator
for the underlying sampling distribution. Hence, multi-
ple occurrences of an event are simply a consequence of
identically distributed, independent samplings from this
density estimator. The bootstrap replication results in an-
other training dataset of the same size as the original. The
final classifier is obtained by taking the majority vote of
the individual classifiers.

If each bagging replica is passed through the same
training algorithm, there will generally be significant cor-
relations among the resulting decision trees. This tendency
can be mitigated by the “random forest”. In a random for-
est, each decision begins with choosing a random subset of
the selection variables to be used in determining the split
for that node. The sum of exclusive b — sv analysis from
BABAR described in Section 17.9.2.4 uses two random for-
est classifiers, one to perform best candidate selection and
a second to provide background suppression.

4.4.8 Error correcting output code

We may consider the situation with multiple output classes,
but where one is still interested in the binary question
of determining whether the event belongs to a particular
class or not. For example, suppose we have the classes e,
7w, K, p. There may be discriminants among all of these,
and we may train classifiers to distinguish among binary
partitions of this set of classes. That is, we might have
a classifier that preferentially returns a 1 for classes e or
m and a —1 for K, or p. We could train different classi-
fiers for every such partition of the classes, resulting in an
“exhaustive matrix”. The aggregate of these classifiers is
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used in classifying an event. The technology of digital er-
ror correction may be used for this, in a method referred
to as “error-correcting output codes” (ECOC) (Dietterich
and Bakiri, 1995).

An event is classified by evaluating each of the classi-
fiers to give a vector consisting of the numbers —1 and 1 for
the event. The soft Hamming distances (Hamming, 1950)
between this vector and the expected vectors for each class
are calculated, where the soft Hamming distance between
two binary strings of equal length is the sum of squares of
the differences at each position of the vector. This yields
a vector of numbers with length equal to the number of
classes. In the simplest case we can take the class with
minimum soft Hamming distance to be the resulting class.
The idea is that an individual classifier might make an er-
ror, but this error may be corrected by the redundancy in
the combination of the classifiers. For instance in BABAR
many analyses have different PID requirements on the effi-
ciency and mis-identification rate implying different levels
of tightness in the selection. Instead of assigning the class
with the minimum soft Hamming distance, a cut is applied
based on the soft Hamming for the particular class and the
ratios of soft Hamming distance of the particular class to
those of the other classes. For example, for electron selec-
tion, we cut on S, and S./Sk, S¢/Sx, Se/S, where S, is
the soft Hamming distance for class x. The disadvantage
of the ECOC approach is in the need to build the classi-
fiers for the exhaustive matrix, which becomes daunting
if the number of classes becomes large.

BABAR eventually applied the ECOC approach in the
evolution of its particle identification algorithm (Chap-
ter 5), where the results of several bagged decision tree
classifiers are combined. We may get an idea of the impact
from Fig. 4.4.1, which compares three methods for particle
identification: a likelihood-based selector (Section 4.4.2);
a selector using bagged decision trees (Section 4.4.7) with
a non-exhaustive error correction matrix; and a selector
using bagged decision trees with an exhaustive error cor-
rection matrix. In the case of the non-exhaustive matrix,
the classifiers used are one-vs-one classifiers, comparing
the pion with kaon hypothesis, pion with electron, etc.

In Fig. 4.4.1, top (for m— K separation), we see that the
non-exhaustive ECOC performs similarly with the likeli-
hood selector. When we go to an exhaustive ECOC selec-
tion we find a notable improvement in mis-identification
for the same efficiency. In the bottom plot (for e — 7 sep-
aration) the non-exhaustive ECOC is tuned to somewhat
higher efficiency, but yields much poorer mis-identification
than the likelihood selector. Note that this is in contrast
with the situation for the m — K separation: relative clas-
sifier performance can depend substantially on the prob-
lem. Finding the optimal approach may require extensive
study, including consideration of systematics as well as
performance. However, in this case tuning an exhaustive
ECOC to the same efficiency as the likelihood selector
again provides a lower misidentification for the same effi-
ciency.
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Figure 4.4.1. Performance of various particle identification selections in BABAR. The horizontal axis is momentum, and the
vertical axis is either efficiency (circles) or a factor (for visibility) times the mis-identification probability (triangles). Gray
symbols indicate a selector based on a likelihoods; open symbols indicate a selector based on bagged decision trees with a
non-exhaustive error correction matrix (see text); black symbols indicate a selector based on bagged decision trees with an
exhaustive error correction matrix. Top: Performance of kaon selection. The pion mis-identification probabilities are multiplied
by four. Bottom: Performance of electron selection. The pion mis-identification probabilities are multiplied by fifty.

4.5 Available tools — StatPatternRecognition (Narsky, 2005b)
— TMVA (“Toolkit for Multivariate Analysis”; Hoecker

et al., 2007
There are two general purpose toolkits implementing many )

of these algorithms that have become the most widely used
in our analyses: For neural nets, popular packages are:
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— Stuttgart Neural Network Simulator (SNNS; Zell et al.,
1995)
— NeuroBayes (Feindt and Kerzel, 2006; Phi-T, 2008)

Implementations of various classifiers may be found as well
in the broader toolkits:

— The R project (R Project Contributors, 1997)

— S-PLUS (TIBCO, 2008) (a commercial alternative to
R)

— MATLAB (MathWorks, 1984)

These should not be taken as exhaustive lists, only pro-
viding those packages most commonly seen in the present
context.
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Chapter 5
Charged particle identification

Editors:
Alessandro Gaz (BABAR)
Shohei Nishida (Belle)

5.1 Introduction

In this chapter we present the implementation and per-
formance of charged particle identification (PID) at Belle
and BABAR.

After a brief introduction, the algorithms and statisti-
cal tools used by the two experiments are discussed (Sec-
tion 5.2). The PID algorithms that give the ultimate per-
formance are based on multivariate techniques, described
in detail in Chapter 4. Some examples of the typical per-
formance of the particle identification algorithms (PID se-
lectors) are then given, along with a discussion on PID-
related error sources, for both BABAR (Section 5.3) and
Belle (Section 5.4).

The identification of charged particles stable enough to
be detected (electrons, muons, pions, kaons, and protons)
plays a central role in the physics program of the BABAR
and Belle experiments. Not only are very good PID capa-
bilities required for separating hadronic final states of B
decays such as 7tn~, K*7F, KTK~, and many others,
but the PID performance is crucial for the flavor-tagging
of the B mesons (see Chapter 8). B® candidates are dis-
tinguished from BY candidates based on the identification
of their decay products such as high-momentum charged
leptons (e or ) or charged kaons. More generally PID very
often provides powerful tools to reduce the backgrounds
arising from final states which differ from that under study
by swapping one of its particles with one of different flavor.

5.1.1 Definitions

The performance of a PID selector dedicated to the identi-
fication of charged particles of type o (v = e, p, 7, K, p)
is characterized by an efficiency and a set of mis-identifica-
tion probabilities.

The PID efficiency of particle type « is computed as
the fraction of successfully identified « tracks among all
the a tracks reconstructed and selected for a particular
analysis, while the mis-identification probabilities are the
probabilities that particles of type 3, 7, ..., are incorrectly
identified as a.

In many cases the quantities defined above depend on
the momentum and on the polar and azimuthal angles of
the tracks. Therefore the performance of PID selectors is
studied and determined in bins of (p, 8, ¢).

5.1.2 Subdetectors providing PID information

BABAR uses the information from all of its subdetectors as
inputs for the PID selectors. Measurements of the energy

loss dE/dzx of a charged track are provided by the SVT
and the DCH. The number of Cherenkov photons and the
measurement of their angle with respect to the incident
track are provided by the DIRC, while the EMC is respon-
sible for the measurement of the deposited energy and of
quantities describing the shape of the shower associated
with a track (such as the lateral and the Zernike moments
(Zernike, 1934)), which can be used to distinguish lep-
tonic and hadronic tracks. Finally most information (such
as the number of iron layers traversed by the candidate
track, and variables related to the shape of the cluster)
relevant to the identification of muons is provided by the
IFR.

Belle uses similar input information. Measurements of
the dE'/dx of a charged track are provided by the CDC. A
TOF counter measures the time of flight of a charged par-
ticle from the interaction point to the counter, from which
the velocity of the particle can be measured (Kichimi,
2000). The number of Cherenkov photons at the ACC pro-
vides separation for higher momenta (Iijima, 2000). Infor-
mation from the ECL, together with that from the CDC
and ACC, is used for electron identification (Hanagaki,
Kakuno, Tkeda, Iijima, and Tsukamoto, 2002). The KLM
is responsible for muon identification (Abashian, 2002a).

5.2 PID algorithms and multivariate methods

In the most simple method, PID selectors are based on
cuts applied to the most relevant variables for every par-
ticle type (e.g. E/p for electrons, the distance traveled in
the return yoke for muons, the Cherenkov angle for K/x
separation, ...). Better performance is obtained with the
use of likelihood based selectors, in which the information
from the various subdetectors is used to compute a set of
likelihoods Ly that the measured properties of the charged
track in question would be produced by a true k-particle.
For an example of implementation of a selector based on
likelihood ratios, see Eq. (5.2.1). Belle has always used
selectors based on likelihood ratios throughout the whole
life of the experiment.

Cut and likelihood based selectors are very stable over
the data-taking periods and do not need re-tuning to com-
pensate for the aging of the detectors and the changes
introduced by the reprocessing of the data. However, sig-
nificant improvements can be achieved by considering a
larger set of variables, even some with very mild discrim-
ination power, in the implementation of PID selectors.
BABAR uses more sophisticated statistical tools such as
Neural Networks (NN), Bagged Decision Trees (BDT),
and Error Correcting Output Code (ECOC) algorithms,
to accommodate a large number of input variables (up to
36) and the significant correlations among them.

Due to their higher sensitivity to variations in the per-
formance of the detector, the selectors based on multivari-
ate methods need to be re-trained on data control samples
(see Section 5.3) after every major change in the recon-
struction algorithms. Particularly important for BABAR,
which was affected by large variations in the performance
of the IFR, is the inclusion of the data taking period as
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one of the input variables, in order to take into account

the loss of efficiency in specific regions of the detector.
In the following sections the more refined algorithms

implemented at Belle and BABAR will be described.

5.2.1 Belle algorithms

The PID at Belle is based on likelihood ratios. For hadron
identification, likelihoods for a candidate particle o are
calculated based on dE/dz information from the CDC
(LSPC), time of flight from the TOF (LICF) and the num-
ber of photons from the ACC (LACC), respectively. Then,
the likelihood ratios

CDC 7y TOF 5y ACC

Lio: f) = LCPCLTOF [ACC 4 [GDC[TOF [ACC (5.2.1)

are calculated and used for identification. For example,
pions (kaons) can be selected by requiring a low (high)
value of L(K : m), and protons are typically identified
with requirements on both L(p : K) and L(p : 7). The cut
value applied to the likelihood ratios can be optimized
depending on the analysis.

For electron identification, in addition to and
LACC | information from the ECL (matching of the posi-
tions of the track and the energy cluster, F/p, and trans-
verse shower shape) is used to form likelihood ratios. There
is a small region around 6 ~ 125° with low electron iden-
tification performance because of a small gap between the
barrel ECL and backward endcap ECL. For muon identifi-
cation, reconstructed hits in the KLM are compared to the
extrapolation of the CDC track, using the difference AR
between the measured and expected range of the track,
and the statistic x2 constructed from the transverse de-
viations of all hits associated to the track, normalized by
the number of hits. Likelihoods for the muon, pion, and
kaon hypotheses are formed based on p.d.f.s in AR and
x2. The likelihood ratio L, /(L, + Lr + L) is then used
as a discriminating variable.

CDC
LO{

5.2.2 BABMR algorithms

In BABAR, the ultimate performance in the selection of
muons is achieved with an algorithm based on Bagged De-
cision Trees (Narsky, 2005a; also discussed in Section 4.4.7
of this Book). The algorithm takes as input 30 variables:
in addition to variables related to the length and the shape
of the IFR cluster associated to the candidate track and
the measurement of the energy deposited in the EMC,
the variables related to the shape of the cluster in the
calorimeter, the number of Cherenkov photons, the open-
ing angle of the Cherenkov cone, and the number of DCH
hits and the dE/dz measured in the DCH are also used.
The training of the selectors is performed on high pu-
rity data samples of muons and pions, subdivided in 720
bins of p, 0, and charge. Candidate tracks are randomly
discarded in order to have the same number of muons and
pions in the same bin. This allows the use of the p, 8, and
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charge variables in the tree without introducing any bias
due to the different (p, 6) spectrum of the source sample.
The source sample is then randomly split into a training
and a testing sample. Four different levels of tightness are
designed for the muon selector (VeryLoose, Loose, Tight,
and VeryTight); the cuts on the output of the classifier are
designed such that either the muon selection efficiency or
the pion mis-identification probability are kept constant.
The target efficiencies (besides the very low-momentum
part of the spectrum, where few muons can be identified)
are 90%, 80%, 70%, and 60% and the target pion mis-
identification probabilities are 5%, 3%, 2%, and 1.2%. Two
additional selectors, optimized for muons in the momen-
tum range [0.3, 0.7] GeV/c, with a target efficiency of 70%
and 60% have been developed. With roughly the same ef-
ficiency, the BDT based muon selectors are significantly
more effective in rejecting the pion contamination with
respect to the selectors based on Neural Networks, as can
be seen from Table 5.2.1.

For the other charged particles (electrons, pions, kaons,
and protons), a class of selectors based on the Error Cor-
recting Output Code algorithms (Dietterich and Bakiri,
1995) is used. The discrimination is based on 36 variables
from the four inner subdetectors: SVT, DCH, DIRC, and
EMC. Candidate e, w, K, and p are separated by means
of several binary classifiers (in our case BDT’s) combined
through an erhaustive matriz (see Chapter 4). The use of
the exhaustive matrix ensures the robustness of this type
of selector against potential mis-classifications of some of
the binary classifiers. The selectors are trained on high
purity data samples (see Section 5.3) and the cuts on the
outputs of the binary classifiers are tuned in such a way
that the selection efficiency matches that of the analogous
likelihood based selectors. Six levels of tightness are pro-
vided (SuperLoose, VeryLoose, Loose, Tight, VeryTight,
and SuperTight). At the same level of efficiency, the mis-
identification rate for the ECOC algorithms is significantly
lower than that of the likelihood based selectors (see Table
5.2.1).

Table 5.2.1. Efficiencies and mis-identification rates (aver-
aged over the momentum and polar angle spectra) for different
kinds of muon and kaon BABAR PID selectors, all using Tight
requirements. The quoted uncertainty represents the typical
statistical uncertainty in each bin of the tables that measures
the performance of the supported selectors. No systematic un-
certainty has been included.

Muon selector efficiency (%)  mis-id rate (%)

Cut based 65.0 £ 0.5 1.43 £ 0.05
NN 60.5 £ 0.5 0.97 £ 0.05
BDT 59.4 £ 0.5 0.76 £ 0.05
Kaon selector efficiency (%) = mis-id rate (%)
Cut based 80.2 + 0.2 1.39 + 0.07
Likelihood based 83.0 £ 0.2 1.47 £ 0.07
ECOC 84.2 £ 0.2 1.10 £ 0.07
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5.3 BABARR PID performance and systematics

The tuning of the PID selectors and the assessment of
their performance takes advantage of high purity samples
of tracks selected from the data. A large number of elec-
tron and muon tracks is selected from eTe™ — ete™ (),
™ (7y) processes, with minimal cuts on the kinematics
of the event, on the quality of both the candidate track
and of the other track in the event, and on the basic PID
properties (to distinguish electrons from muons). For some
low-statistics cross-checks, a sample of electrons (muons)
from the decays B — J/YW K™, J/ip — ete™ (utp~) has
also been used.

K and 7 candidates are selected from D*t — DOz,
D° — K—rT. The K/7 assignment is done based on the
charge of the soft pion from the D*T decay. The purity
of the sample is increased by applying quality cuts on the
reconstructed tracks, and rejecting fake D°’s using cuts
on the invariant mass of the reconstructed D° candidate
and on the likelihood that the K and m tracks originate
from a common vertex. Additional 7 samples, especially
important for measuring the mistagging of pions as muons
at high momentum (where the population of D® — K~x+
is low) are obtained from K% — n+7~ decays and from
events where one 7 (tag) has one charged
particle among its decay products and the other decays to
a final state with three charged particles. Finally a high-
purity sample of protons is obtained from A° — pr~ de-
cays, by taking advantage of the long lifetime of the A°
baryon. The purity of the sample is enhanced by apply-
ing cuts on the quality of the candidate tracks and on
the probability that the proton and pion tracks are con-
sistent with originating from the same displaced vertex.
Some examples of performance of the BABAR selectors are
displayed in Table 5.2.1 and in Figure 5.3.1.

These high purity samples are utilized in the training
of the more advanced PID algorithms and in establish-
ing the performance of all the selectors. Depending on the
available statistics, the control samples are divided into
several bins with different (p,#). In the case of the muon
selectors at BABAR, the samples are also subdivided in 6
bins of ¢, to better characterize the degradation of the
RPC chambers and the staged upgrade of the barrel sec-
tion with LST detectors (see Chapter 2). Each of the se-
lectors is applied to every bin of the control samples and
the efficiencies for both the data (£4at,) and the simulation
(emc) are computed. The tables of efficiencies thus built
are then used to correct the simulation so that its PID per-
formance matches that of the data. One of the most widely
used algorithms to apply this correction in BABAR is the
so-called PID-tweaking. In the case where eqata = €Mmc,
no correction is applied, whereas if eqata < emc a MC
track that passes the selector is randomly discarded with
probability

ete™ — 7hr~

Edata (5.3.1)

eMC
In the case 4ata > eMmc, a MC track that does not pass
the selection is accepted with probability
1

(Edata — EMC)——

. 5.3.2
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Figure 5.3.2. Muon selection efficiencies for a typical BABAR
cut-based muon selector as a function of the data taking period.
The efficiencies are computed only for the barrel region. The
loss in performance due to the degradation of the RPC detector
during the early phases of the data taking is evident, as is the
full recovery with the installation of the LST’s, completed after
the end of Run5.

At the end of the BABAR experiment, the size of the typi-
cal correction applied by the PID-tweaking algorithm was
about one percent.

5.3.1 History of PID performance in BABAR

For the BABAR experiment, the most important issue af-
fecting the stability of PID performance was the degrada-
tion of the efficiency of the RPC chambers (see Chapter 2).
This is visible from Fig. 5.3.2, which shows the efficiency
of one of the cut-based muon selectors as a function of the
data-taking period. This loss of performance was also one
of the main motivations to develop muon selectors relying
on variables in addition to those measured by the IFR.

5.3.2 Systematic effects

Both experiments rely on high-purity data samples to as-
sess the performance of PID selectors and correct the sim-
ulation so that it matches the data as much as possible.
Several ways exist to estimate the systematic uncertainty
in a measurement related to PID requirements. It is not
possible to establish a recommended way to proceed for all
analyses, since in general the performance of each selector
can be sensitive to the charged and neutral multiplicity
of the events studied. For example, the performance of
electron and muon selectors is studied in low multiplicity
events, thus some care must be taken when applying these
selectors to B-decays, where the multiplicity of the final
states is substantially higher.
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Figure 5.3.1. Performance of some typical BABAR PID selectors for electrons (top left plot), muons (top right), pions (middle
left), kaons (middle right), and protons (bottom) as a function of the momentum of the candidate charged track. The solid
(black) dots represent the efficiency, which can be read off the left axis, of the particular selectors, while the empty (red) squares
show the complement (e.g. kaon for the pion selector, and pion for all other selectors) mis-identification probability (right axis).

Note that the vertical scale differs from plot to plot.

In BABAR, many of the analyses estimate the system-
atic uncertainty on the PID performance by taking the dif-
ference of the signal reconstruction efficiency in the simu-
lation obtained by applying or not applying the correction
(usually the PID-tweaking) based on the efficiency tables
described above. For some analyses where the relative con-
tribution of the PID to the total systematic uncertainty is
large, or there is a sizable dependence on the multiplici-
ties and the topologies of the events, alternative strategies
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have been applied, and where possible the performance of
the chosen selector(s) has been checked in control sam-
ples with similar track multiplicities and topologies of the
channel under study.

5.4 Belle PID performance and systematics

In Belle, the PID performance of the kaon and pion iden-
tification algorithm is estimated using the decay D** —
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DOzt followed by DY — K~rt, similar to BABAR. Fig-
ure 5.4.1 (a) and (b) shows typical curves of the efficiencies
and mis-identification rates for the kaon and pion iden-
tification in the barrel region, studied with this control
sample. Discrepancies between data and MC can be seen,
especially in the mis-identification.

In the study of the kaon and pion identification, the
control sample is divided into 384 bins, i.e. 32 momen-
tum (p) bins and 12 polar angle (6) bins. The momen-
tum range is divided into 100 (200) MeV/c bins below
(above) 3 GeV/c. The polar angle subdivision is based
on the structure of the ACC: one # bin for the backward
endcap (with no ACC), and one bin for each of the ten
types of aerogel counter module in the barrel and forward
endcap, except for the large polar angle range covered by
the n = 1.010 modules, which is divided in two (see Fig-
ure 2.2.8, and the accompanying text in Section 2.2.3).

For each bin, the efficiency and mis-identification rate
for K and 7 are estimated both for the data and the MC
for different PID selections. The relevant value for general
analyses is the ratio of the efficiency or mis-identification
rate between the data and the MC: R; = €22 /eMC and
its uncertainty, where [ is the bin index. These quantities
are provided as a look-up table for general use in Belle
analyses. The efficiency (mis-identification rate) ratio and
its uncertainty for a given analysis, which is quoted as the
systematic uncertainty from PID, can then be calculated
by

1
R= N;THRI, (5.4.1)

and

1 sta 2 Sys
IR=~+ > (moRsat? + Zl:n“sty " | + 9 Reonst.

l

(5.4.2)
where R; is the efficiency ratio in bin [, n; is the number
of tracks in that bin (analysis dependent), and N = " n,.
The parameters § B§*** and dR;"*" are respectively the sta-
tistical and systematic uncertainties in bin [ obtained from
the control sample study; § Reonst is an additional system-
atic uncertainty, independent of (p, ), based on variations
in efficiency between different data taking periods (“exper-
iments” in Belle nomenclature: see Section 3.2). In this
way, the correction factor and the systematic error can be
automatically calculated. The typical systematic uncer-
tainty 0 R for kaon and pion identification at Belle is 0.8%.
In physics analyses that measure a direct CP asymmetry,
the systematic error due to an asymmetry in the PID effi-
ciency between positive and negative charged tracks needs
to be estimated. This error can be calculated by using the
tables for Ry, dR{*, and R, which are provided sep-
arately for positive and negative particles.

The study of the proton identification is performed
with A — pr~, using the same binning for 6 as above,
but with only 12 bins for momentum. The typical proton
efficiency is shown in Fig. 5.4.1 (c).

For the study of the lepton identification, the two-
photon process ete™ — eTe (T4~ (£ = e, p) is used to

obtain high statistics electron and muon samples. The con-
trol sample is divided into 70 bins (10 momentum bins in
500 MeV/c steps and 7 polar angle bins). The efficiencies
of the lepton identifications estimated using this process
are shown in Fig. 5.4.1 (d) and (e). Since the above pro-
cess leads to low track-multiplicity events, inclusive J/v
events (J/¢ — £T£7) are also used as a control sample,
mainly for the estimation of a possible performance differ-
ence between low-multiplicity events and hadronic events.
The mis-identification rates of the lepton identification for
pions and kaons, are studied using a control sample of
Kg — am and D*T — DOt — K—ntnt.
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Figure 5.4.1. Performance of the PID at Belle as a function of the momentum of the candidate charged track for the data and
MC-simulated events. (a) Performance of kaon identification: kaon efficiency and pion mis-identification rate. (b) Performance
of pion identification: pion efficiency and kaon mis-identification rate. (c) Performance of proton identification. (d) Performance
of electron identification. (e) Performance of muon identification. In (c), (d) and (e), only efficiencies respectively for protons,
electrons and muons are shown for the data and MC simulated events.
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Chapter 6
Vertexing
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Wouter Hulsbergen (BABAR)
Takeo Higuchi (Belle)

Additional section writers:
Maurizio Martinelli

6.1 The role of vertexing in the B Factories

A vertex algorithm is a procedure by which the param-
eters of a decay vertex or interaction vertex are deter-
mined from the reconstructed parameters of the outgoing
particles. In the simplest case the outgoing particles are
charged particles that are either stable or have a large cr
(where 7 is the particle lifetime) compared to the dimen-
sions of the detector, namely electrons, muons, protons
and charged pions and kaons. These particles are recon-
structed as charged particle trajectories (or ‘tracks’) in the
tracking detectors and their reconstructed parameters are
the track parameters. More complicated vertex algorithms
involve final states that include not only tracks, but also
photons or other decaying particles.

The role of vertexing algorithms in the B Factory ex-
periments can roughly be divided in three parts. First,
vertex fits are used to obtain the parameters of recon-
structed ‘composite’ particles from their decay products,
i.e. charged particle trajectories and photon calorimeter
clusters. These parameters are usually the vertex position,
momentum and invariant mass of the decaying particle.
However, also the decay length of an unstable particle in-
side a decay chain (such as the D meson in a B — D7 de-
cay), or the decay time difference At of the two B mesons
from an 7°(4S5) decay, can be computed with a vertex fit.

Second, the x? of a vertex fit is used to suppress com-
binatorial background in the selection of composite par-
ticles. Apart from a few cases of decays in flight (pions
and long lived strange hadrons), the decay products from
most composite particles all originate from a small region
around the interaction point. The track parameter resolu-
tion of B Factories is just sufficient to separate the decay
vertices of bottom and charm mesons. When searching
for exclusive decays a requirement on the vertex x2 pro-
vides an efficient way to reject wrong combinations from
the composite particle candidates. The x? plays a simi-
lar role in the reconstruction of the primary interaction
vertex or in the reconstruction of the ‘second’ B vertex
for the determination of B meson decay time difference.
In that case the contribution of individual tracks to the
vertex x2 is used to select the subset of tracks that best
determines the vertex position.

Finally, vertexing is used in the calibration and mon-
itoring of the position and size of the interaction region.
As we shall see, information on the average position of the
primary vertex can be used as a constraint in vertex fits.

In the BABAR and Belle experiments the beam parame-
ters are also fed back in real time to the accelerator for
diagnostics.

This chapter is organized as follows. The parameteri-
zation of reconstructed tracks, which defines the input to
the vertex algorithms, is described in Section 6.2. Vertex
fitting algorithms are discussed in Section 6.3. The cali-
bration of the interaction region for use in vertex fits is de-
scribed in Section 6.4. An important application of vertex
fits is the determination of decay times, in particular the
B meson decay time difference At. The demands on ver-
tex resolution in the B Factory experiments are primarily
determined by the requirement that At be measured with
sufficient precision to probe BYB? oscillations. The proce-
dures by which the decay time difference is estimated and
its resolution calibrated are discussed in Sections 6.5.

6.2 Track parameterization and resolution

If stochastic processes like energy loss and multiple scat-
tering in detector material are ignored, the trajectory of
a charged particle in a magnetic field can be described by
five parameters. In a uniform magnetic field the trajectory
follows a helix. The helix axis is parallel to the magnetic
field, which in the B Factory solenoids is almost parallel
to the eT-e~ beam axis.

Even in the case that the field is not uniform or ma-
terial effects cannot be ignored, the track can locally be
parameterized as a helix. With respect to a conveniently
chosen pivot point, the parameters can be defined as (see
Chapter 2 for the definition of the coordinate system)

d, or dy signed distance in the z-y plane from the
pivotal point to the helix,
bo azimuthal angle from the pivotal point to

the helix center,

K Oor w inverse of the track transverse momentum
times charge of the track, k = e/p;
d, or zop signed distance along the z axis from the
pivotal point to the helix,
tan A tangent of the dip angle.

The two experiments follow a slightly different notation
and definition. When two names are shown in the first
column of the table above, the first is for Belle and the
second for BABAR . The sign of the inverse transverse mo-
mentum £ coincides with the sign of the charge of the
particle. If the pivot point is the origin, then d, is the
(signed)!® minimum distance to the z-axis and d, is the
z-coordinate of the point-of-closest approach to the origin.
The azimuthal coordinate ¢ is the angle of the transverse
momentum vector with the z axis in BABAR while the co-
ordinate ¢ + ¢q is the angle of the transverse momentum
vector with the y axis in Belle. In the following we use
the Belle definition, illustrated in Fig. 6.2.1. The BABAR
definition can be found in (Hulsbergen, 2005).

19 Sign of d,: for e > 0 and the pivot point lying outside
the helix projection to the (x,y) plane then d, > 0; for the
pivot point inside the helix projection d, < 0. For e < 0 this
definition is reversed.
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Figure 6.2.1. Schematic representations of the helix pa-
rameterization for a positively (top) and negatively (bottom)
charged track in the (z,y) plane used at Belle. Magnetic field is
in the direction of the z-axis. Vector r, determines position of
the pivot point. Other vectors in the figure are defined as r =
rp+sgn(e)w —v, where w = sgn(e)(d,+p)(cos ¢o,sin o), v =
p(cos (¢o + @), sin (¢o + ¢)).

The charged particle position along the track trajec-
tory can be represented using a running parameter ¢ as

2(6) = 2y + dycos by + pleos by — cos(do + )},
Y(¢) = yp + dpsin go + p{sin ¢ — sin(¢o + ¢)},
2(¢) = zp +d, —rPptan A, (6.2.1)

where (zp,yp, 2p) is the pivot point and p = 1/B.k is
the (signed) curvature radius with B, representing the
strength of the magnetic field. Using p; = e/k the mo-
mentum vector along the trajectory is given by

Pz (@) = —pysin(¢o + ),
py(¢) = picos(do + ¢),
p.(¢) = pytan A

(6.2.2)
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Figure 6.2.2. Measurements of the differences between the fit-
ted track parameters of the top and bottom stubs of cosmic ray
muons with a momentum above 2 GeV/c in BABAR. The data
are shown as points, Monte Carlo simulation as histograms.
The (blue) smooth curves are the results of a Gaussian fit to
the data. From (Brown, Gritsan, Guo, and Roberts, 2009).

Expressions for the inverse transformation — from posi-
tion and momentum vector to helix parameters — and
the corresponding Jacobian can be found in (Hulsbergen,
2005).

The helix track parameters are determined by a fit to
the measured hit coordinates along the track. Both Belle
and BABAR use a track fit based on a Kalman filter (Fruh-
wirth, 1987). The BABAR track fit is described in (Brown,
1997). The track parameter resolution is determined by
the number of hits and the hit resolution, and by multi-
ple scattering and energy loss. For the resolution on the
direction and position of the track the first two layers in
the vertex detector are most important. However, for the
extrapolation to the interaction point the curvature res-
olution is relevant as well. Both B Factory experiments
feature a multi-layer vertex detector (Section 2.2.1) with
a hit resolution in the range 10 — 50 pm to precisely mea-
sure impact parameters. A precise curvature resolution is
facilitated by a large drift chamber.

An estimate of the track resolution in data can be ob-
tained from cosmic ray events. The muon trajectory is
reconstructed as two separate segments in the top and
bottom halves of the tracking detector. The difference or
‘residual’ between the reconstructed parameter of the seg-
ments at their point of closest approach is representative
for the actual parameter resolution, after a correction with
a factor v/2. The distribution of the residuals is shown
in Figure 6.2.2 for muons with momenta above 2 GeV/c
in BABAR data and Monte Carlo. From a fit with a sin-
gle Gaussian to these distributions the single-track reso-
lution in data is estimated as 29 pm for zg, 24 pum for dy,
0.45 mrad for ¢y and 0.53-1073 for tan A (Brown, Gritsan,
Guo, and Roberts, 2009) (see Chapter 2 for a discussion
of the pr resolution). The parameter resolution in Belle
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is similar. It should be noted, however, that due to the
contribution from multiple scattering the resolutions are
a rather strong function of momentum. For example, in
BABAR the dj resolution at pr ~ 0.1 GeV/c2 is over a
factor 5 worse than at pr ~ 3 GeV/c? (Aubert, 2002j).

Besides the track parameters the track fit also com-
putes a track parameter covariance matrix, which can be
used in vertex fits. The covariance matrix is among oth-
ers a function of the estimated uncertainty in the hit co-
ordinates and the estimated RMS of the scattering angle
distribution. Due to pattern recognition mistakes and sim-
plifications in the track model, the estimated track param-
eter uncertainty may not perfectly reflect the RMS of the
error distribution. In Belle these imperfections are com-
pensated by scale factors that depend on track pr and
tan A. The scale factors are calibrated with cosmic ray
events and simulations. In Babar such scale factors are
not used.

6.3 Vertex fitting by x? minimization

The B Factory experiments have deployed several imple-
mentations of vertex fits. A complete description of these
algorithms is outside the scope of this book. In the fol-
lowing we sketch the formalism of a generic minimum x?
vertex algorithm. A pedagogical introduction to vertex fit-
ting can be found in the lectures by P. Avery (Avery, 1991,
1998).

To start, we consider a collection of N charged tracks
and use a x? minimization algorithm to determine the
best vertex out of which they emerge. Once that is done,
the vertex can be improved by adding neutral particles,
enforcing mass constraints to the in-going or some of the
outgoing composite particles, and requiring consistency of
the vertex location with the collider luminous region. The
goodness of a fit is measured by testing the compatibility
of the minimum y? with the expected probability distri-
bution of a x? with the relevant number of degrees of
freedom.

Following the notation in (Fruhwirth, 1987) we denote
the reconstructed helix parameters of track i by p; and
the corresponding covariance matrix by V;. Given a set of
N outgoing tracks each labeled with an index i, the x? of
the vertex can be generically written as

¥ = D[~ hilw gV pi - halwa0)] (6:3.)

where x is a 3D vector representing the fitted vertex po-
sition, g; is the fitted momentum vector of the outgoing
track and h;, the measurement model, is a function of x
and q; that expresses the parameters of the helical tra-
jectory of the charged particle emerging from the vertex
with momentum g;.

The solution to the vertex fit is the set of parameters
2 = (x,q1 ... qy) that minimizes the x2. In case the func-
tion h; is linear in the parameters &, the solution can be

expressed generically as

~ d2y? -1 dx?
£ =& — [d§2(£0)] dE

where &q is an arbitrary starting point for £. The inverse
of the second derivative matrix on the right hand side is
also half the covariance matrix for E If the derivative of h;
is denoted by H;, this leads to the well known expression
for the linear least squares estimator,

(o) (6.3.2)

£ =¢&-CY HIV'[pi— hi(z,q)]  (63.3)
with the covariance matrix
—1
C = (ZH}“Vilﬂi) ) (6.3.4)

For vertex fits to helix trajectories the function h; is not
linear and hence its derivative H; not constant. In that
case the minimum is obtained by starting from a suitable
expansion point &, and iteratively applying Eq. (6.3.2)
until a certain convergence criterion is met, usually a min-
imum change in the x2.

There are two flavors of measurement models for tracks
in vertex fits: If the parameters p; are helix parame-
ters, the measurement model is given by the inverse of
Eq. (6.2.1) and Eq. (6.2.2) above. Alternatively, the track
parameters can also be translated into position and mo-
mentum space using Eq. (6.2.1) and Eq. (6.2.2). In this
case the measurement model is trivial, but has one dimen-
sion more than the original five parameter helix. Further-
more, since the transformation only applies to a particular
point on the helix, it needs to be repeated if the vertex
position estimate changes between iterations.

The number of degrees of freedom of the computed x?2
is Npor = 2N — 3, i.e. the difference between the num-
ber of measurements, 5N (5 helix parameters per track)
and the number of fitted parameters 3(N + 1) (3 vertex
coordinates and 3 momentum components per track). As-
suming that the uncertainties on the track parameters are
correctly estimated i.e. that they are representative of the
RMS of the error distribution, the minimum x? follows
the probability distribution of a x? variate with Npor
degrees of freedom whose expectation value equals Npog.
A goodness of fit requirement is usually derived from y?
and Npop to retain the acceptable N-prong vertices e.g.
in the selection of event data samples.

The vertex fitting formalism can be extended with ad-
ditional constraints, such as prior knowledge of the vertex
position (for example from knowledge of the interaction
point, IP) or the known mass of the decaying particle.
Such constraints always take the form of a constraint equa-

tion
f(€) = 0. (6.3.5)

A distinction can be made between exact constraints and
constraints that have an associated uncertainty. The latter
are sometimes called “x2 constraints’. Mass constraints are
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usually (but not always) implemented as exact constraints
while IP constraints are an example of a x? constraint. Ex-
act constraints can be implemented by using a Lagrange
multiplier. They add a term to the x?

AX® = Mf(E)

where the Lagrange multiplier A is treated as an addi-
tional parameter in the vertex fit. An alternative (more
efficient) method to deal with exact constraints is dis-
cussed in (Hulsbergen, 2005). For one-dimensional con-
straints with an uncertainty o the x? contribution is

lGa

o2

(6.3.6)

Ax? = (6.3.7)
This expression can be generalized to more than one di-
mension by writing it in a matrix notation. Note that each
inzdependent constraint adds one degree of freedom to the
X
The vertex fit can also be extended to include re-
constructed neutral particles. Photons reconstructed as
calorimeter clusters do not add position information to
the vertex, but they contribute to the momentum, and
affect the y? minimization once mass constraints are ap-
plied.

Several vertex fits are implemented in sequence to re-
construct decay trees that involve more than one decay
vertex, e.g. B — DX transitions. Such decay trees are
usually reconstructed by starting from the most down-
stream vertex and working towards the mother of the de-
cay trees: first fit the D vertex, then use the result to fit
the B (this approach is sometimes called leaf-by-leaf fit-
ting). Other more global associations of constraints are
implemented for decay trees with leaves or branches with
many neutral particles (Hulsbergen, 2005).

The vertex fits applied in the B Factory experiments
are essentially extensions of the scheme above — see in par-
ticular (Tanaka, 2001) for Belle and (Hulsbergen, 2005) for
BABAR. Implementations of the vertex fitting algorithm
differ both in the parameterization of the problem and in
the way the x? is minimized. As outlined above, tracks
can be parameterized in terms of helix coordinates or (lo-
cally) in terms of Cartesian coordinates. The latter leads
to simpler expressions for derivatives, but may lead to
slower convergence because derivatives vary more rapidly
along the track.

For the minimization both the global x? fit technique
described above and the Kalman filter are used. Even
for algorithms that seemingly use the same minimization
scheme, the implementations may differ. To our knowl-
edge, the most efficient method to fit tracks to a common
vertex is the algorithm developed by Billoir, Fruhwirth,
and Regler (1985), presented in slightly different from in
(Fruhwirth, 1987). This algorithm was extended with a
mass constraint in (Amoraal et al., 2013).

Not all algorithms are applicable to all vertexing prob-
lems. The general leaf-by-leaf approach for decay tree fit-
ting cannot easily be applied to the reconstruction of e.g.
K% — 790 or B — K%°. For these types of decay
trees a ‘global’ decay tree fit can be used (Hulsbergen,
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Figure 6.3.1. Residual (left) and pull (right) of the decay
vertex z position of reconstructed B® — Jjp K candidates in
a BABAR simulated data sample. Fits to a double Gaussian are
superimposed.

2005). The latter also has the advantage that one has ac-
cess to the vertex-constrained parameters of all particles
in the decay tree. However, this algorithm computes a
single covariance matrix for all of the parameters in the
decay tree, making it noticeably slower than a leaf-by-leaf
approach. The CPU consumption of vertex algorithms is
often a concern because of the combinatoric background
in the reconstruction and selection of composite particles.

A strict control on the accuracy of the vertex recon-
struction is mandatory for the B Factory experiments
where the primary goal is to determine time-dependent
CP asymmetries from the distance between two vertices.
This is illustrated in Figure 6.3.1 which shows the resid-
uals and pull?® for the decay vertex z position of recon-
structed B® — Jap K (Jhp — ptp~) candidates from
a sample of simulated data taken from BABAR. The ver-
tex resolution depends on the topology of the decay and
the direction and momenta of the final state particles and
especially on whether the KO particles decays inside or
outside the vertex detector volume. These effects are ac-
counted for in the per-event reconstruction uncertainty,
the estimate of which is computed by the vertex fit al-
gorithm. Due to spread in the estimated uncertainty, the
vertex resolution is not a Gaussian distribution. However,
the pull distribution is reasonably Gaussian with an RMS
value close to unity, indicating that the uncertainties are
correctly estimated.

For this decay the z residual distribution has an RMS
of about 70 pum. A double Gaussian fit returns a core com-
ponent, which corresponds to about three quarters of the
distribution, with a standard deviation equal to 40 pm.
The resolution in the transverse coordinates is compara-
ble to that in z: about 50 pm.

Figure 6.3.2 shows the reconstructed mass of B¥ —
Jhp K* decays in data, from BABAR, fitted both with and
without a mass constraint on the JA) — pTp~ decay.
The mass constraint improves the accuracy of the derived
J/Y momentum and this leads to a large improvement
in the BT invariant mass resolution. The improvement in
mass resolution is comparable to what one would obtain

20 A ‘pull’ is a residual divided by its estimated uncertainty.
See also Section 11.5.2.
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Figure 6.3.2. Distribution of the reconstructed invariant mass
of B¥ — Jp K% decays in BABAR data with and without en-
forcement of a mass constraint on the Jip — uTp~ decay
vertex leaf.

by considering the B*-.J/) mass difference instead of the
B* mass. However, the advantage of applying the mass-
constrained vertex fit is that the resolution on both the
vertex position and on the B momentum are improved.

6.4 Primary vertex reconstruction and
beamspot calibration

The majority of beam-beam collisions occur in a tiny re-
gion in the center of the detectors, the interaction region or
beamspot. The size of the interaction region is determined
by beam optics and has varied through the B Factory
runs. It is typically 1 mm along the beam (z), 100 pm in
the horizontal direction (z) and a few pm in the vertical
direction (y).

The position and size of the beamspot are used as a
constraint in the reconstruction of the BB decay time
difference At. Since the beamspot is smallest in the verti-
cal plane, the vertical coordinate is the most constraining.
In the directions along x and z the beamspot is not smaller
than a typical B decay length, which is about 25 pm in
the transverse plane and about 200 pm along the z-axis,
and its constraint plays a marginal role.

The position and shape of the interaction region vary
with time and needs to be carefully calibrated and moni-
tored. The calibration is based on the spatial distribution
of reconstructed primary vertices (PVs). In the produc-
tion of a BOB® or B* B~ pair at the T(4S5) resonance
there are no particles originating from the primary col-
lision point other than the B mesons themselves. Con-
sequently, the primary vertex cannot be directly recon-
structed in these decays and the beamspot calibration in-
stead relies on continuum events. Bhabha and di-muon
events have the advantage that there are only two tracks
in the event, that have both relatively high momentum
and are guaranteed to originate from the PV. Hadronic
events have more tracks and consequently a smaller sta-
tistical per-event uncertainty on the vertex position, but
they are polluted by a bb contribution. The calibration
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Figure 6.4.1. Distribution of the z (top), y (middle), and z
(bottom) position of reconstructed primary vertices in a typical
Belle run (Exp. 5, run 333). From (Tomura, 2002a).

in BABAR relies both on two-prong events and on multi-
hadron events with at least 5 tracks. The calibration pro-
cedure in Belle uses only multi-hadron events (Tomura,
2002a).

An example of the distribution of the position of recon-
structed primary vertices in hadronic events in a typical
Belle run is shown in Figure 6.4.1. In the y direction the
RMS of the distribution is dominated by the vertex reso-
lution. In the z direction it is dominated by the beamspot
size, while in the x direction it is a combination of both.

The distribution of PV positions is characterized by an
average position, the direction of its three principal axes
(which are close, but not identical to the z, y and z axis;
see Chapter 2) and the RMS along each axis. The cali-
brated position, rotation and sizes are determined from
moments of (BABAR) or fits to (Belle) the (x,y, z) distri-
bution of PVs.

To determine the size of the beamspot the vertex reso-
lution must be ‘subtracted’. In the vertical direction since
the resolution is so much wider than the beam size, the
beam spread must be estimated by other means. In BABAR
the size in y is computed from the luminosity reported by
the accelerator (Chapter 1). In Belle it is obtained from
measurements of the size of the HER and LER beams by
the accelerator (Tomura, 2002a). When the beamspot is
used as a constraint in vertex fits, its size always appears
in quadrature with the actual vertex resolution. Hence,
it is important to know the size in the vertical direction
precisely.
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Figure 6.4.2. Average primary vertex position in x (top), y
(center) and z (bottom) as a function of run number in Belle
data. From (Tomura, 2002a).

To accommodate variations over time the calibration
procedure is performed in time slices. Belle fits the mean
position with the other parameters (the widths and the
rotation angles) fixed for every O(10%) events. BABAR up-
dates all parameters every ~ 10 minute interval, corre-
sponding to approximately the same number of selected
events. Figure 6.4.2 shows the average primary vertex po-
sition as a function of run number in the early days of
Belle. In this period the typical duration of a run was
about 2 hours. Under stable conditions, the variation of
the position within a run is much smaller, typically of the
order of 10 ym in 2, 1 pm in y and 100 pm in 2z in both
experiments.

In vertex reconstruction the average beamspot can be
used as a constraint on the production vertex of the B (or
D, or 1) particle. The x? contribution takes the form, cf.
Eq. (6.3.7),

T
, Tp — XIP L Tp — TP
A" = | vp—up Vie | vp —urp (6.4.1)
Zp — ZIP Zp — ZIP

where x, are the parameters of the production vertex in
the vertex fit, xyp is the position of the center of the
beamspot and Vip is a 3 X 3 covariance matrix, represen-
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tative of the size of the beamspot. In Belle the constraint
is only applied to the coordinates in the transverse plane;
in BABAR both the 2D and 3D constraint are used, de-
pending on the vertex algorithm. Figure 6.4.3 shows the
D*+ — D% mass difference in ete~™ — D*T X continuum
events where we have selected D** — DOt decays with
DY — K—7t with and without the constraint that the
D**t originates from the beamspot. Due to its low mo-
mentum the direction of the soft pion is very sensitive
to multiple scattering. Requiring it to originate from the
interaction region substantially improves the mass resolu-
tion.
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Figure 6.4.3. Distribution of the reconstructed D*T — D°
mass difference in D** — D" decays with D° — K-zt
from BABAR continuum data with and without a primary vertex
constraint.

In some applications, such as for D* from B decays or
the reconstruction of the associated B vertex for At recon-
struction in Belle, the beamspot is used as a constraint on
a decay vertex. In this case the size of the beamspot must
be increased with the effective width of the decay length
distribution of the (mother) particle, schematically,

Virtot = Vip + Vaight - (6.4.2)

Both experiments add the RMS of the B decay length dis-
tribution in the transverse plane (about 25 pum, see Fig-
ure 6.4.4) in quadrature with the calibrated beamspot size
to obtain an effective size appropriate for B decay prod-
ucts. This mostly affects the size in y.

Finally, although these quantities do not directly per-
tain to the vertex algorithms, it is convenient in the char-
acterization of the beamspot, to mention the calibration
of the beam kinematics. The beam energies are used in
the computation of e.g. the beam-energy-constrained mass
(Chapter 9) and the proper decay time. In principle, there
are six unknown parameters related to the incident beams,
namely the 3-momenta of the electron and positron beam.
In practice, the beam-directions are close enough to their
nominal direction that only the relative direction matters,
reducing the number of degrees of freedom to four. These
are parameterized by the center-of-momentum energy /s
and by the boost vector.

Both experiments calibrate /s with the kinematics of
fully reconstructed hadronic B decays. In particular, a
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Figure 6.4.4. Distribution of the B meson flight length in the
y direction in Belle simulated data. A fit to a single Gaussian
(red), with a width of 25 pum, is superimposed.

deviation of 1/s from nominal can be directly inferred from
a shift of the beam-energy-constrained mass relative to
the nominal B mass. The uncertainty is dominated by the
uncertainty on the nominal B mass.

In Belle the boost vector is sufficiently constant that
it has been fixed to its nominal value for the entire period
of data taking. In BABAR the boost vector is calibrated
on a run-by-run basis using the four-momentum sum in
dimuon events. Note that due to effects of initial and final
state radiation, the latter is not a very sensitive probe of

N

6.5 At determination

The analysis of time-dependent CP violation in decays
of neutral B mesons at the ete~ B Factories requires
measurement of the decay time difference At of the two
B mesons in the event (see Chapter 10). The procedures
to reconstruct the vertex of the ‘tagging’ B and extract
the decay time difference are described in (Tajima, 2004)
for Belle and (Aubert, 2001c, 2002a) for BABAR, to which
the reader is referred for details.

We denote the reconstructed B meson that decays to
the final state of interest as Bie.. We label the other B
meson by Bi.g, because its decay products are used to
determine the flavor of B, at At = 0. In an asymmet-
ric ete™ B Factory the determination of At is derived
from the measurement of the difference in the decay ver-
tex positions of Bye. and Byag along the boost axis, which
is approximately the z axis. Consequently, we talk about
the Az measurement and the Az to At conversion.

By far the dominant contribution to the resolution on
At is the Az resolution. For most analyses the latter is in
turn dominated by the Bi,g vertex resolution. The deter-
mination of the By vertex position is performed with a
standard vertex fit, as described above. The reconstruc-
tion of the By, vertex position is more complicated since
it requires the selection of the subset of tracks that directly
originate from the B, vertex.

6.5.1 Reconstruction of the By,, vertex

Figure 6.5.1 shows schematically the topology of an event
with the Bye. and By, decays. Since there are no other
particles in the event beside the two B mesons, all tracks
that are not associated to Biec, i.e. tracks from the rest
of the event (ROE), necessarily originate from the Biag
decay. However, a couple of experimental complications
make the reconstruction of the By,, vertex position non-
trivial. First, in only a small fraction of events, are all the
decay products of the Bi,, inside the acceptance of the
detector, hence a strategy based on a full reconstruction
is excluded.?!

y B,ec MOmentum

B,c daughters
B, Vertex ree 9
R
*

Beam spot o

.
—_ e

.
Production point T, -

%4, Biag vertex
Biag momentum
e
.
Az
<« Biyg tracks, Vos

Figure 6.5.1. Schematic view of the geometry in the yz plane
for a 7(4S) — BB decay. For fully reconstructed decay modes,
the line of flight of the Byag can be estimated from the (reverse)
momentum vector and the vertex position of Byec, and from
the beamspot position in the xy plane and the 1°(4S5) average
boost. Note that the scale in the y direction is substantially
magnified compared to that in the z direction. From (Aubert,
2002a).

Second, most Bi,; mesons decay to an open-charmed
particle with at least one additional vertex after a flight
length comparable to the decay length of a B meson. The
confusion in the assignment of the tracks between these
vertices biases the measurement of the B,, position and
degrades the Bi,g vertex resolution.

The strategy to select the optimal set of tracks is sim-
ilar in both experiments. First, from the tracks in the
ROE a subset is selected that satisfies requirements like a
minimum number of vertex detector hits and a maximum
transverse distance to the interaction region. Tracks from
reconstructed photon conversions and VO decays (a neu-
tral particle decaying into two charged tracks, for exam-
ple K& — mt77) are either removed or replaced with the
mother particle. Subsequently, all tracks are combined in
a single vertex using the interaction region as a constraint.
If the x2 of the vertex is larger than a certain criterion,
the worst track is removed and the vertex refitted. This
procedure is repeated until the criterion is satisfied or no
tracks are left. In BABAR the criterion is a maximum con-
tribution to the x? of 6 for each track, while in Belle the

21 Also the sum of branching fractions of decays used in typ-
ical full reconstruction, see Chapter 7, is small.
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criterion is a maximum vertex x2 of 20 per degree of free-
dom (since a track contributes two degrees of freedom, the
BABAR criterion is substantially tighter than the Belle cri-
terion). In Belle tracks that have been identified as high
pr leptons by the flavor tagging algorithm are always kept
since those have a large probability to originate from the
Biag vertex.

If the beamspot is used as a constraint in the By, ver-
tex reconstruction, even vertices with a single track can
be reconstructed. The experiments exploit the beamspot
differently. In Belle the constraint is an ellipsoid in the
2y plane, increased in size to account for the Bi,, trans-
verse motion, as explained in Section 6.4. This use of the
beamspot leads to a small bias that is proportional to the
Biag decay time and is treated as a systematic uncertainty.
In BABAR the By, direction and origin are reconstructed
with a vertex fit using the By vertex and momentum and
the calibrated beamspot position and 7°(4S) momentum.
This Biae ‘pseudo-particle’ is subsequently used as any
other track in the By, vertex reconstruction. The advan-
tage of this approach is that there is no bias due to the
beamspot constraint. However, it can only be applied to
analyses with a fully reconstructed Biec.

Since the By,g vertex has in general fewer tracks than
the Biec vertex and may be contaminated by D daughter
tracks, the Az resolution is dominated by the By, 2 po-
sition resolution. The latter is in the range 100 — 200 pum,
which has to be compared to a typical resolution of the
Biec vertex of 50 ym. As the total resolution is of the or-
der of the B mixing period, accurate knowledge of the
resolution is essential when At is used in maximum like-
lihood fits to extract the parameters for time-dependent
CP violation. The calibration of the so-called resolution
function is discussed below.

6.5.2 From vertex positions to At

To be sensitive to time-dependent CP violating effects the
vertex resolution must be sufficient to resolve the oscilla-
tions due to B°BY mixing in the decay time distribution.
Given a proper decay time ¢ and a momentum vector p,
the difference between the production and decay vertex
positions of a B meson is given by
pc

— ct

2 (6.5.1)

Ldecay — Lprod =
where we have explicitly included factors ¢ to express
momentum and mass in units of energy. At the 7°(45)
resonance the B momentum in the 7°(4S5) rest frame is
Py ~ 340 MeV/c. With a lifetime of 1.5ps, the BO decay
length in the 7'(45) frame is only ~ 30 pm, small com-
pared to the typical resolution of vertex detectors. This
is the main motivation for constructing an asymmetric B
Factory: the boost of the 7°(4S5) system increases the de-
cay length, making the measurement of the decay time
possible.

If the z-axis is chosen along the boost direction, the
experimental resolution on the B meson decay time dif-
ference is dominated by the resolution on the decay vertex
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z position. The displacement in z of one of the B mesons
is related to its proper decay time t by

Zdecay — Zprod = 7Y (a cosf+ BvV1+ a2) ct (6.5.2)

where v and 3 are the boost parameters from the 7°(45)
frame to the lab frame and 6 and a = plyc/mpc?® are the
polar angle and boost factor of the B in the 7°(45) frame.

Since no tracks originate from the production vertex,
the sensitivity to the decay time difference of the B mesons
comes mainly through the difference in the z positions of
the decay vertices. As the polar angles of the two B mesons
are exactly opposite, the difference in the z positions can
be expressed as

21—z = YOV 1+ alc(ti—ta)+yacosOc(ti+ta). (6.5.3)

If the small parameter o ~ 0.06 is ignored, one obtains
the well known approximation

At = Az/ypfe. (6.5.4)

This expression is used for all time-dependent analyses in
Belle and for those without a fully reconstructed Biec in
BABAR. The average value for the boost factor is 8y = 0.55
in BABAR and (v = 0.42 in Belle. It is calculated directly
from the beam energies and has a typical uncertainty of
0.1%. For a typical Az resolution of 100 um, the At res-
olution is 0.6 ps, a bit less than half the B lifetime and
small compared to the B? oscillation period of ~ 12.5ps.

Ignoring the second term in Eq. (6.5.3) leads to a
cosf and decay time dependent bias. If the detection ef-
ficiency is symmetric in cosf, the expectation value of
the bias is zero.?? Ignoring the acceptance and taking
P(cosf) oc 1—cos? 6, the RMS of this term is 2yacrgo /v/5,
or about 30 pm (taking (t1 + t2) ~ 27p0). Consequently,
its contribution to the resolution is small but not negligi-
ble.

In the case of a fully reconstructed B,.. the momentum
direction is measured with sufficient precision to correct
for the B momentum in the 7'(4S) frame. However, as can
be seen in Eq. (6.5.3) the correction depends on the sum of
the decay times, t1+t2, which can only be determined with
very poor resolution. BABAR has used the estimate t; +
to = Tp+|At| to correct for the measured B,e. momentum
direction and extract At from Eq. (6.5.3), giving

Az/c — yacosOTp

At =
v0B + syacos 6

(6.5.5)

where s is the sign of Az and terms quadratic in « have
been ignored. The distribution of the event-by-event dif-
ference between At computed with Eq. (6.5.4) and Eq.
(6.5.5) has an RMS of 0.20 ps. Therefore, for a typical
resolution of 0.6 ps, the cosf correction improves the At
resolution by about 5% (Aubert, 2002a).

Equation (6.5.5) is used for most B decays to hadronic
final states in BABAR, while Eq (6.5.4) is used for semi-
leptonic modes. In Belle the correction is not applied, but

22 Assuming that also the distribution ~of events is symmetric
in cos f, which is valid in the case of BB events.
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included in the resolution model. The contribution to the
resolution is computed on a per-event basis for fully recon-
structed final states and empirically parameterized from
simulated events for the semi-leptonic modes.

The time-dependent analysis of decays B® — K27
and B® — K979 is particularly challenging because there
are no tracks directly originating from the B,.. vertex. In
early analyses in BABAR (Aubert, 2004q), the Bie. vertex
position was estimated from the intersection of the tra-
jectories of one or both K g daughters with the beamspot.
The implementation was similar to the reconstruction of
Biag vertices with a single track and the standard Az to
At conversion (see above) was used. This method suffers
from a bias, small compared to the resolution, but irre-
ducible.

Eventually BABAR developed a third method that
makes use of a decay tree fit (Hulsbergen, 2005) which was
applied to a number of decays including B® — KYKJK?.
In this algorithm the decay time difference At is extracted
from a single vertex fit to the Y'(4S) — BB decay tree,
using all reconstructed particles associated with Bie. and
Biag and knowledge of the average interaction point and
7'(4S) momentum. The particles missing from the Biag
vertex are parameterized as a single unconstrained four-
vector at the Bi,s vertex. This algorithm maximally ex-
ploits all available information from reconstruction and
beam parameter calibration. It is interesting that it ob-
tains a competitive resolution only if a constraint on the
B decay time sum is applied. The latter is implemented
as a x2 constraint ¢, + t, = 275 with (RMS) uncertainty
V27 Note that this approach is similar but not identical
to the substitution t; +to = 75 + |At| applied in the ‘mo-
mentum corrected’ method described above. It has been
verified that such a constraint does not bias the At mea-
surement. However, since this method does not lead to
a significant improvement in resolution, it has only been
applied to studies of B® — K27 and alike.

6.5.3 At resolution function

To account for the finite decay time resolution the p.d.f.
describing the physical time evolution in a time-dependent
analysis is convolved with a resolution function which is
the response function that describes the distribution of the
observed decay time as a function of the true decay time
Atirue. To first order the resolution function is a Gaus-
sian function with zero mean and a width corresponding
to the average resolution. In practice, the deviations from
a Gaussian are important. The parameterization and cal-
ibration of the resolution function is described in detail
in Section 10.4. Here, we briefly emphasize features of the
vertex resolution that impact the At resolution in time-
dependent analyses.

The estimated uncertainty in the Bi., vertex z posi-
tion is a function of the number of tracks assigned to the
vertex and the direction and momentum of those tracks.
It differs substantially between events, leading to a large
variation in the estimated uncertainty on At, as shown in

1%} T D
g b) B’ = JNK!
S B’ > y(2S)K?
100 - Y2S)KS
% Ba"XclKg
2 B’ > K"
5
50 + * * i
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Gu (PS)

Figure 6.5.2. Distribution of event-by-event uncertainty on
At for the Jp K2, (25)K2, xc1 K2 and J/p K*© events. The
histogram corresponds to Monte Carlo simulation and the
points with error bars to BABAR data. From (Aubert, 2002a).

Fig. 6.5.2. The estimated event-by-event uncertainty on
At is denoted by oay.
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Figure 6.5.3. RMS of the 6t = At — Atirue distribution in
BABAR simulated events as a function of the estimated event-
by-event uncertainty in A¢. From (Aubert, 2002a).

To benefit statistically from this variation the esti-
mated uncertainty is used in the parameterization of the
resolution function. Fig. 6.5.3 shows the actual At resolu-
tion — defined as the RMS of the error distribution — in
simulated BABAR events as a function of the estimated un-
certainty oa¢. The linear correlation illustrates that oa;
is a good measure for the actual resolution, although a
scaling factor of approximately 1.1 must be applied to ob-
tain pulls with unit RMS. Therefore, the parameterization
of the resolution function typically uses a width that is
proportional to oas. The proportionality factor is derived
from the data.

The bias due to tracks from D daughters depends on
the direction of the D meson in the B rest frame: If the D
meson moves approximately perpendicular to the z axis,
the z positions of D and B vertices coincide and the bias
is small. Due to the boost of the D meson in the B frame,
in such events the D daughter trajectories also have a
relatively large angle with respect to the beam direction,
leading to a small vertex position uncertainty. It is for this
reason that both experiments observe that the bias from
D daughter tracks is roughly proportional to the per-event
estimated uncertainty on the By,, vertex z position, as il-
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Figure 6.5.4. Mean of the §t = At — Atgrue distribution in
BABAR simulated events as a function of the estimated event-
by-event uncertainty in At¢. From (Aubert, 2002a).

lustrated in Figure 6.5.4. Therefore, the parameterization
of the resolution function for B decays often also uses a
mean that is proportional to oa;.
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Chapter 7
B-meson reconstruction

Editors:
Paul Jackson (BABAR)
Anze Zupanc (Belle)

Additional section writers:
José Ocariz

The BABAR and Belle detectors were designed and
built to detect and reconstruct particles produced in ete™
collisions and their decay products. Particles with long
enough lifetimes or stable particles that deposit signals
in subdetectors which in turn allow the measurements of
their momenta or energies and consequently their four-
momenta (see Chapters 2 and 5 for more details) are: et,
uE, =, K+ p, B, v, and K9 and are commonly collec-
tively referred to as final state particles. Particles such as
B mesons and charm mesons decay inside the beam pipe
close to the interaction point. In order to study the proper-
ties of B mesons, or other short-lived particles, they must
first be reconstructed from their final state particles.

Reconstruction of B mesons proceeds via summing the
momenta of all final state particles to check for consis-
tency with specific exclusive B-meson decays. The goal is
to measure the four-momentum vector of a reconstructed
B meson, or to at least identify particles in an event aris-
ing from the same B meson. Candidates are identified by
utilizing discriminating variables sensitive to the B-meson
properties. The building of these candidates from their
final state particle momenta is referred to as exclusive
B-meson reconstruction or also full hadronic reconstruc-
tion and is described in detail in Section 7.1. Full recon-
struction of (semi-) leptonic B-meson decays is not possi-
ble because the neutrinos leave the detectors undetected
and hence the momentum they carry is not measured
directly. However, due to the experimental setup of B
Factories additional kinematic constraints can be applied
which allow us to infer the neutrino or semi-leptonically
decaying B-meson momentum indirectly. The constraints
and methods are described in more detail in Sections 7.2
and 7.4. As explained in Section 7.3 the unique kinematic
properties of B-meson decays to D** mesons permit a
partial reconstruction approach, without recourse to con-
straining the entirety of the B decay. As a consequence
the partial reconstruction efficiency of B mesons is much
higher than that achieved by more exclusive techniques.
The choice of the most suitable reconstruction method in
any given analysis depends on the studied decay mode and
the physics parameters of interest.

The rest of this chapter describes the methods — proce-
dures and main kinematical constraints — used by BABAR
and Belle to reconstruct and identify decays of B mesons.
In each subsection example B-meson decay modes are
used for illustration of the reconstruction procedures. The
techniques relevant to the reconstruction of charm, tau
and other events are described in other chapters.

7.1 Full hadronic B-meson reconstruction

In most of the analyses we wish to extract some physics pa-
rameters of interest for a given specific exclusive B-meson
decay mode, meaning that the entire B-meson decay chain
from intermediate particles to all final state particles is
reconstructed. For example, B® — D*~7t decays can be
reconstructed from final state particles produced in the
following exclusive decay chain:

BY - D xt
— DO~
— Ktg— 70

— 7. (7.1.1)

In exclusive reconstruction the reconstruction of the de-
cay chain proceeds from bottom up. First the selection
of tracks and clusters not associated with any track is
performed. The former are used to construct final state
charged particle candidates (i.e. to determine their four-
momentum vector), K + and 7 in the above example, and
the latter to construct photon candidates as described in
Chapter 2. In the next stages all decaying particles in the
decay chain are reconstructed: two photon candidates are
combined to form 7° meson candidates; D° candidates are
formed by combining K*, 7~ and 7n° candidates; D*~ by
pairing D° candidates from the previous level and a neg-
atively charged pion; and finally the D*~ and 7+ candi-
dates are combined to form the B° candidates. At each
stage the four-momentum of a decaying particle is given
by the sum of the four-momenta of its decay products
following the momentum conservation rule.

Not all combinations of two or more particles which
form the ‘mother’ particle candidates are correct. Wrong
combinations (or background candidates) can be roughly
divided into two categories:?3 combinatorial background
and physics background. Combinatorial background can-
didates are random combinations of particles which are
not produced in a decay of the same particle. For example,
in an event two 7 mesons are produced and both decay
into two photons. If all four photons are detected then six
different 7° candidates (two photon combinations) can be
reconstructed in total — two of them represent correctly re-
constructed ¥ mesons (signal candidates) while the other
four represent combinatorial background candidates. Sim-
ilarly, the B° candidate in our example can be a combi-
nation of correctly reconstructed D*~ and 7 candidates,
where the former originates from one B-meson decay and
the latter from the decay of the second B meson produced
in the same event. Another large source of combinatorial
background are events in which a light quark—anti-quark
pair is produced instead of a pair of B mesons — so called
continuum events (see Chapter 9). The ‘continuum’ back-
ground is usually the dominant background for rare B-
meson decay studies (decays of B mesons that do not
proceed through the dominant b — ¢ transition). Much
effort has therefore been invested in the development of

23 Background composition strongly depends on the studied
B-meson decay mode. Here only a general overview is given.
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Figure 7.1.1. Invariant mass distribution of D° candidates
reconstructed in K~ n 7 (left) and D** — D° mass difference
for D** candidates reconstructed in D°7+ and D° in K~ n*7°
decay modes (right) in simulated events. The correctly recon-
structed D° (D**) candidates peak at the nominal D° mass
(D** — D° mass difference) indicated by vertical dashed lines.
Full histograms show the contribution of background candi-
dates. The signal regions are indicated by the two vertical lines.

continuum suppression techniques. They are described in
detail in Chapter 9.

The physics background originates from specific B-
meson decays to final states which can be easily misiden-
tified as the final state under study. For example, consider
the charmless Bt — KTr~n" decays. The same or a
very similar final state can also be achieved in many other
B-meson decays, like for example: the Bt — Dt —
K7~ 7% decay chain leads to the same final state; BT —
Dzt — K*K—nt and Bt — K*Jiy — Kty ut,
where in the former case the K~ from the D° decay is
mis-identified as 7~ and in the latter the two muons as
pions, respectively; Bt — D7t — K*x—7t7z0, Bt —
Dt — Ktr—atn% and BT — Kty — Ktn—nt~y de-
cays have four-body final states but can still contaminate
signal candidates when the 7° or 7 are not reconstructed.
Physics backgrounds are potentially more dangerous than
combinatorial background because their distributions of-
ten peak around same values as distributions of the signal
decay mode.

In the rest of this section most commonly used kine-
matical constraints which can help to reduce the contribu-
tion of combinatorial as well as physics backgrounds are
discussed.

7.1.1 Kinematical discrimination of B mesons
7.1.1.1 Invariant mass and mass difference

In the case of B-meson decays via intermediate resonances,
as shown in Equation (7.1.1), the most straightforward
way to suppress the contribution of combinatorial back-
ground is to select only candidates populating the regions
around the nominal masses (signal regions) of the decay-
ing particles in the invariant mass distributions. Figure
7.1.1 shows for example the invariant mass distribution of
DO candidates reconstructed in the K~ 7t 7% decay mode
(charge conjugation is implied). In this example a clear

@ Springer

signal peak is visible over the smooth contribution of com-
binatorial background candidates. By selecting candidates
that populate the signal region, indicated by two vertical
lines, large amounts of combinatorial background are re-
jected while retaining almost all signal D° candidates. The
signal region varies for different particles and even for the
same particle reconstructed in different decay modes. In
general, the invariant mass distribution of signal candi-
dates is given by a convolution of the particle’s true line-
shape (usually a relativistic Breit-Wigner) and a detector
resolution (usually described by the Gaussian function)
stemming from the experimental uncertainty in the deter-
mination of momenta of the particle’s decay products. It
therefore depends on the resolution achieved in a given
decay mode and the natural width of the reconstructed
particle, if it’s comparable or larger to the resolution. In
case of D° mesons the natural width is negligible com-
pared to the detector resolution which ranges from around
5-6 MeV/c? in decay modes to charged final state par-
ticles only (e.g. K=o, K~nTwT7~) and up to around
12 MeV/c? in decay modes with one neutral pion. Com-
posite particles whose natural width is much larger than
the invariant mass resolution are for example K*(892) and
p(770) with natural widths around 50 and 150 MeV/c?,
respectively.

In the example B-meson decay the D*T mesons are re-
constructed in the D7 decay mode. The energy release
in the D** — DOt decay is very small (The D** mass
is only about 6 MeV/c? above the D7 threshold). The
D*t momentum measurement is dominated by the DY
momentum. The pion has low momentum, whose magni-
tude and direction are well measured. Therefore, most of
the uncertainty in the D*’s momentum results from the
measurement resolution of the D° momentum. This in-
troduces a correlation between the measured D° and D*
invariant masses. Due to this correlation, the experimen-
tal smearing of the D° momentum (partly) cancels in the
D*+ — DY mass difference, Am = m(D*T) —m(D°). The
mass difference has a much better resolution and discrimi-
nates more effectively between signal D** and background
than the D** invariant mass. Figure 7.1.1 shows the mass
difference distribution for D** — D%t decays, where
the DO is reconstructed in the K~777° mode. As can be
seen the mass difference is about an order of magnitude
better resolved than the mass of the DY. The mass differ-
ence is commonly used to discriminate between the signal
and background for particles reconstructed from compos-
ite particles with small energy released in the decay; apart
from D* mesons, such cases include also excited charm
baryons decaying to A., charmonium(-like) states decay-
ing to J/v, etc.

Kinematic fitting can improve the momentum (invari-
ant mass) resolution of reconstructed particles and there-
fore also the signal and background discrimination. Details
of kinematic fitting and performance improvements that
can be achieved are described in Chapter 6.



Eur. Phys. J. C (2014) 74:3026

Page 85 of 928

3026

7.1.1.2 Energy difference AE and beam-energy substituted
mass Mmgs

In principle, the invariant mass of B mesons could also
be used to distinguish between signal and background B-
meson candidates. However, as it will be explained in what
follows, the experimental setup of the B Factories allows
one to set additional kinematical constraints which im-
prove the knowledge of the B-meson’s momentum and
hence allow for better signal and background discrimina-
tion.

The 7'(4S) decays in two same-mass particles, B and
B, thus imposing two constraints in the CM frame. If the
B meson is correctly reconstructed, the energy of its decay
products has to be equal to half the CM energy or equal
to the beam energy in the 7(45) rest frame,?* and its
reconstructed mass has to be equal to that of the B meson:

= Egeam = \/g/27

Myrec = MB-

*
ETEC

(7.1.2)
(7.1.3)

In order to exploit the specifics of B-meson decay kine-
matics, two variables are defined, the beam-energy substi-
tuted mass, mgs, and the energy difference, AFE. They
together exploit in an optimal way the information con-
tained in the equations above.

The energy difference AFE can be expressed in a
Lorentz-invariant form as

AE = (2qpqo — s) /2V/s,

where /s = 2E}_ . is the total energy of the ete™ system
in the CM frame, and ¢g and g = (Fo, po) are the Lorentz
four-vectors representing the energy-momentum of the B
candidate and of the ete™ system, gy = ¢.+ + q.—. In the

CM frame, AFE takes the more familiar form

(7.1.4)

AE = E5 — E}oms (7.1.5)
where E7; is the reconstructed energy of the B meson.
The uncertainty of AFE originates from the error in the
B-meson energy measurement, O'%v%, and the beam energy

spread, 0%*

beam

OAE = Oy, + 05 . (7.1.6)
The AFE resolution receives a sizable contribution from
the beam energy spread, but is generally dominated by
detector energy resolution (this being the dominant term
for modes involving photons). Figure 7.1.2 (a and b) shows
the AE distributions for two cases: Bt — K2n+, K2 —
atr~ and BY — K*7°% 7% — ~v. A clear difference in
the AF resolution is seen between decay modes with and
without photons in the final state. The long tail at low
AE for the B® — K*70 signals comes from the photon
shower leakage in the calorimeter crystals.

The measurement error Ry, receives contributions
from the errors in the absolute values of the momenta

24 All quantities with a star symbol (%) are estimated in the
CM frame unless otherwise stated.

0 130000 F
v (@) Q
— - —
550000 4525000
c C
(0] L (0]
40000 20000
30000 - 15000
20000 |- 10000
10000 5000
.
%3 02 %3
n 1180000 F
()
60000 F (c) 70000 |- (d)
= c
50000 |- 60000 [
(0] (0]
40000 |- 50000
40000 [
30000 |-
30000 [
20000 |-
20000 [
woof 10000 oo rerscrerereeesseenneeeesseees
1 1 1 1 N 1 1 1
%2 522 522 52 528 53 %2 522 522 52, 528 53

mge(GeV/c?) m_(GeV/c?)

Figure 7.1.2. The AE and mgs distributions for (a and c)
BT — Kg%r" and (b and d) Bt — K*x°. Solid line his-
tograms are signal events generated using GEANT Monte Carlo
and dotted histograms are from the continuum MC. The signal
resolution in AF is much worse for BT — K17°, due to the
neutral pion present in the final state, but the difference is less
pronounced in mgs as explained in the text.

of the decay products. The momenta of the B-meson de-
cay products can be combined in a second variable that
is only weakly correlated to AFE. This is possible if the
variable depends on the small three-momentum of the B
meson to which the larger momenta of the B decay prod-
ucts contribute with opposing signs in the CM frame. The
pioneering experiments invented for this purpose a beam-
energy constrained mass. While ARGUS did actually a
fit of the B-meson four momentum with the B-meson
energy constrained to the beam energy, CLEO used a
simpler approach adopted also at Belle, substituting the
B energy with the beam energy, which is what we call
the beam-energy substituted mass or beam-energy con-
strained mass?®

CLEO __ _ *2 *2
mgs = Mbe = \ Ebeam —PB>

where pp; is the CM momentum of the B meson, derived
from the momenta of their decay products, and the B-
meson energy is substituted by E}__ .

The idea behind AFE is different and complementary
to that of mgs. Whereas the latter is by construction in-
dependent of the mass hypothesis for each of the particles,
AFE depends strongly on them. If, for example, a kaon is
misidentified as a pion, its energy, and consequently that
of the B candidate, will be smaller than its true energy.
The event then will be shifted towards negative values of
AFE. In contrast, the distribution for signal events peaks

(7.1.7)

25 Since only the three-momentum of the B-meson candidate
is used, this quantity is not Lorentz-invariant.
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at zero as expected, making AFE especially helpful for dis-
criminating from physics background events involving mis-
identification. On the other hand, mgg will not change if
a particle is misidentified, leading to peaking background
from true B decays with incorrectly assigned particle iden-
tities.

While this is true for symmetric-energy ete™ collid-
ers operating at the Y(4S) (such as CLEQO), where the
laboratory system and the CM system are identical, it
does not hold for the asymmetric B Factories. The B mo-
mentum vector can only be boosted to the CM frame af-
ter masses have been assigned, and the result depends on
these mass assignments, although much weaker than for
AE. To strictly keep mass independence, BABAR is using a
modified variable, which makes use of the three-momenta
in the laboratory system and of the beam energy in the
CM system:

mEs = \/(5/2 +pppo)’ /E2 - p%. (7.1.8)
where (Ey, po) is the four-momentum of the CM system in
the laboratory. This definition is identical with Eq. (7.1.7)
if the laboratory system is the CM system, i.e., at a
symmetric-energy collider. But due to the weak mass de-
pendence, the behavior of mgs and my. are largely the
same even at asymmetric colliders and therefore through-
out this book the common notation mgg will be used for
both of them. When presenting beam-energy substituted
mass or beam-energy constrained mass distributions the
reader should keep in mind that Belle uses the definition
given in Eq. (7.1.7) while BABAR uses the definition given
in Eq. (7.1.8).26

To appreciate this subtlety, we approximate mgg =~
My, where the approximation arises from the uncertainty
in the B momentum measurement (boosted to the CM

frame), 012,;3, and the beam energy spread, (TQEg

ps

2 2 B 2
o ~o Olx .
mes Efom + <mB> Ph

eam

(7.1.9)

As the B mesons are almost at rest in the CM frame,
py/mp ~ 0.06, the second term in the above equation
gets small and the resolution in mgg is dominated by
the spread in the beam energy. This is illustrated in Fig-
ure 7.1.2 (¢ and d) which shows the mpg distributions
for BT — K9r" and BT — K*7% The signal resolu-
tion in mgg is much less affected by the uncertainty in
the measured B-meson four-momentum compared to AFE.
For signal events, mgg yields the mass of the B meson and
shows a clean peak. For continuum events, composed of
light quarks, the only way of reaching the B rest mass
is by artificially associating random particles. As a conse-
quence, their distribution displays a slowly varying shape,
as expected from their combinatorial nature.

The mgs resolution is around 3 MeV/c? when no neu-
tral particles contribute to the final state. The resolution

26 As to any rule there is also an exception to this one: In the
measurement reported by Belle in Abe (2001f) the definition
Eq. (7.1.8) is used.
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for AF more strongly depends on the B-meson decay
mode: it is much larger for low mass final states such as
atm~ (Lees (2013b) quotes oap ~ 29 MeV) than for
high mass final states such as D) D®) K (del Amo San-
chez (2011e) quotes oo g between 6 and 14 MeV for modes
with zero or one D*? meson in the final state).

The energy difference and beam substituted mass, de-
fined in Egs (7.1.5) and (7.1.8), exploit optimally the kine-
matical constraints from the 7°(45) decay to two B mesons.
A small correlation between the AE and mgg variables fol-
lows from their common inputs — the beam energy, mea-
sured momentum of charged particles and energy of neu-
trals. The correlation from the energy measurement be-
comes severe if the final state particles contain high energy
photons, as shown in the top scatter plot in Figure 7.1.3.
The correlation coefficient is +18% for mgs and AFE in
Bt — K*70 The correlation can be reduced by calcu-
lating mgg after modifying the magnitude of the 7% mo-
mentum but retaining its direction to constrain the recon-
structed B energy to be the beam energy.?” The bottom
scatter plot in Figure 7.1.3 shows that the correlation be-
tween the modified mgs and AFE is reduced and the corre-
sponding correlation coefficient is —4% (Duh, 2012). This
technique is found useful only for two-body B decays with
a hard photon, 7° or  — 7y meson in the final state. For
other B decays with soft photons only, the modified mgg
has similar distribution as that of mgs because the mgg
resolution is dominated by the beam-energy spread. Fur-
thermore, the modification does not artificially create an
enhancement in mgg for the continuum background.

For final states with heavy particles, in particular B
decays to baryons, the correlation becomes strong since
the beam energy spread op;  dominates in both vari-
ables. The difference between the mean beam energy used
in the calculation of AE and mgs and the true beam en-
ergy of the event is the same, hence this contribution alone
would lead to 100% correlation. Therefore, in these analy-
ses other pairs of variables are preferred. If AF is replaced
by the invariant mass

mp = \/E% — p%

of the reconstructed B candidate, this variable will not de-
pend on the beam energy at all and the correlation with
mps becomes again very small, as shown in Fig. 7.1.4: dis-
tributions from simulated events B® — Afprtn~ in AE
vs mgg with a correlation coefficient of —29% compared to
mp vs mgs with a correlation coefficient of (—2.3£0.5)%
(Lees, 2013h).

(7.1.10)

27 In the calculation of the modified mgs (using Eq. 7.1.7)
the momentum of the B meson given as pg = pr+ + pro is

replaced with pp = py+ + \/(Egeam — Ep+)? — M2, - 2a°

w0 p_ol’
. . 0 .
where Mo is the nominal mass of 7°, and pg+ (p,o) is the
measured K+ (7°) momentum.
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Figure 7.1.3. The AFE vs mgs (= muc) distributions for the
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7.1.1.3 Signal yield extraction

After the reconstruction and selection of a specific exclu-
sive B-meson decay is performed the next step is to de-
termine the number of correctly reconstructed B-meson
candidates. Most often the signal yield is extracted by per-
forming an extended maximum likelihood fit to the two di-
mensional AE-mgg distribution. In studies in which there
is negligible correlation between the two variables the dis-
tribution of events can be modeled by a product of two
one dimensional probability density functions. The AF
and mgg distributions of signal B-meson candidates are
often modeled with a Gaussian function (or sum of two
or more Gaussian functions). The background candidates
are modeled in mgg with an empirical function introduced
by the ARGUS collaboration (Albrecht et al., 1990a):

Argus(mgs|minr, ¢) = mes

exp

where myy, represents the endpoint in mgg distribution
and c is a free shape parameter. Background in AF is

-
525 5255 526 5265 527 5275 528 5285 529 5295 5.3

Mg (GeV/cz)

5.0 BT S s e e e
525 5255 526 5.265 527 5.275 5.8 529 5295 59

my (GeV/c?)

Figure 7.1.4. Distributions from B° — Afprntn~ events
(Monte Carlo). The top plot is for AE vs mgs showing a
strong correlation, and the bottom is for the invariant mass
mp vs mgs which is only weakly correlated through measure-
ment errors. BABAR internal, from the Lees (2013h) analysis.

usually modeled with a polynomial function. The choice of
signal and background models given above is very general
and depends on the properties of the studied decay mode
and background composition. The models used in specific
studies are provided in relevant sections and details about
maximum likelihood fitting are provided in Chapter 11.

7.2 Semileptonic B-meson reconstruction

Analyses of B-meson decay modes containing leptons pre-
sent one of the richest means of extracting information
about the CKM matrix, along with an understanding of
properties of the b quark bound in a meson. These probes
are used in a variety of final states where the measurement
strategy can be more or less inclusive. Decays of the form:
B — X/{v, are used to measure |Ve|, |V and to extract
branching fractions of B transitions to charm-type and
up-type mesons. For semileptonic decays involving charm
states (denoted B — X fv), the final state can be recon-
structed from the particles produced in a typical exclusive
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Figure 7.2.1. The cos 0p,p=, distribution for B° = D* ety
decays (Dungel, 2010). The points with error bars are data and
full histograms are, top to bottom, the signal component and
different types of background. Signal decays are constrained to
lie in the interval (—1, 1), while background decays populate a
much wider region.

decay chain:

B — D* ¢ty
s D7~
— Ktn= 70
— 7. (7.2.1)

The reconstruction of the decay chain proceeds from
the identification of the charged lepton. In tandem with
this, the reconstruction of a D meson occurs, most com-
monly a suitable ground state neutral or charged meson
(DY, D°, D, D™). This ground state D meson may then
be combined with soft a 7% or ¥ in an attempt to form
a D** or D*0. A tight constraint on Am is applied to ev-
idence such transitions. Higher resonant states of charm
mesons (e.g. D**) are usually examined in a combination
of angular and mass distributions.

Under the assumption that the neutrino is the only
missing particle, the cosine of the angle between the in-
ferred direction of the reconstructed B and that of the
D™{ system is

* * 2 2
2EGE ]y —mp —Mph,

T , (7.2.2)
2|PB||PD<*)5|

COS OB,D(*)[ =

where E}; is half of the CM energy and |p};|is \/Ej* — m%.

The quantities Ei;(*)l’ pg(*)e and mp), are calculated

from the reconstructed D™)¢ system. This cosine is also
a powerful discriminator between signal and background:
signal events should strictly lie in the interval (—1,1), al-
though — due to finite detector resolution — about 5% of
the signal is reconstructed outside this interval. The back-
ground on the other hand does not have this restriction
and populates a much wider region (see Fig. 7.2.1).

The experimental techniques used in reconstruction of
semileptonic B-meson decays are described in more details
in Section 17.1.1.3.
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7.3 Partial B-meson reconstruction

The term partial reconstruction refers to a reconstruction
technique in which not all of the final state particles are
required to be detected and identified, as is the case in ex-
clusive (full) reconstruction described in Section 7.1. Par-
tial reconstruction of the B meson can therefore result in
substantially larger efficiency, albeit with reduced purity
resulting from higher backgrounds.

BABAR and Belle use the partial reconstruction tech-
nique mainly in time-dependent studies of B — D*~ X+
(where X represents some hadronic state like 7, p or D)
and B — D*~¢*y, decays. In these measurements the
B mesons are reconstructed using only the hadronic state
X (or charged lepton) and the soft pion from the D*~ —
D7~ decay. The D° decay is not reconstructed which in-
creases the acceptance.

The remainder of this section describes the kinematic
constraints and variables used to distinguish between par-
tially reconstructed signal and background B® — D*~ X+
and B® — D*~ (%, candidates. Physics use cases are de-
scribed in Sections 17.5 and 17.8.

7.3.1 B — D*£X decays

The partial reconstruction technique was originally ap-
plied by CLEO (Brandenburg et al., 1998; Giles et al.,
1984) to

B? — D*77r?

— 507"5_

(7.3.1)

decays, where 7y and m, are referred to as “fast” and
“slow” pions, respectively. BABAR and Belle applied this
technique to generic B — D** X decays. In principle, X
may be any single-particle state (e.g. m, p, D, Dg*)) as
long as it can be exclusively reconstructed. For simplicity
the discussion is restricted only to B — D**r decays.
In this mode the D** meson is created in a helicity zero
state and the characteristic angular distributions of the
D*T decay products (see Chapter 12 for more details) can
be exploited for background suppression.

7.3.1.1 Kinematic Variables

The decay chain given in Eq. (7.3.1) involves 5 particles
(BY, D*, D° 7, and my), each determined by it’s four-
momentum. There are thus 20 parameters in total which
describe the entire decay chain. The experimentally mea-
sured inputs to the partial reconstruction are only the
three-momenta of the fast and slow pion, p,, and py,
respectively. In principle, it is possible to determine all
five four-momenta from the measured p,, and p, using
energy-momentum conservation in the B® and D* decays
(8 constraints), the known particle masses of BY, D*~,
D, 7y and 7 (5 constraints), and the fact that the en-
ergy of the B® in the CM frame is equal to the half of
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the beam energy (1 constraint). However, since the B-
meson mass and the beam-energy constraints are imposed
to determine the B-meson four-momentum the signal and
background B-meson candidates cannot be separated by
kinematic variables used in exclusive studies, like AE and
mpgs given in Eqs (7.1.5) and (7.1.8), respectively. Instead,
variables which can be used to identify signal events from
the decay kinematics are utilized. Many different possible
kinematic variables have been used in analyses of partially
reconstructed B® — D*r decays performed by BABAR and
Belle.

The measured?® p, ; and p; represent six independent
variables which can be used to distinguish signal events
from background. Consider three of these as pr, in spher-
ical polar coordinates: magnitude (pr,), polar (6,,) and
azimuthal (¢r,) angle. Since the fast pion has no pre-
ferred direction (distribution of signal decays is uniform
in 0, and ¢, ), only the magnitude, py ,, is useful. Signal
decays are uniformly distributed within a small window
in pr,, smeared by the B° momentum in the CM frame,
as the fast pion is mono-energetic in the B rest frame.
Background events are distributed predominantly outside
this window. The three remaining degrees of freedom can
be considered as the magnitude of the slow pion momen-
tum, p,_, the angle between the slow pion direction and
the opposite of the fast pion direction, df,, and the az-
imuthal angle of the slow pion direction around the fast
pion direction. The last of these three provides no useful
information. The cosdss peaks sharply at +1 for signal,
as the slow pion follows the D* direction due to the small
energy released in the D* decay, while the background
events populate the entire physical region. Instead of the
slow pion magnitude the cosine of the angle between the
slow pion direction in D* rest frame and the D* direction
in CM frame, cos O, is used since the former is correlated
with the pr, for signal events, while the latter is not. For
partially reconstructed D*m events the cos 0y, is given by

1 <E7TgED* — EX mp«
cos Oy = : =

. PD*YD*

Ts

- 5D*E;S> )
(7.3.2)

where the energy and magnitude of the D* momentum

are given by Ep« = Ep — /|px,|* + m2, and pp- =
VE%. —m3., respectively, and yp« = Ep+/mp- and
Bp+ = \/1—1/7%.. The B-meson energy is taken to be
half of the CM energy, Ep = +/s/2. The quantities de-
noted with asterisks in the above equation are calculated
in the D* rest frame. The distribution for signal events
in cosfpe is proportional to cos? fye, as the B® — D*r
decay is a pseudoscalar to vector pseudoscalar transition.
The cos Oy is calculated using kinematic constraints valid
only for signal decays so the background events can popu-
late also the unphysical region | cos Onel| > 1. Figure 7.3.1
illustrates the discriminating power of the pr,, cosdy,
and cos Oy, kinematic variables for partially reconstructed
BY — D*~ 7T decays (Ronga, 2006).

28 All momenta in the partial reconstruction section are eval-
uated in the CM frame unless stated otherwise.
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Figure 7.3.1. The pr, (top), cosdys (middle), and cos Oyel
(bottom) distributions of partially reconstructed D*7 candi-
dates showing selection regions (left) and signal region (right).
The arrows indicate the borders of the signal region. Points
with error bars show the observed data distribution, while the
empty histograms show the distribution of signal D*7 can-
didates, and the hatched histograms show the contributions
of background candidates originating from different sources
(Ronga, 2006).

In quite few measurements, the cosds, variable is re-
placed by the ‘missing mass’,2? my;ss, which should be
equal to the D° meson mass for signal B — D*r de-
cays. The four-momentum of the missing D°, ppo, can
be obtained from the four-momentum conservation in the
decay of the B® and D*. The magnitude of the B-meson
momentum in the CM frame, pp, is given by the known
B-meson energy, Fg = /s/2, and the known B-meson
mass: pg = \/E% —m%. From the angle between the B

and 7y, given by,

2 2 2
mp+mi: —mp.: —2EpFE;,

2po7rf

coslpr, =

. (7.3.3)

and the measured slow and fast pion momenta, the B
four-momentum may be calculated up to an unknown az-
imuthal angle ¢ around pr,. Depending on the value of

29 The variables Mmiss and cos d ts are strongly correlated.
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Figure 7.3.2. The mmiss distributions. The curves show, from
bottom to top, the cumulative contributions of continuum,
peaking BB, combinatorial BB, and B — D*~p* back-
ground, and B® — D*~x" signal events (Aubert, 2004p).

¢, the expected D° momentum can then be calculated as

Ppo(9) = my + (pr; +pr.)* — 2Bp(Ex, + Ex,)
+2pBPr; 08 Opr; + 2DBPr, €08 OBy, cos Oy
+2pppr, sin QBﬂf sin 6y, cos ¢. (7.34)

The ¢-dependent missing mass is then calculated as, m(¢) =

\/P3o (). The value of ¢ is not constrained by kinemat-

ics and may be chosen arbitrarily: BABAR defines in Au-
bert (2004p) the missing mass for partially reconstructed
BY — D*~at decays to be Mmiss = 3[Mmax + Mmin],
where mmax and Mmmpyi, are the maximum and minimum
values of m(¢), while in analysis of partially reconstructed
B® — D**D*~ decays BABAR chooses the value for which
cos¢ = 0.62, which is the median of the correspond-
ing Monte Carlo distribution for signal events obtained
using generated momenta, and defines the missing mass
Mimiss = Mmiss (€08 ¢ = 0.62) (Lees, 2012k). For signal can-
didates, the mpiss variable peaks at the nominal D° mass
mpo, with a spread of about 3 MeV/c?, while the back-
ground is smoothly distributed, dropping off just above
the D mass due to lack of phase space. The distribution
of Mmiss for partially reconstructed B® — D*~ 7T decays
is shown in Fig. 7.3.2 (Aubert, 2004p).

7.3.2 B — D*T ¢, decays

The partial reconstruction technique of semileptonic
BY — D* (ty,

— EOTF;

(7.3.5)

decays was first applied by ARGUS (Albrecht et al., 1987a,
1994a) and later used by other experiments, including
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BABAR and Belle. The signal events are selected using only
the charged lepton from the B® decay and the slow pion
from the D* decay. Due to the undetected neutrino in the
final state, the kinematics of these decays differ from the
partial reconstruction of hadronic B — D**X decays.

As a consequence of the limited phase space available
in the D* decay, the slow pion is emitted within a one-
radian wide cone centered about the D* direction in 1°(4S5)
rest frame. The D* four-momentum can therefore be com-
puted by approximating its direction as that of the slow
pion, and parameterizing its momentum as a linear3° func-
tion of the slow pion’s momentum, p,_:

pp+ = o+ Bpr,, (7.3.6)
Ep+ = \/p}. + mi,., (7.3.7)

where the offset and slope parameters « and 3 are taken
from the simulation. The approximations used in the de-
termination of the D* four-momentum result in an un-
certainty in the D* energy of about 400 MeV. The miss-
ing momentum carried by the neutrino is then given by
energy-momentum conservation in the B — D*{v, decays

Pv =PB — PD* — Pe-

One requires knowledge of the B-meson four-momentum,
pB, to solve this equation. The direction of the motion
of the B is not known, but it’s momentum is sufficiently
small (on average 0.34 GeV/c) compared to the typical
values of the magnitudes of lepton and D* momenta so
that the three-momentum of the B meson can be set to
zero. The neutrino invariant mass can then be computed
as

M? =

v

(£

2
5~ Ep- — Ee) —(pp- +p0)°,  (7.3.8)

where the energy of the B meson is taken to be half of the
CM energy. Figure 7.3.3 shows the distribution of partially
reconstructed B® — D*~¢*y, decays (¢ combinations)
from Aubert (2006s). The signal events produce a promi-
nent peak at M2 ~ 0 with spread around 0.850 GeV?/c*
while background events are distributed in a wide range,
dropping sharply to zero where there is a lack of phase
space.

7.4 Recoil B-meson reconstruction

B-meson decays to a final state with one or more neu-
trinos offer very little or even no kinematic constraints
which are usually exploited in B decay searches in order
to distinguish these decays from continuum and BB back-
grounds, as described in Sections 7.1 and 7.3 and Chapter
9. Prominent examples of such decays are:

B® — vy,
BT — KTup,
B — D~ (T,

30 BABAR uses in (Aubert, 2006s) a third order polynomial.
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Figure 7.3.3. M2 distribution for right-charge, 77, (top)
and wrong-charge, (73, (bottom) events. The points corre-
spond to on resonance data. The distributions of continuum
events (dark histogram), obtained from luminosity-rescaled off-
resonance events, and BB combinatorial background events
(hatched area), obtained from the simulation, are overlaid.
Monte Carlo events are normalized to the difference between
on-resonance and rescaled off peak data in the region M2 <
—4.5GeV?/c* (Aubert, 2006s).

The above decays cannot be measured by reconstructing
all the decay products since the neutrinos cannot be de-
tected in detectors like BABAR and Belle. A different ap-
proach is taken instead, which is referred to as recoil B-
meson reconstruction and is described in detail in the rest
of this subsection. Herein, specific reference will be made
to the searches for above example decays, to elucidate the
necessity of the recoil method, although the techniques of
studying the system recoiling against a reconstructed B
meson, referred to as the “tag”-B (Biag>!), can be applied
to any analysis. The full list of measurements utilizing the
recoil method performed by BABAR and Belle is given in
Table 7.4.1.

Several different approaches are used in the recoil B-
meson reconstruction technique. These can be separated
according to the method used to reconstruct the decay
of the B meson accompanying the signal B-meson decay.
The accompanying B meson can be reconstructed either
inclusively or exclusively. In the exclusive reconstruction
the accompanying B meson is reconstructed in several spe-
cific decay modes. It is further divided into the hadronic
and semileptonic reconstruction, depending whether the
decay modes used are hadronic or semileptonic, respec-

31 The same notation, Byag, is also used in Chapter 8 where
it represents a flavor tagged B-meson.

Table 7.4.1. List of measurements performed by BABAR and
Belle using the B recoil techniques.

Hadronic Biag

B — X, v (Bizjak, 2005; Urquijo, 2010)
(Aubert, 2008ac)

B — X v (Schwanda, 2007; Urquijo, 2007)
(Aubert, 2010c,e)

B — DYWry (Abe, 2005d)

B — D*"{lv (Liventsev, 2008)
(Aubert, 2007z, 2008s)

B — wlv (Aubert, 2006r)

B — Xsv (Aubert, 2008q)

B — v (Adachi, 2012b; Tkado, 2006)
(Aubert, 2005ae, 2008c; Lees, 2013a)

B — h®up (Chen, 2007b)

(Aubert, 2008an)

B — invisible (Hsu, 2012)

B — D%y, (Aubert, 2008h,y, 2010e)

B — D% 1y, (Aubert, 2008al; Lees, 2012¢)

B — Ktp (Aubert, 2007au)

B — i1 /Lty (Aubert, 2008az)

B—rTT (Aubert, 2006b)
Semileptonic Biag

B — Kvv (Aubert, 2005b, 2008an)

(del Amo Sanchez, 2010p)

B — invisible (+7v) (Aubert, 2004y)

B — wlv (Hokuue, 2007)
B — ply (Hokuue, 2007)
B— v (Hara, 2010)
(Aubert, 2005ae, 2006a, 2007a, 2010a)
B — lv (Aubert, 2010a)
Inclusive Biag
B — D%ty (Bozek, 2010; Matyja, 2007)

B — DKy, (Stypula, 2012)

tively. In the inclusive reconstruction all detected particles
which are not assigned to the signal B-meson are used to
reconstruct the accompanying B-meson, without testing
whether the assigned particles are consistent with a spe-
cific B-meson decay chain. In all cases the recoil B-meson
reconstruction relies on the following unique properties of
experimental setup of the B Factories (see Chapters 1 and
2 for more details):

— the BB pairs are produced without any additional par-
ticles,

— the detectors enclose the interaction region almost her-
metically,

— the collision energy (or initial state energy) is precisely
known.

The most commonly used strategy in the recoil B-
meson reconstruction is to reconstruct exclusively the de-
cay of one of the B mesons (Biag) in the event. The re-
maining particle(s) in the event (detected as tracks or
energy deposits in the calorimeter) must therefore orig-
inate from the other B-meson decay, referred to as the
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Figure 7.4.1. The Eextra(= Frcr) distribution of simulated
signal and background events. Belle internal, from the BT —
7Tv, Adachi (2012Db) analysis.

“recoil”’-B (Brecoil) or “signal”’-B (Bsg),3? and are com-
pared with the signature expected for the signal mode. In
studies of the example decay, BY — K Tv¥ the presence of
exactly one charged track (positively identified as a kaon)
not used in the reconstruction of the By,, is required. An
additional powerful variable which allows for separation
of signal and background is the remaining energy in the
calorimeter, denoted as Feya at BABAR or as Egcp, at
Belle. It is defined as the sum of the energy deposits in
the calorimeter that cannot be directly associated with the
reconstructed daughters of the By, or the Byecoil- Figure
7.4.1 shows a typical distribution of simulated signal and
background events. For signal events (e.g. example decays
given in beginning of this subsection), Eextra must be ei-
ther zero or a small value arising from beam background
hits and detector noise, since neutrinos do not loose any
energy in the calorimeter. On the other hand, background
events are distributed toward higher Foyn due to the
contribution from additional clusters, produced by unas-
signed tracks and neutrals from the mis-reconstructed tag
and recoil B mesons. For signal B-meson decays to a fi-
nal state with only one neutrino (like the example de-
cay B — D~ ly;) where the By is reconstructed in a
hadronic decay mode, the neutrino momentum can be in-
ferred using the momentum conservation relation from the
measured momenta of By,e, D™ and ¢, and known initial
state: p,, = pe— +Pet —PB,., —Pp- —Pe¢- This allows for the
construction of a powerful kinematic constraint — missing
mass squared, defined as MM? = |p,|?, which peaks at
the neutrino mass (M M? = 0) for correctly reconstructed
events.

In studies of B-meson decay modes using the exclusive
recoil B-meson reconstruction technique the number of
reconstructed signal decays is linearly proportional to the
efficiency of the Bi,, reconstruction, which is given by

€Btag :Z&‘f[)’f, (7.4.1)
f

32 The terms used for this B meson in the various BABAR and
Belle papers are not consistent. Elsewhere in this book we use
the term Big.
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and the sum runs over the B-meson decays to the exclu-
sively reconstructed final states f. The ¢ are the corre-
sponding reconstruction efficiencies and the By are the
branching fractions of the B — f decays. In order to
achieve as high efficiency as possible a large number of
B-meson decay modes are used for the By,, reconstruc-
tion. On the quark level B mesons decay dominantly via
b — €W transitions, where the virtual W materializes ei-
ther into a pair of leptons fvy (semileptonic decay), or into
a pair of quarks, ud or ¢3, which then hadronize. The most
common choice for exclusive By, reconstruction are there-
fore semileptonic B — D™) ¢~ 1, decays (semileptonic Biag
reconstruction) and hadronic B — D(*)mr, 5(*)D§*) or
B — J/¢Kmm (hadronic By,s reconstruction), where n
and m indicate any number (n, m < 10) of charged or
neutral pions and kaons, respectively. The branching frac-
tions of these hadronic decay modes are between 1073
and up to 1072, and the branching fraction for inclusive
semileptonic decays3? of a B meson to a D meson plus
anything else is around 20%. The two analysis techniques
are complimentary and non-overlapping and, as such, can
be readily combined to improve the sensitivity of any re-
coil B analysis. This essentially doubles the size of the
available By,, sample.

Many decay modes for which the B meson cannot be
exclusively reconstructed rely on these methods to make
measurements feasible. For the proposed high luminosity
asymmetric eTe™ super flavor factories, measurements of
B decays, not related to CP violation or the CKM picture
of the Standard Model, will benefit from recoil methods.
This corresponds to a wide program of purely leptonic,
semileptonic and radiative penguin®* B decays. Further-
more, with a huge dataset the recoil methods will provide
a clean “single B beam” which will permit the extraction
of hadronic B decay branching fractions using a missing
mass technique.

In this section the general idea behind the recoil B-
meson reconstruction has been presented. In addition the
variables or constraints which can be imposed in studies
of B-meson decays involving one or more neutrinos with
recoil B-meson technique have been briefly described. The
rest of this section is devoted to the description of different
approaches to By,, reconstruction. More details on anal-
yses of decay modes utilizing the recoil B-meson recon-
struction (given in Table 7.4.1) can be found in Sections
17.9, 17.10 and 17.11.

7.4.1 Hadronic tag B reconstruction

The full reconstruction of one B meson, decaying hadron-
ically, has been utilized in a multitude of analyses by the
B Factories (see Table 7.4.1). The approaches of BABAR
and Belle differ somewhat, providing samples which vary

33 Semitauonic decays are not included in this case.

34 A penguin decay is represented by a higher order Feynman
diagram including a loop with a W or Z boson; a quark in the
loop undergoes a tree process - either a strong interaction one,
or electroweak one.
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in efficiency and purity. The optimization of these choices
depends primarily on the signal mode in the recoil sys-
tem and the available kinematic constraints which can be
imposed.

7.4.1.1 BABAR

BABAR opts for a semi-exclusive approach where hadronic
B decays are reconstructed by seeding the event with a
charm meson, and combining it with a number of pions
and kaons. The algorithm underwent a major expansion
in 2008 doubling its reconstruction efficiency. The start-
ing point is the creation of a list with all the possible
seeds in the event. In the original algorithm, D°, DT,
D*% and D** mesons were used as seeds, reconstructed in
the following decay chains: D~ — Ktn—n~, KTn—n~x0,
K=, Ko 7% Ko 7 nt; D - Ktr—, Ktn =70,
Ktn—n—nt, Kdntn—; D*~ — D%~ and D*° — D%x0,
DYy. The 2008 expansion added the decay chains D~ —
KtK— 77, KTK—n 7% D" - Ko 7 70, Kt K—, K279,
ata~a% 7t7~; D*~ — D~ and the new seeds D} —
om0, KOK+; DY — Dt~y and Ji — ete™, ptpu.

Subsequently, each one of the reconstructed seeds is
combined with up to 5 charmless particles to form a By, —
Dgeea Y candidate, where Dgeeq refers to the charm meson
used to seed events. The Y system represents a collection
of hadrons composed of ni7mt 4+ ng K+ + ngr® + ny KO
(np =1,..,5,np =0,..,2, n3 = 0,...,2 and ngy = 0,1)
and having total charge equal to £1. In the expansion,
four neutral Y systems, K*n~, ntn~, KTK~ and 7°,
were added. Overall, the original algorithm reconstructs
By candidates in 630 different decay chains, and the ex-
pansion in 1768.

The By, candidates thus formed are accepted if they
satisfy some loose requirements that ensure kinematic con-
sistency with a B meson: the beam-energy substituted
mass, mgg, has to be greater than 5.18 GeV/c?, and AE
has to satisfy —0.12 < AE < 0.12 GeV. Correctly recon-
structed events should have the mgs and AF distributions
peak at the B-meson mass and at zero, respectively.

These algorithms provide several By,, candidates per
event. One of the most extended methods to choose a
unique candidate selects the decay chain with the high-
est purity, defined as the fraction of B candidates that
are correctly reconstructed for mgg > 5.27 GeV/ 2 in each
particular chain. The purity is determined from a fit to the
mgs spectrum of a data sample, where the signal distribu-
tion is described by a Crystal Ball function (Skwarnicki,
1986), named after the Crystal Ball collaboration, defined
as

o—(m—mo)?/20”
b

A(B -

if == < —a

, otherwise,
(7.4.2)
where A = (n/|al)"e~1°"/2 and B = n/|a| — |a|. The
background distribution is described by an ARGUS func-
tion as defined in Eq. (7.1.11). The purity can also be
used to reject combinatorial background by selecting only

CB(m|a, n,mg,0) = {

m—myg ) -n
o

decay chains with a minimum value of purity, typically
between 30% and 55%.

In more recent analyses, the best By, candidate tends
to be selected together with the rest of the event. For in-
stance, in B — D*{v, each DBy,, candidate is combined
with D* and ¢ candidates. The best By, D*¢ candidate is
selected maximizing the energy measured in the calorime-
ter that is used in the reconstruction.

In the final selection the kinematic requirements on
Biag are tightened, candidates are selected with mgs >
5.27 GeV/c? and narrower AE windows (—90 < AE <
60 MeV is typically used). Events outside these regions
may be used to study the combinatorial background.

When all the Bi, decay chains are used in the analy-
sis, the efficiencies of the original algorithm, defined as

N(BY
€go = (7“*5) (7.4.3)
s N(BB)
N(B{,)
= el 7.4.4
EBjag N(BB) ( )

reaches typically 0.2% (B°B°) and 0.4% (B*B~).

7.4.1.2 Belle

Belle developed two versions of hadronic By, reconstruc-
tion algorithms in the course of its history. In both versions
the B;,e mesons are reconstructed in a set of exclusive fi-
nal states, although the approach is slightly different from
the one used by BABAR described above. The difference
between the two versions is in the selection of By,, candi-
dates. In the first version a set of rectangular cuts is im-
posed on Bt,e candidates (referred to as cut-based selec-
tion), while in the second the selection of B,e candidates
is made using a NeuroBayes neural network (referred to
as NB selection) (Feindt, 2004) (see Section 4.4.4 for more
details on neural nets). The latter version is mostly used
in the measurements using the full data sample collected
by Belle at the 7'(4S5). At the end of this section a com-
parison between the two versions in terms of performance
is provided.

In the cut-based approach Belle reconstructs a set of
the following exclusive decay modes: BT — D®0(x, p,
a1, Dg*))Jr and B® — D™~ (7, p, a1, Dg*))+. D° mesons
are reconstructed in 7 decay modes: K+t7n—, Kt7n~x°,
Kto—n=nt, K07 Kor=nt, K7~ nt7% and K- K.
D~ mesons are reconstructed in 6 decay modes: D~ —
Ktr—n , Ktr r a9 Ko™, Ko7 7% K~ 7~ 7t and
KTK~7~, and the D} mesons are reconstructed in two
decay modes: KYK* and K*K—7%. The D candidates
are required to have an invariant mass mp within (4—5)c
of the nominal D mass value depending on the decay
mode, where o represents the D mass resolution. The D*0,
D*~ and D** mesons are reconstructed in D*0 — D970
D%, D*= — D%, D=7% and D:* — D~ modes, re-
spectively. DE*S) candidates are required to have a mass
difference Am = mp, —mp within £5 MeV/ ¢? of its nom-
inal mass or Am = MDD,y — MDD, within £20 MCV/C2.
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The p°, pT and a] are reconstructed in 7+7~, 7+t7° and

p°mT modes, respectively. The invariant mass of the 77
pairs is required to be within 4225 MeV/c? of the nominal
p mass, and the pm combinations are required to have in-
variant mass between 0.7 and 1.6 GeV/c? (a; mass region).
In order to obtain reasonable purity of the Bi,, sample
(e.g. above 20% in the mps > 5.27 GeV/c? region) the
decay chains with a high multiplicity of tracks and neu-
trals (and hence with a large contribution of combinatorial
background) in the final state are excluded. Therefore in
the B — D®aq; decay modes only the D~ — K*tn— 7,
K%~ and D° — K7~ modes are used. The selection of
By candidates is based on mgg and AE. The definition
of the signal region in the AE — mgg plane depends on
the studied signal decay mode. If an event has multiple
Biag candidates the one with the smallest x? is selected
based on deviations from the nominal values of AFE, the
D) candidate mass and the DE‘S) — D(y) mass difference,

if applicable. The efficiencies as defined in Eqgs (7.4.4) and

(7.4.3) of BY,, and B}, are found to be 0.10% and 0.14%,
respectively.

In the second approach Belle increased the number of
reconstructed exclusive B decay modes and used a neural
network in their selection in order to increase the hadronic
Btag reconstruction efficiency (Feindt et al., 2011). In ad-
dition to the decay modes used in the cut-based selec-
tion the By, candidates are reconstructed also in the fol-
lowing decay modes: Bt — D*Ontrta—x% D—ntrt,
DK+, J/yK*, Ktn% KQr*t, K*atr~, and for neu-
tral B mesons via B — D*~ntrtr=x0 D0 J/YKY,
K*r~, and K2nt7~ .35 The D meson decay modes used
in the reconstruction of By,, are D* — 77", KGK~ K™,
D™ - K*K—7n 7% and Df — Ktntn—, KT K-ntnY,
KK ntn=  KOK ntat, Kt K- ntrfn~ and ntrtn—
in addition to the modes used by Belle in the cut-based
reconstruction, given above. The J/v is reconstructed in
ete™ and pTp~ modes. The sum of branching ratios of
reconstructed decay modes adds up to around 12% for
B*, 10% for B° (not taking into account branching frac-
tions of D), .J/4, and other intermediate states), 38%
for D%, 29% for D, 18% for D} and 12% for J/+. The
reconstruction and selection proceeds in four stages. At
each stage all available information on a given candidate
is used to calculate a single scalar variable (referred to
as network output) using the NeuroBayes neural network
which can be by construction interpreted as a probability
that a given candidate is correctly reconstructed (Feindst,
2004). The network output for each reconstructed particle
is used as an input to other neural networks in the later
stage(s). In the first stage 7%, K=, K2, v and 7° candi-
dates are reconstructed and classified, in the second DO,
D(is) and J/v, in the third D* and DE‘;%, and finally in

the last, fourth stage the B* and B° candidates are re-
constructed and classified. The neural networks of the first

35 The B — D™ (p,a1)* modes are reconstructed as B —
DY (r°7F 7t x~xt) in the network based Biag selection
meaning that there are no explicit restrictions made on the
invariant masses of the two or three pion systems.
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stage particles include measurements of time-of-flight, the
energy loss in the CDC and Cherenkov light in the ACC
for the charged particles, and shower shape variables for
photons (see Chapter 2 for subdetectors description). The
variables with the largest separation power in the second
stage, e.g. classification of D, mesons, are the network
outputs of the daughters (charged or neutral kaons and
pions), the invariant masses of daughter pairs (in case of
multi-body decay modes), the angle between the momen-
tum of the D, meson and the vector joining the Dy
decay vertex and interaction point and the significance
of the distance between the decay vertex and the inter-
action point. In the last stage, the B-meson stage, the
variables providing good discrimination between correctly
reconstructed B mesons and background candidates are
again the network outputs of the daughters (D™, .J/4,
pions, kaons), the mass of the D(s) or mass difference
between DE*S) and D, AE, and the angle between the

B-meson momentum and the beam. A large fraction of
By, candidates are background candidates from contin-
uum events. As explained in detail in Chapter 9 contin-
uum background can be quite successfully suppressed at
B Factories by exploiting event shape variables, such as
the reduced second Fox-Wolfram moment, R, thrust an-
gle and super Fox-Wolfram moments. In the default Biag
networks these variables are excluded, but outputs of some
additional neural networks, which take also the continuum
suppression variables into account (with Ry and thrust an-
gle only, or with Ry, thrust angle and super Fox-Wolfram
moments), are provided.

In an ideal case, one would reconstruct all possible Byag
candidates in the given decay modes without making any
selections (cuts) between the stages. No signal candidates
would be lost, i.e. the efficiency is maximized. Postponing
the moment of the selection to the latest possible stage
is always the preferred strategy in data analyses, since at
the end more information is available which can be used
to more successfully separate signal and background can-
didates. However this procedure is limited by combina-
torics and computing resources. Events with many recon-
structed particles lead to a large number of possible Biag
candidates which of course require more computing time.
Loose cuts between the reconstruction stages are there-
fore required in order to keep computing time at a bear-
able level. These cuts on the network output for a given
candidate are not performed at the end of each stage in
which the candidate is reconstructed and classified but it is
performed at the next stage and depends on the complex-
ity of the decay mode in the next stage. As an example,
the amount of combinations of the decay B — D is
much higher then that of the decay B — D given the
same number of D candidates. Therefore, a tighter cut on
the signal probability of D candidates is performed only
when necessary, e.g. when the reconstruction of all candi-
dates would require too many resources, as in the case of
B — Drrr decays.

At the end the kinematic consistency of a By,, can-
didate with a B-meson decay is checked using the beam
constrained mass, mgs, as described previously. Since the
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Figure 7.4.2. The mgs (= mu) distribution of hadronic Bj;g

(top) and B,, (bottom) samples obtained by Belle with cut-
based (red) and NB selection (blue) (Feindt et al., 2011). In
case of the B:;g sample the cut on the network output in the
NB selection is chosen to give equal purity as the cut-based
selection in mgs > 5.27 GeV/cz. In case of the B?ag sample
the cut on the network output in the NB selection is chosen
to give equal B-meson signal yield as the cut-based selection.
These cuts are arbitrary and are chosen only for the purpose
of comparing the NB and cut-based Biag selections.

network output can be interpreted as signal probability
the candidates which are reconstructed in different decay
modes can be easily compared to one another. In case
multiple Bi,; candidates are found in an event the one
with highest signal probability is taken as the best one.
The mgg distributions of B:;g and Bgag samples obtained
by Belle with cut-based and NB selections are shown in
Fig. 7.4.2. In order to compare the performance in terms
of By, efficiencies and purities of the NB and cut-based
selections the network output cuts in the NB selection
are chosen is such a way that equal purities (in mgg >
5.27 GeV/c? region) or equal efficiencies are obtained in
both selections. As can be seen from Fig. 7.4.2 at the same
purity the signal yield (and hence efficiency) is approxi-
mately two times larger. The NB selection with efficiency
equal to the cut-based selection will result in a much purer
sample: nearly 90% versus 25% (reducing the background
level by more than a factor of 20). The NB selection used
in Fig. 7.4.2 is arbitrary and is chosen only for the purpose
of comparing the NB and cut-based By, selections. The
final selection depends on the studied decay mode and can
be selected either to give maximal possible By,g efficiency
or high purity. Figure 7.4.3 shows purity-efficiency plots

for Bjag and B?ag for the default NB selection and the
one including continuum suppression. The highest pos-
sible efficiency that can be achieved with the NB selec-
tion at Belle is around 0.18% for B?ag and 0.28% for Bt';g
with around 10% purity. This corresponds to an improve-
ment in efficiency by roughly a factor of two comparing to

Belle’s cut-based Biag selection.

7.4.2 Semileptonic tag B reconstruction

This method of semi—exclusive B reconstruction involves
the selection of a D meson and suitable lepton candidate,
£, which are then combined into a D¢ candidate.

The By, is reconstructed in the set of semileptonic B
decay modes B~ — D%~ 7,X, where ¢ denotes an e or
u, and X can be either nothing or a transition particle
from a higher mass charm state decay, which one does not
necessarily need to reconstruct. This methodology natu-
rally includes the B~ — D% 7, and B~ — D*%/~ 7,
modes and also retains those modes with excited D me-
son states which decay, via the emission of soft transitions
particles, to a D°. The technique can be similarly applied
to the tagging of neutral B mesons where one would recon-
struct B — D™ *¢~7, for a combination of all possible
B% — D*¢=7, and B® — D*t¢~7, states reconstructed
exclusively. The main loss in efficiency arises from the B
and charm decay branching fractions while further selec-
tion criteria must be applied in order to suppress non-B
decay backgrounds (continuum) and fakes from hadronic
B decays.

The D° decay is reconstructed by BABAR in the four
cleanest hadronic modes: K71, K~ ntr—nt, K~ ntx0,
and K97 t7~. The K? is reconstructed only in the mode
K? — mt7~. Belle reconstructs DY candidates in ten de-
cay modes (Hokuue, 2007): in addition to the four de-
cay modes above, the K970, K0ntn=70 K-rtrtr=rnO,
KtK=, KIKTK~ and K{K 7" modes are also included.
The added benefit of reconstructing the low momentum
transition daughter in D*0 decays is to provide a more
complete and exclusive tag B selection. Indeed if one ne-
glects to reconstruct these 7° or v daughters (from D*° —
D%7%/~) then they will be considered in the reconstruc-
tion of the signal B target mode. However, it is observed
that the semi-exclusive reconstruction of B — D% X
provides a higher efficiency with some loss of purity.

For neutral B tags the selection becomes that of either
B — Dt¢~v, or B — D**¢~7,. The DT decays are
reconstructed at Belle in seven decay modes K~ ntrt,
Kot K-ntrata® Kirtn® Kortrtr—, KK+ and
KtK~n" (Hokuue, 2007), while BABAR uses only the first
two decay modes. The D** decays can be reconstructed
as both D97 F and D+ 7%, The mass difference between D*
and D provides a powerful constraint as does the invariant
mass of the D? or Dt candidate.

The center-of-mass lepton momentum (p;) for both
electrons and muons is selected to be greater than 0.8
(1.0) GeV/c at BABAR (Belle). This is the lower end of
muon identification for the current B Factories and there
is commonly non-B background below p; ~1 GeV/c. The
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Figure 7.4.3. Purity-efficiency plots for hadronic Bjag (left) and BY,, (right) as obtained by Belle with neural network based
selection (NB) and cut-based selection (Feindt et al., 2011). The network based selection can include no continuum suppression
variables (blue), only simple ones (green) or Super-Fox-Wolfram moments (SFWM; red).

reconstructed D mesons are required to be within +3o
(£2.50) at BABAR (Belle) of their nominal mass value. As
explained in Section 7.2 the cosine of the angle between
the B meson and the D)/ candidate momenta, cos 65 pe
defined in Eq. (7.2.2), is a powerful discriminant. In case
the Df and the neutrino are the only decay products of
the B then cosfp p¢ must lie in the physical region be-
tween £1. If additional decay products from the cascade
of a higher mass charm state down to the D° go unre-
constructed then this will force the value of cosfp pe to
be smaller. In order to keep such candidates events with
cosfp p¢ between —2.5 and +1.1 are usually accepted.
The positive limit is allowed to be slightly outside of the
physical region to account for detector and reconstruc-
tion effects. Of course, for the reconstruction of exclusive
channels (B~ — D% v, B~ — D*°¢~v,, B® — D47,
and BY — D*T/(~1,), the selection is tightened to only
consider the physical region.

A typical B~ — D%~ 7,X selection at BABAR yields
an efficiency of approximately 6 x 1073 with a mode de-
pendent purity which averages to ~ 60%. For the neutral
B reconstruction the efficiency is typical half that of a
similar charged B selection.

The loss of a neutrino in the semileptonic tagging mode
limits the constraints that can be imposed compared to
the case when all of the B meson decay products are
reconstructed. For example the signal B direction can-
not be found as is possible for hadronic B reconstruction.
However, this constraint is not of paramount importance
in the analysis of signal decay modes to final state with
more than one neutrino like for example BT — 7v, or
B° — vw). The knowledge of signal B momentum enables
calculation of missing mass which is a very powerful vari-
able to separate signal B decays with a single neutrino in
the final state from background decays, but becomes weak
when multiple neutrinos are present in the signal B decay.

7.4.3 Inclusive By,; reconstruction

As discussed in the previous two sections the reconstruc-
tion of the recoil B meson using the hadronic and semi-

@ Springer

leptonic By,, samples has many benefits, however suffers
from low reconstruction efficiencies. To increase the statis-
tics Belle adopted an inclusive By,g reconstruction (Bozek,
2010; Matyja, 2007) in studies of semitauonic B — D)7~ v
decays (see Section 17.10). In contrast to the measure-
ments utilizing the hadronic or semileptonic recoil Biag
reconstruction technique the procedure in this case is first
to reconstruct the signal side (pairs of a D™ and a lep-
ton or pion from tau decay). In the second step the Biag
is inclusively reconstructed from all remaining particles
passing certain selection criteria however without checking
consistency with any specific B-meson decays. The num-
ber of neutral particles on the tagging side Nyo + N, < 6
and N, < 3. The quality of Bj,e reconstruction and sup-
pression of background is further improved by requiring
zero total charge and net proton/antiproton number, no
leptons on the tagging side and extra energy to be close
to zero (less then 350 MeV). These criteria reject events
in which some particles from the signal or tagging side
were undetected and suppress events with a large number
of spurious showers. The consistency of Bi,, with a B-
meson decay is checked using the beam constrained mass,
mgs, and the energy difference, AE. The simulation and
reconstruction of the inclusive By, sample is checked us-
ing a control sample of events, where the B — D* 7™
decays (followed by D*~7—, D’ — K*x~) are recon-
structed on the signal side. Figure 7.4.4 shows the mgg
and AE distributions of the control sample for data and
the MC simulation. The good agreement of the shapes
and of the absolute normalization demonstrates the valid-
ity of the MC-simulations for By,, decays. While the mgg
distribution shows a clear peak at the B-meson mass, the
AF distribution is very broad. On the negative side events
with undetected particles contribute and the main source
of the events with AE > 0 are spurious showers in the
electromagnetic calorimeter from secondary interactions
of hadrons. These clusters add linearly to AE, but tend
to average in the vector sum of their momenta that enters
the calculation of mgg, see Eq. (7.1.8).
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Figure 7.4.4. The mgs (= mue) (a) and AE (b) distribu-
tions for inclusively reconstructed Biag using a B’ — D* xnt
recoil control sample from data (points with error bars) and
MC (histograms) (Matyja, 2007). The AE (mgs) of Btag can-
didates is required to be between —0.25 and 0.05 GeV (larger
then 5.27 GeV/c?) when plotting mrs (AE).

7.4.4 Double tagging

There are two assumptions made when using the recoil
method: the first is that the B reconstruction efficiency is
well modeled by the Monte Carlo simulations of generic
B decays and continuum events. The hadronic By, re-
construction efficiencies defined in Eqs (7.4.4) and (7.4.3)
depend on the decay rates of B-meson decays to final state
included in the reconstruction. Some of them are poorly
known and hence the By,, reconstruction efficiencies de-
termined on simulated samples need to be validated or cal-
ibrated using the real data sample. The second is that for
analyses with few reconstructed particles from the signal
B, the extra energy used to discriminate signal from back-
ground events is also well-modeled. These assumptions can
be checked by using control samples which test both the
tag B reconstruction efficiency and the description of ex-
tra energy in a fully-reconstructed event. Both BABAR and
Belle use double-tagged samples, in which both B mesons
are fully reconstructed either in semileptonic or hadronic
final states, as such a control.

The crosscheck using the double-tag approach was first
applied by BABAR (Aubert, 2004y), using double semilep-
tonic B decays. For the semileptonic By, technique de-
scribed in Section 7.4.2 this means the reconstruction of
two oppositely charged and non-overlapping B — D%, X
candidates with little other detector activity. Both BABAR
and Belle have also used “hybrid double-tags”, where one
B is reconstructed in a hadronic final state while the
second B is reconstructed in a semileptonic final state
(B — DY{y,). These samples vary in size, depending
on the final states used, but given a semileptonic tag re-
construction efficiency (quoted by BABAR) of ~ 0.7% and
a hadronic tag efficiency of ~ 0.2%, one expects to find
approximately 50 semileptonic double-tagged events per
fb~!, 30 hybrid tags per fb~!, and 4 hadronic double-
tagged events per fb~'. Given the large datasets of the B
Factories, and the expected dataset at future super flavor
factories, these are significant samples which can be used
as important cross-checks of the assumptions in the recoil
method.

The double-tagged events have two important features.
The first is that one expects naively the yield to be propor-
tional to sfag, which is the basis of the cross-check of the
tag efficiency. The second is that the complete reconstruc-
tion of both B mesons creates an environment in which
the extra energy in a given event should represent the ef-
fect of energy deposits unassociated with the B decays
themselves. This latter feature is an important ingredient
in the cross-check of the extra energy modeling in signal
events, where it is also assumed that all detected particles
associated with the B decays have been reconstructed.

The cross-check of the tag efficiency is currently only
used in the semileptonic approach, and only by BABAR.
The early approach to the double-tag sample (Aubert,
2006a) made two assumptions. Given an efficiency, etag,
for reconstructing one of the two Bs in an event in a se-
mileptonic final state, the number of double tags (Nz) is
given simply by

Ny = £,y X Npip- (7.4.5)

where Np+g- is the number of charged B pairs originally
produced by the B Factory or generated in Monte Carlo
simulations. The tag efficiency cross-check was performed
by taking the ratio of the above equation in data and in
MC simulation and assuming that the double-tag sample
is dominated by charged B mesons so that Ng+g- can-
cels, yielding the correction factor (ciag) for the tagging
efficiency in MC,

data dat
. _ Etag _ N2a a
tag — _MC MC *

E‘tag N2

While MC studies of the double-tags suggest that the con-
tamination from neutral B decays, or other backgrounds,
is very small, the second assumption - that the reconstruc-
tion of the first B does not bias the reconstruction of the
second - is not addressed. The closeness of the correction
to 1.0, as cited by BABAR, does suggest that also the sec-
ond assumption is essentially correct.

A second approach to the efficiency correction attempts
to address some of the potential deficiencies of the first
method outlined above. In the alternative approach (Au-
bert, 2007a), the data/MC comparison is performed using
the ratio of single-tagged to double-tagged events. If the
efficiency of reconstructing the first tag is eae,1 and the
efficiency of reconstructing the second tag is €¢aq,2, then
the single-tag and double-tag yields, N1 and N,, are given
by

(7.4.6)

(7.4.7)
(7.4.8)

N1 = €tag,1 X Nptp-
Ny = Etag,1 X Etag,2 X Npip-.

The ratio of the two cancels some of the common factors,
yielding the following quantity to be determined in both
data and MC simulations,

Ny

Etag,2 = N
1

(7.4.9)

BABAR determines the number of single-tagged events
by subtracting the combinatorial component under the DY
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mass distribution using an extrapolation of events from
the D% mass sideband. This leaves a sample of events con-
taining correctly reconstructed events, mis-reconstructed
events from neutral B semileptonic decay, and events from
ete™ — c¢ continuum background events with real DY
mesons paired with a combinatorial lepton. The correc-
tion to the tag efficiency is assumed to be equal for either
the first or second tag, and is computed from the data and

MC as,

data dat. dat
. _ Etag,2 _Nzaa/Nlaa (7410)
tag = TMC MC /\yMC e
Etag,2 Ny"™ /Ny

The correction is computed using only events in which the
DY meson in the first By decays into the K —7t final
state. This is cross-checked using a sample in which the
DP meson from the first tag decays into the K~ nta—n™
final state only, yielding complementary results.

In both of the above methods, and across several it-
erations of semileptonic recoil-based analyses, BABAR has
found the correction to be very close to 1.0. This sug-
gests both that the assumptions in the above two meth-
ods are largely accurate, and also that existing simulations
of these and the background decays are adequate for the
purposes of modeling the decays. The correction has an
associated systematic error, which is typically determined
by propagating the statistical uncertainty due to the finite
sample sizes of the double-tag and single-tag samples. The
uncertainty of the correction is about 4%.

Belle (Sibidanov, 2013) uses fully reconstructed events
to calibrate the efficiency of the NB-based By, reconstruc-
tion. One of the produced B mesons is reconstructed as
hadronic Bi,s while the other B meson is reconstructed in
the semileptonic decay mode By — D™ ¢y, The number
of double tagged events is therefore given by:

N(BtagBsi) = Npg X B(Brag — f)eBg—1 X

B(By — DWtv)ep,,, (7.4.11)
where B(Biag — f)eB,,,—s is the product of branching
fraction and reconstruction efficiency of the specific decay
Biag — f and B(Bs — D(*)Zu)agsl is the corresponding
product for the semileptonically decaying B meson, which
is well modeled in the simulation. The correction factor
for Biag — f is then obtained by measuring the ratio of
the numbers of reconstructed double tagged events in real
data and MC samples

Bdata(Btag - f)E(JiBiZZ—»f
BMC(Byag — f)€1\34£g_,f
B Ndam(Btangl) . N]I;,/IEBMC(BSZ — D™ )
NMC(ByagBg) Ng%aBdata(le — DMy)’
(7.4.12)

foo_
Ctag -

In this method of the Bi,, efficiency calibration it is as-

sumed that the By, — D™ ¢y modes are well modeled in
the MC sample and hence the edata =¥ B .. The overall
correction factor (averaged over all Biag modcs) is found
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Flgure 7.4.5. Extra energy distribution for double-tagged
BtagB events (left plot), where the semileptonically decaying
B meson is reconstructed in the D*°¢~ 7, decay mode. Black
and red data points show the distribution obtained in data
and in a sample of simulated events, respectively. The right
plot shows the ratio of the two distributions fitted with a lin-

ear function. Belle internal, from the Adachi (2012b) analysis.

to be around 0.7 and consistent between different By de-
cay modes. The total uncertainty of the calibration is es-
timated to be 4.2% for B, and 4.5% for BY,,.
The second application of the double-tagged sample is
to test the modeling of extra particles left in the detec-
tor after both B mesons have been reconstructed. In the
case of signal events, this typically means that the tag B
is reconstructed up to any neutrinos in the final state (as
in semileptonic tags), and that the signal B is also recon-
structed up to possible neutrinos in its final state. After
reconstruction of both B mesons the remaining particles
left in the event are assumed to come from several sources:
neutrals, such as photons, which arise from the electron-
positron beams but not the interaction point; some low
momentum charged particles associated with interactions
between the beam and the beampipe; neutral clusters from
hadronic showering in the calorimeter which fail to asso-
ciate with a track; and detector noise. These sources would
typically lead to a few extra neutral particles left in a sig-
nal event in about 20-30% of the reconstructed events.

Double-tagged events are used to test the simulation of
these extra neutral particles by fully reconstructing both
B mesons either semileptonically, hadronically, or in a hy-
brid configuration. An example of the use of the double-
tags to test the extra energy simulation is the Belle col-
laboration’s hadronic-tagged search for BY — 7 v, Belle
constructs a hybrid double-tag sample (one hadronic B
and one semileptonic B per event in the sample), and as-
sumes that the extra neutral clusters remaining in these
events comes from the same sources as in signal events.
They compare the extra energy in data and MC (Fig.
7.4.5) and use the difference as a variation on their p.d.f.
model for signal events. Comparisons show that existing
detector simulations at the B Factories handle the vari-
ety of sources of extra neutral clusters fairly well, even in
moderate to high multiplicity final states of B decay.
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7.5 Summary

B-meson reconstruction is crucial for the broad physics
program performed at Belle and BABAR. All of the tech-
niques presented in this chapter utilize unique constraints
provided by the experimental setup of B Factories. They
either improve the resolution (e.g. mgs and AFE versus
B-meson invariant mass in full hadronic reconstruction),
increase reconstruction efficiency (partial reconstruction)
or make possible studies of B-meson decays with multiple
neutrinos in the final state (recoil reconstruction). Some
of the B reconstruction methods presented herein were
already used by experiments prior to Belle and BABAR.
Others, in particular recoil techniques using fully- or semi-
exclusive B-meson reconstruction, were pioneered in the
B Factories era and proved invaluable to access rare pro-
cesses where the kinematics of the signal B meson could
not be fully constrained. Together with background dis-
crimination (see Chapter 9) B reconstruction techniques
have been constantly improved over the past ten years
which has enabled studies of less clean modes and in-
creased sensitivity to rare decays.
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Chapter 8
B-flavor tagging

Editors:
Juerg Beringer (BABAR)
Kazutaka Sumisawa (Belle)

Additional section writers:
Robert Cahn, Simone Stracka

8.1 Introduction

The goal of B-flavor tagging is to determine the flavor of
a B meson (i.e. whether it contains a b or a b quark) at
the time of its decay. At the B Factories, flavor tagging
is needed for most measurements of time-dependent CP
asymmetries and B meson mixing. As will be discussed
in Chapter 10, these measurements usually require full re-
construction of the decay of one of the B mesons (referred
to as By or “signal” B), measurement of the decay time
difference At between the two B meson decays, and flavor
tagging of the other B meson (referred to as Biag in the
following).

At the B Factories, in contrast to hadron colliders,
B meson pairs are produced in isolation (apart from any
initial-state radiation), since there is no “underlying event”
and the fraction of events with multiple ete™ interactions
(“pile-up”) is negligible. Therefore, if a By decay is fully
reconstructed, the remaining tracks in the event can be
assumed to come from the By, decay. In this case fla-
vor tagging is to a good approximation independent of
the specific Bye. decay mode reconstructed (but of course
still depends on whether decays of B°/B°, B*/B~ or,
when running at the 7'(55), BY/BY are tagged), and the
flavor tagging performance can be measured using fully
reconstructed flavor-specific B,.. decays. For inclusive re-
construction of the signal B, flavor tagging in general de-
pends on the specific By, reconstruction since the remain-
ing tracks in the event cannot be unambiguously assigned
to either the B,e or Biag meson.

The tagging of neutral B®/B° mesons from 7°(4S) de-
cays assuming a fully reconstructed By decay is the pri-
mary use case for flavor tagging at the B Factories. This
is the situation considered in the following.

Flavor tagging relies on the fact that a large fraction
of B mesons decay to a final state that is flavor specific,
i.e. to good approximation, can only be reached either
through the decay of a b quark, or through the decay of
a b quark. Because of the large number of decay chan-
nels, full reconstruction of a sufficiently large number of
flavor-specific By, decays is not feasible. Instead inclu-
sive techniques are employed that make use of different
flavor-specific signatures of B decays. For example, in se-
mileptonic decays B® — D*~¢T v, the charge of the lepton
unambiguously identifies the flavor of the decaying B me-
son as long as the lepton can be clearly associated with the
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semileptonic B decay and does not come from a secondary
D meson decay.

The flavor tagging algorithms developed by BABAR and
Belle proceed in two stages. In the first stage, individual
flavor-specific signatures are analyzed, each of which pro-
vides a signature-specific flavor tag that by itself could be
used for flavor tagging. In the second stage, the results
from the first stage signatures are combined into a final
flavor tag. Both stages rely on multivariate methods in
order to optimally combine all available information.

The outline of this chapter is as follows. After defining
the relevant quantities characterizing the performance of
B-flavor tagging and discussing the choice of tagging cat-
egories, the different sources of flavor information and the
corresponding discriminating variables are reviewed. Sec-
tion 8.6 describes the specific flavor tagging algorithms
used by the BABAR and Belle experiments and quotes
the performance of these algorithms. The method used
to measure the flavor tagging performance is described
elsewhere (see Section 10.6).

8.2 Definitions

The figure of merit for the performance of a tagging algo-
rithm is the effective tagging efficiency Q,

Q = 5tag(1 — 271})2,

where £y,, denotes the fraction of events to which a flavor
tag can be assigned, and the mistag probability w is the
fraction of events with an incorrectly assigned tag. The
term

(8.2.1)

D=1-2uw (8.2.2)

is called the dilution and is the factor by which measured
CP and mixing asymmetries are reduced from their physi-
cal values due to incorrectly assigned flavor tags. The def-
inition of @ is motivated by the fact that the statistical
uncertainties ¢ on such asymmetry measurements gener-
ally scale approximately as (see Section 8.4)

1
V@
Tagging efficiencies and mistag fractions are not a pri-
ori the same for tagging BY and B° decays because the

detector performance may not be completely charge sym-
metric. Therefore the averages

g X

(8.2.3)

€po +€po

Etag = 5 (8.2.4)
w= 2B T U5 ;FU’E“ (8.2.5)
and differences
Actag = E€Bo — €550 (8.2.6)
Aw =wpo —wgo (8.2.7)

are defined where the subscript refers to the true decay.
For example, wpo refers to the fraction of neutral Biag

mesons that decay as BY but are tagged as B°.
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8.3 Tagging categories

The effective tagging efficiency @ can be improved (and
hence the statistical uncertainty of a measurement de-
creased) by grouping events into mutually exclusive tag-
ging categories according to their mistag probabilities w
(or dilutions D). For tagging categories ¢ with fractions of
events e, dilutions D., total tagging efficiency e =3 e,
and average dilution D =" _e.D./e one finds

Q=) eD?=eD*+) e.(D.— D). (8.3.1)

Thus the resulting @ is always larger or equal to the one
obtained when all events are treated as a single category.
One gains most from dividing events into categories when
the differences in dilution (or mistag fraction) between
categories can be made large. However, the characteris-
tics and any systematic effects, such as correlations with
the tag vertex resolution, tag-side interference (see Sec-
tion 15.3.6), or background levels, are expected to be de-
termined by the different flavor-specific signatures. For
this reason one would prefer a grouping of events accord-
ing to different signatures over a category definition based
on w.

The mistag probability w that can be achieved for a
given set of By,g decay modes is determined by the flavor-
specific signatures present in these decays. Fortunately,
the mistag probabilities of different flavor-specific signa-
tures tend to be different. For example, in semileptonic
decays the charge of a reconstructed high-momentum elec-
tron or muon gives a much better indication of the correct
tag than the charge of a low momentum pion (“slow pion”)
from a secondary D* decay.

Therefore a grouping of events into tagging categories
according to the mistag probability naturally provides a
grouping according to the different signatures of the cor-
responding By, decays. Conversely, a grouping according
to different signatures leads to an approximate grouping
according to mistag probabilities. As a result it is possible
to define tagging categories that both optimize the tag-
ging performance and group events according to different
signatures.

8.4 Dilution factor and effective tagging
efficiency

As mentioned above, a CP asymmetry A**° measured us-
ing flavor tagging is reduced from the physical asymmetry
by a factor D due to incorrectly assigned flavor tags. This
scaling is easy to see by writing the measured asymmetry
Arec as

N-N
~ N+N’
where N and N denote the number of reconstructed B
decays

rec

(8.4.1)

Etag(l — W) Ny + tagwNo
Etag(l — W) N + EagwNo

2l =

(8.4.2)

tagged as BY and B, respectively. Ny and N are the cor-
responding number of reconstructed B decays of a certain
type before tagging is applied. Substituting Eq. (8.4.2)
into (8.4.1) one directly obtains

AT = (1 —2w)A° = DA?, (8.4.3)

where A° = (Ng—Ng)/(No+Ng) denotes the true physical
asymmetry.
The statistical uncertainty in A° is
0 Arec
1—2w’

g0 = (844)
Using Eq. (8.4.1) and denoting the total number of tagged
events by Ny, = N+N, assuming a small asymmetry (i.e.
N &~ N = Niug/2), one finds

1
O pree X — e (8.4.5)
vV Ntag
Together with Eq. (8.4.4) it follows
1 1
040 X ——————— = (8.4.6)

Vel —2w) Q'

In general, this scaling of o 40 with @) is only approxi-
mate. For a likelihood-based analysis and assuming a suffi-
ciently large number of events, the expectAed uncertainty in
an estimated CP or mixing asymmetry A can be obtained
from the maximum-likelihood estimator for the variance
on A (see Section 11.1.3),

d?log(L(A)) ) -

oy (8.4.7)

A=A

o(A)? =V(A) = (

This was calculated (Cahn, 2000; Le Diberder, 1990) for
the case of a measurement of a time-dependent CP asym-
metry with no direct CP violation such as e.g. the mea-
surement of A = sin 2¢;. Using several tagging categories
¢, ignoring effects of resolution and background, and with
xq = Am/I", the approximation

—1/2
N 2792 A2
o(A) ~ 1222D2 A ﬂ 7

1+ 1622

g D eDZ(1+
14dag &= °7°
(8.4.8)
was derived. This leads to an improved definition @’ of
the effective tagging efficiency,

1222 D2 A2
Q/:ZECDE (1+ 'Td c )

(8.4.9)
1+ 161’3

with o(A) o< 1//Q'.

Q@' depends on the true asymmetry A and reduces to
the standard definition of @@ for A = 0. For large asym-
metries (A &~ 1) and for the most powerful tagging cate-
gories used by the BABAR or Belle tagging algorithms with
w, ~ 2%, the factor

1222 D2 A?

8.4.10
1+ 161‘5 ( )

1+
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amounts to a correction of more than 60%. This effect
was clearly observed when the scaling of the uncertainties
of different BABAR sin 2¢; results with effective tagging
efficiency was analyzed.

8.5 Physics sources of flavor information

In the following the different flavor-specific signatures are
discussed in more detail. Since the focus of this chapter
is on tagging for fully reconstructed Bi.. decays, it is as-
sumed that only tracks from the Bi., decays are consid-
ered in the calculation of any of the discriminating vari-
ables described below.

8.5.1 Leptons

Electrons and muons produced directly in semileptonic B
decays (primary leptons) provide excellent tagging infor-
mation. The charge of a lepton from a b — ¢{~ ¥ transi-
tion is directly associated to the flavor of the BY meson:
a positively charged lepton indicates a B°, a negatively
charged lepton indicates a BY.

Leptons from cascade decays (secondary leptons) oc-
curring via the transition b — W~c(— sf* v) carry tag-
ging information as well: their charge is opposite to that
of primary leptons from Bi,, and they are characterized
by a much softer momentum spectrum.

The following kinematical variables are useful to iden-
tify primary and secondary leptons:

— ¢, the charge of the track.

— p*, the center-of-mass momentum of the candidate
track. Combined with the charge of the track this is
the most powerful discriminating variable.

— O1ap, the polar angle in the laboratory frame.

— B} the energy in the hemisphere defined by the direc-
tion of the virtual W= in the semi-leptonic Biag decay.
EM is calculated in the center-of-mass frame under the
assumption that the By, is produced at rest. The sum
of energies for E}f extends over all charged and neutral
candidates of the recoiling charm system X that are
in the same hemisphere (with respect to the direction
of the virtual W¥) as the lepton candidate:

Py = piy + 'y = (mpo,0)
Py =)+l

P = p!

.,
By = Y E (8.5.1)
i€X, pi-pw>0
— Pmiss, the missing momentum given by:
Pmiss = PB — Px — Pe = —(Px + Pr). (8.5.2)

— €08 Oniss, the cosine of the angle between the lepton
candidate’s momentum p, and the missing momentum
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Pmiss 1S calculated in the 7°(4S) center-of-mass frame
(again with the approximation of the By,e being pro-
duced at rest).

— M:ccoil, mass recoiling against ppiss + p¢ in the Biag
frame. The M, qcoq distribution for semileptonic B de-
cays peaks around the D mass and has a tail toward
the lower side due to missing particles, while that for
semileptonic D decays is more broad with a tail up to
5 GeV/c2.

The above kinematical variables can be combined with
particle identification (PID) information and applied only
to selected electron or muon candidate tracks. Or they
can be applied to all tracks in order to recover the tag-
ging information from leptons that fail the PID selection
(“kinematically identified leptons”).

8.5.2 Kaons

The dominant source of charged kaons are b — ¢ — s tran-
sitions (BY — D(— K*X')X decays), where the charge
of the kaon tags the flavor of By,,. Kaons from such de-
cays are referred to as “right sign” kaons (a K indicates a
BO decay). The high average multiplicity of charged kaons
of 0.78 £ 0.08 (Beringer et al., 2012), combined with the
higher multiplicity of right sign vs wrong sign kaons of
0.58 £0.01 £ 0.08 vs. 0.13 +0.01 4 0.05 (Albrecht et al.,
1994b) make kaons overall the most powerful source of
tagging information.

The following discriminating variables are useful for
flavor tagging with kaons:

— @, the charge of the track.

— Lk, the kaon likelihood obtained from PID informa-
tion.

— If more than one charged kaon is identified, it is useful
to combine the information (g - L) from up to three
charged kaons.

— nko, the number of K 9 mesons reconstructed on the
tag side. A kaon produced together with one or more
K9 tends to originate from a strange quark in a b —
ce(d, s) decay or from the appearance of ss out of the
vacuum, while one without an accompanying K has a
higher probability to come from the b — ¢ — s cascade
decay.

— The sum of the squared transverse momenta of charged
tracks on the tag side. A large total transverse
momentum squared increases the likelihood that a
charged kaon was produced from a b — cW™ ¢ —
s — K~ transition, rather than the transition b —
XW~, W~ —es/d,c — 5 — KT, which would give a
“wrong-sign” kaon.

— p*, the center-of-mass momentum of the candidate
track.

— Bap, the polar angle in the laboratory frame.

8.5.3 Slow pions

Low momentum 7+ from D** decays (slow pions) pro-
vide another source of tagging information. The substan-
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tial background from low momentum tracks can be re-
duced by correlating the direction of the slow pion and
the remaining tracks from the By,, decay. Since the slow
pion and the D° are emitted nearly at rest in the D**
frame, the slow pion direction in the Biag rest frame will
be along the direction of the D decay products and op-
posite to the remainder of the By,, decay products. This
direction can be approximately determined by calculating
the thrust axis of the Bi,, decay products. The thrust is
calculated using both charged tracks and neutral clusters
not used in the reconstruction of Biec.

The following variables provide useful discriminating
power:

— @, the charge of the track.

— p*, the momentum of the slow pion candidate in the
7'(4S5) center-of-mass frame.

— p'2P the momentum of the slow pion candidate in the
laboratory frame.

— B1ap, the polar angle in the laboratory frame.

— cos 0,7, the cosine of the angle between the slow pion
direction and the By,g thrust axis in the 1°(45) center-
of-mass frame.

— Lk, the PID likelihood of the track to be a kaon. PID
information helps to reject the contribution from low
momentum kaons flying in the thrust direction.

— L., the PID likelihood of the track to be a electron.
This helps to reject background from electrons pro-
duced in photon conversions and 7¥ Dalitz decays.

8.5.4 Correlation of kaons and slow pions

In events where both a charged kaon and a slow pion can-
didate (e.g. from a D** — D% — K~ X)rt decay) are
found, the corresponding flavor tagging information can
potentially be improved by using the angular correlation
between the kaon and slow pion. A kaon and a slow pion of
opposite charge (i.e. agreeing flavor tag) that are emitted
in approximately the same direction in the 7°(4S) center-
of-mass frame can provide a combined tag with a relatively
low mistag fraction.

In addition to the information used to identify kaons
and slow pions, the following discriminating variable can
be used:

— cos 0k r, the cosine of the angle between the kaon and
the slow pion momentum calculated in the 7°(45) center-
of-mass frame.

8.5.5 High-momentum particles

A very inclusive tag can be obtained by selecting tracks
with the highest momentum in the 7°(4S) center-of-mass
frame and using their charge as a tag. Given the other sig-
natures discussed above, the aim of such a tag is to iden-
tify fast particles coming from the hadronization o