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It is well known that the statistical methods (“parameterizations”) used to rep-

resent cloud processes for climate prediction distort the simulated diurnal rainfall

cycle. In this study, the “superparameterization” technique (embedding explicit

models of convection) is investigated as a method of improving diurnal rainfall in

order to study the mechanisms supporting it and to reduce uncertainties in climate

prediction.

Analysis of the effect of superparameterization on the simulated global diurnal

rainfall cycle uncovers several unappreciated benefits of the technique: Diurnal

rainfall becomes less well fit by a 24-hour sinusoid, more horizontally inhomoge-

neous within continents and oceans, and conforms better to transitions straddling

coastlines. While these effects are robust to arbitrary configuration choices in the

application of superparameterization, a favorable shift in the peak timing of con-

tinental rainfall is not. Regional deficiencies are documented associated with the

Andean topography, and the Asian monsoon.
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Like conventional parameterizations that account for dilution, superparameter-

ization favorably reduces the amplitude of the tropical land latent heating diurnal

cycle. This removes an unrealistic deep barotropic subsidence wave that otherwise

exerts undue remote control by land on the simulated diurnal cycle over the trop-

ical ocean. The level of remote control of marine surface divergence is otherwise

found to be undersimulated such that the tropical surface divergence signature of

land-sea remote control does not validate well against scatterometer observations.

Over the Gulf Stream, the pattern of warm season diurnal rainfall variability

is captured in several simulations. Analysis suggests a giant sea breeze circula-

tion fueled by convectively amplified cross-coastal radiative imbalances, may help

explain the observed change in local rainfall timing with distance offshore.

In the Central US warm season, the superparameterization approach is shown

to capture packets of eastward traveling organized convection that underly a re-

gional nocturnal convection maximum. The simulated rate and range of eastward

travel validates against ground based radar data despite the fact that small scale

storm propagation mechanisms (gust fronts and density currents) are artificially

restricted to have only local effects under superparameterization. This is inter-

preted as evidence in support of an alternative “slow manifold” view that these

systems are primarily propagated by large-scale dynamics.
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Chapter 1

Overview

This dissertation is situated in the context of a broad problem facing the climate

science community – the fact that cloud processes are not well represented in the

numerical tools that are used to project future climate change. As a consequence,

important questions facing society, like “are cloud feedbacks likely to amplify or

damp global warming?” or “how should farmers expect precipitation to change in

future climate?” cannot yet be reliably answered by climate science.

One striking symptom of this unsatisfactory state of affairs is an unrealistic dis-

tortion of simulated diurnal rainfall in conventional global climate models (GCMs).

The diurnal rainfall cycle is one of the most simply forced modes of convective vari-

ability in the atmosphere, and capturing it is a zero-eth order litmus test for the

fidelity of simulated cloud-atmosphere interactions.

As supercomputing capacity grows, new atmospheric simulation technologies

are being developed that offer hope for improvement. However the optimal tool - a

fully global cloud resolving model - is currently far too computationally expensive

to apply to the problem of long term global climate projection, and is expected to

remain so for decades (Khairoutdinov and Randall, 2003).

This dissertation focuses on an interim prototype tool (“superparameterized”

1
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climate simulation) that has emerged this decade, which retains some of the ben-

efits of resolving convection explicitly while making unique tradeoffs to remain

computationally affordable for the problem of long-term global climate projection.

Unlike conventional GCMs, which represent cloud processes using simple statisti-

cal models that distort certain modes of atmospheric variability, superparameter-

ized climate simulations (also called Multiscale Modeling Frameworks; MMFs) use

thousands of embedded cloud-resolving models (CRMs)1. Little is known about

the prototype MMF approach to climate modeling, which introduces substantial

physical idealizations of its own.

In this dissertation, analysis of the diurnal rainfall mode in superpa-

rameterized simulations serves two scientific purposes.

The first is to contribute to the community assessment of the potential that

this new technology may offer for improving the representation of cloud physics for

the problem of future climate projection. In this context, the fact that the diurnal

rainfall mode is the most simply forced convective regime in the atmosphere, and

that a rich history of literature exists explaining its physics in many parts of the

world, is useful.

The second purpose is to seek new insight into the mechanisms that support

diurnal rainfall in nature, in two regions of interest where superparameterized

simulations offer a useful vantage point:

1. Over the ocean: Here, trustworthy satellite constraints on the space-time

structure of rainfall have only recently provided adequate sampling of diur-

nal rainfall. The physical mechanisms behind the observed pattern – which

1Also, unlike continuously explicit convection resolving models, MMFs can be run on global
domains and integrated for multiple decades with existing computers.
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involve large scale circulations set up by convective heating over land – are

not completely understood. This is also not well suited to analysis with

ultra-high resolution models, for which representing large horizontal scales

for multi-month integrations remains a computational challenge. Since su-

perparameterized simulations permit the representation of large horizontal

scales without requiring a statistical treatment of convection, they provide a

useful perspective from which to investigate these mechanisms numerically.

2. In the Central US: In this region, the role of fast- vs. slow-manifold

controls on diurnal organized convection is in debate in the current literature.

A unique feature of super-parameterized models – artificial restriction of the

spatial range over which fast-manifold physics can operate – provides a useful

new perspective to this discussion.

The following literature review introduces some relevant background to mo-

tivate the three specific problems that are stated in Chapter 3 and addressed in

Chapters 4 to 6. Conclusions are summarized in Chapter 7.



Chapter 2

Literature Review

2.1 The diurnal rainfall cycle

2.1.1 Global observations

Since the dawn of the satellite and computer age, the instrumental record of

the composite global diurnal rainfall mode has been progressively refined, to a

point where today we have good confidence in its structure over most of the world.

The inherently patchy record initially provided by in situ surface rain gauges has

been augmented with remotely sensed signatures of rainfall, at first from infrared

detectors, and now with more accurate microwave sensors. Interdisciplinary work

and data sharing for climate science have further led to “best estimate” precipi-

tation products, in which multiple inter-calibrated satellite detectors’ information

content have been patched together, and fused with ground based gauge and radar

data.

There is a rich scientific history of measuring daily rainfall variations using rain

gauges. Wallace (1975) describe early research dating back to the mid-nineteenth

century. By the dawn of the twentieth century, the major difference between conti-

4



5

nental (afternoon maximum) and marine (nocturnal maximum) diurnal rain cycles

was well documented (Hann, 1901). Regions that bucked this general trend were

an early scientific curiosity, such as the central US summertime nocturnal rainfall

maximum (Kincer, 1916). At the national scale, the development of standard-

ized weather observations during the twentieth century spawned a series of diurnal

rainfall studies from countries around the world, summarized in Table 1 of Wallace

(1975).

International coordination and systematic digitalization of decades worth of

international rain gauge data on land and aboard ships refined the observed com-

posite diurnal rainfall cycle in the 1990s. In landmark studies, Dai et al. (1999) and

Dai (2001) analyzed the diurnal and semi-diurnal modes in a large United States

dataset (Higgins et al., 1996) and globally, in an international dataset coordinated

by the World Meteorological Organization (Woodruff et al., 1993). Their summary

of the significance of the diurnal rainfall mode is authoritative:

Except for winter mid- and high-latitudes, diurnal variations in the
precipitation and thunderstorm frequencies are significant (especially
over land areas and during summer), with diurnal amplitudes gener-
ally exceeding 20% of the daily mean values. The diurnal harmonic
explains about 40% to 80% of the total daily variance over land areas,
while it accounts for about 40 % of the variance over the oceans. The
semidiurnal harmonic accounts for about 15%-25% (20%-40%) of the
daily variance over land (ocean) areas. [Dai (2001), pp. 1126-1127]

Figure 2.1 shows the global distribution of rainfall timing from the 24-hour

diurnal rainfall harmonic from the rain gauge record (Dai, 2001). This metric is

meaningfully significant where the 24-hour harmonic explains significant variance

in the actual diurnal composite rainfall time series, i.e. in the hatched regions

shown in the left panel of Figure 2.2. Key features include the predominant af-

ternoon timing over summer hemisphere land masses, nocturnal oceanic maxima,

shifting to morning near coastal oceans, and the rich geographic complexity within

continents, including the Central US nocturnal maximum.
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Figure 2.1: Local solar time Tmax(h) when the diurnal harmonic (S1) of (left) DJF
and (right) JJA mean frequency of occurrence peaks for nondrizzle precipitation
gauge data from 1976-1997. Adapted from Figure 5 of Dai (2001).

Figure 2.2: Percentage of the mean daily variance explained by the (left) diurnal
and (right) semidiurnal harmonics for JJA mean frequency occurrence for nondriz-
zle precipitation gauge data. Values over 50% and 30% are hatched in the left and
right columns, respectively. Adapted from Figure 4 of Dai (2001).
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Figure 2.3: Representative distribution of rain gauge data. Reproduced from Fig-
ure 1 of Kidd (2001).

Rain gauges provide a simple, direct measure of rainfall that is unambiguous.

But gauge measurements also suffer from sampling issues. Although the map

from Dai (2001) in Figure 2.1 appears to show global data coverage, in fact rain

gauge sampling is biased strongly toward northern hemispheric land (Figure 2.3).

Over oceans, Dai (2001) acknowledge that the statistical significance of the diurnal

composite timing from the gauge record in Figure 2.1 is highly uncertain. Even

over heavily populated industrial areas, the modern rain gauge network is neither

dense enough nor reported frequently enough to adequately characterize rainfall

structures, which are notoriously small scale and statistically non-Gaussian.

Remote sensing satellite observations have become increasingly important for

filling the gaps in the rain gauge record. The benefit of high spatial and temporal

coverage has proved to outweigh drawbacks associated with the complex inverse

estimation algorithms (so-called “retrievals”) required to infer rainfall from indirect
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radiometric signatures of convection.

In the seventies and eighties, infrared radiometers on board constellations of

geostationary weather satellites provided the lion’s share of radiometric measure-

ments used to remotely infer characteristics of diurnal precipitation (e.g. Albright

et al. (1985)). Elevated cloud tops and upper tropospheric water vapor anoma-

lies frequently accompany rainfall, and they are highly emissive in the infrared.

Observations of infrared brightness temperatures at 11 µm (atmospheric window)

and 6.7 µm (water vapor) can be combined to detect such high clouds (Fu et al.,

1990) and upper tropospheric water vapor (Soden and Bretherton, 1993). On

diurnal timescales, the separable cloud and vapor infrared signatures are phase

lagged with respect to precipitation, consistent with gross aspects of the diurnal

convective lifecycle (Soden, 2000; Tian et al., 2004).

On coarse space/time scales (2.5 ◦, 24 hours) a “precipitation index” can be

derived from infrared radiometer measurements of cold cloud cover, which shows

some correlation skill against ground based radar measurements (Arkin and Meis-

ner, 1987). In its essence, the infrared precipitation index rainfall retrieval ap-

proach is based on simple geometric relationships between clouds and rainfall; the

physical premise being that deeper (colder, brighter) cloud tops imply stronger

(more) rainfall (Kidd, 2001). This idea works better for unorganized tropical deep

convection but breaks down when convection is orographically organized or frontal.

Readers may refer to Joyce and Arkin (1997) for a brief review of the early history

of the infrared precipitation index.

Recognizing its importance in validating climate model physics, Yang and

Slingo (2001) published the first climatological composite diurnal cycle of cloud

top brightness temperature and an inferred precipitation index. These data were

derived from two decades of infrared observations obtained on multiple satel-

lite platforms, inter-calibrated by the International Satellite Cloud Climatology

Project (ISCCP), providing excellent statistics. The 24-hour harmonic’s ampli-
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a) Amplitude (mm/day)

b) Phase (local hour)

Figure 2.4: Fitted boreal summer (JJA) composite diurnal precipitation harmonic
a) amplitude and b) phase, as inferred from two decades of infrared cloud top
temperature retrievals. Adapted from Figures 2 and 3 of Yang and Slingo (2001).
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tude and phase of boreal summer composite diurnal brightness temperature from

their analysis are reproduced in Figure 2.4. One of the most remarkable features is

the richness in the structure of diurnal rainfall within land masses, near coastlines,

and even within vast open ocean basins. This rich structure is apparent despite

heavy temporal averaging in the composite, emphasizing that the physics of di-

urnal rainfall are highly regional, modulated by topography and coastlines, and

inherently complex.

In the past decade, microwave estimates of precipitation have practically ob-

soleted infrared rainfall proxies. A key disadvantage of all infrared-based rainfall

retrievals is that the fundamental measurement is of cloud top brightness tem-

perature, not rainfall. Modern precipitation remote sensing methods avoid the

associated pitfalls of vapor and cloud top height mis-estimation in the infrared

by instead measuring microwave radiometric signals. Microwaves interact strongly

with raindrops and are not substantially obscured by overlying clouds (Kidd, 2001).

Operational microwave rainfall remote sensing technologies in orbit today include

passive microwave imagers (e.g. the Special Sensor Microwave / Imager (SSM/I)

on defense meteorological satellites), high spectral resolution microwave sounders

(e.g. the Advanced Microwave Sounding Unit (AMSU) on board NOAA weather

satellites) and even active microwave (spaceborne radar) on research satellites (e.g.

the Tropical Rainfall Measurement Mission and CloudSAT).

Microwave rainfall retrievals from passive sensors are highest quality over the

ocean, where brightening in thermal microwave emission bands (e.g. at 50.3 GHz)

due to elevated rain drops contrasts strongly against the homogenous background

sea surface thermal emission. Over land, retrievals based on thermal emission do

not work well, because the background land surface emissivity varies strongly in

space and time at these wavelengths. An alternate but less accurate retrieval ap-

proach can be used over land based on higher wavelength microwave signals in the

raindrop scattering – as opposed to thermal emission – regime (e.g. 90 GHz)
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(Kidd and Barrett, 1990; Kidd, 2001). At these wavelengths, the presence of rain-

fall can be inferred due to dimming at the top of the atmosphere when underlying

hydrometeors scatter microwave photons out of the column below (Petty, 1995).

Passive microwave sounders - as opposed to imagers - further resolve coarse ver-

tical distributions of rainfall rate, and atmospheric liquid water content profiles,

by combining information from multiple detector channels arranged at high spec-

tral resolution across individual spectral lines. More recent technologies provide

enhanced vertical information from the backscatter return from active microwave

(spaceborne radar; Kummerow et al. (1998); Stephens et al. (2002)).

Although they are crucial for filling gaps in the patchy gauge record, remote

sensing observations from space come with problematic sampling challenges of their

own. Satellite measurements are collected along orbits that introduce significant

space-time biasing of the diurnal cycle. Distant geosynchronous orbits provide

large fields of view, but limited, static spatial coverage whereas low-earth orbits

trace out near-complete global coverage but measurements are collected on rela-

tively small fields of view and often biased to sample certain phases of the diurnal

cycle. An extreme example is the NASA “A-Train”, in which a series of overlap-

ping detectors including space-borne precipitation radar chase each other along an

orbit that is rigidly locked at each latitude to a specific local time of day, providing

no sampling of the local diurnal cycle at any location. As a result of these orbital

issues, no one satellite platform can sufficiently characterize the global daily mode

of rainfall.

One landmark satellite recently bucked this general trend, achieving for the

first time statistically significant sampling of the diurnal rainfall composite from

a single remote sensing platform. The Tropical Rainfall Measurement Mission

(TRMM), launched in 1997, combines microwave imaging, infrared sounding, and

active microwave (radar) instruments on a satellite that is in a unique precessing,

tropics-oriented orbit (Kummerow et al., 1998). As a result, TRMM has a pro-
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nounced (especially in midlatitudes) but slowly drifting local time sampling bias,

(Hirose and Nakamura, 2005). Eight years’ of observations have proved sufficient

to alias this drift through the diurnal mode and statistically characterize the com-

posite diurnal rainfall cycle as a whole from the raw sensors on this single platform

(Hirose et al., 2008).

Figure 2.5 shows an intercomparison of the composite diurnal rainfall cycle

as detected by each of the three rainfall sensors on board the TRMM platform

(Yamamoto et al., 2008). This remotely sensed perspective on diurnal rainfall

complements the patchy gauge record shown previously in Figure 2.1. That the

independent sensors agree on the structure of the diurnal composite is encourag-

ing. The top panel shows the state of the art, highest quality remotely sensed

precipitation radar return data. In this 8-year composite the gross features of the

gauge data (Dai, 2001) in Figure 2.1 are reproduced: Local time of peak rain over

the ocean is in the middle of the night, progressing closer to the early morning for

coastal ocean, while over land it is in the mid- to late-afternoon. The infrared data

show a subtle phase delay relative to the radar and microwave data, emphasizing

the point made earlier, that infrared signals are associated with a later phase of

the convective lifecycle (high-altitude cloud and vapor signatures generally occur

after rainout in deep convection) (Yamamoto et al., 2008).

Although the majority of microwave rainfall measurements take place on satel-

lites with non-precessing orbits that do not sample the diurnal cycle adequately,

there are enough microwave instruments in orbit today with sufficiently overlap-

ping footprints that 80% of the world’s surface is sampled within a typical three

hour interval (Figure 2.6; Huffman et al. (2007)). Appropriate inter-calibration

methods have been devised so that microwave data from multiple platforms can

be used in combination with each other as well as with infrared retrievals and rain

gauge newtorks to produce a “best estimate” of global rainfall. Early global mul-

tisensor precipitation climatologies were at coarse spatial and temporal resolution
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Figure 2.5: Peak local time of maximum rain rate derived from Tropical Rain-
fall Measuring Mission precipitation radar (upper) and total microwave imager
(middle), and peak local time of minimum brightness temperature at 10.8 microns
(lower) for JJA 1998–2003. The pixels where rain rate (infrared brightness temper-
ature) within 1 hour of the local time of maximum rain rate (minimum brightness
temperature) are above (below) mean rain rate (brightness temperature) for radar
and microwave (infrared) data, where rain frequency is more than 1%, and where
the rain rate is more than 10 mm mon−1 (the mean brightness temperature is less
than 280 K) are colored. Reproduced from Figure 1 of Yamamoto et al. (2008).
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Figure 2.6: Combined microwave precipitation estimate for the 3-h period centered
at 0000 UTC 25 May 2004 in mm/hr. Blacked-out areas denote regions that lack
reliable estimates, while the zero values in the remaining areas are color-coded to
depict the coverage by the various sensors. The order of precedence for display and
corresponding zero color are TMI (white), SSM/I (light gray), AMSR-E (medium
gray), and AMSU-B (dark gray). Reproduced from Figure 1 of Huffman et al.
(2007). .
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(1-2.5 ◦, monthly; (Huffman et al., 1995; Xie and Arkin, 1995, 1997). As a recent

legacy effort of the Tropical Rainfall Measurement Mission, multisensor techniques

have since been refined to much higher space-time resolution (0.25 ◦, 3 hourly) in

a new gridded rainfall data product called TRMM 3B42 (Huffman et al., 2007).

Since the climatological composite diurnal cycle of precipitation in 3B42 has been

well-studied and appears to be in good agreement with independent precipitation

products and surface data, its practical advantages for the purpose of model eval-

uation are compelling (Dai et al., 2007). This state of the art “best estimate” of

global rainfall is thus the primary data ground truth employed in this dissertation.

2.1.2 Physical mechanisms

Unlike the simple sinusoidal daily solar cycle of radiation that drives it, the

daily cycle of rainfall is richly structured. Recall Figures 2.4 and 2.5, which showed

heavily composited observations of the diurnal harmonic of precipitation inferred

from infrared brightness temperatures, microwave imagers, and spaceborne radar.

On the one hand, over many land regions the fact that diurnal rainfall peaks in

the mid-afternoon is suggestive of an intuitive lagged response of boundary layer

destabilization to local solar heating and evapo-transpiration. On the other hand,

the observations clearly show that over just as many regions, the structure of

the climatological composite daily rainfall cycle is nothing like the solar cycle that

drives it. Extreme examples include the central United States, and the open ocean,

where peak rainfall tends to happen in the middle of the night, a full 180 degrees

out of phase with the solar cycle.

Diurnal convective physics are complicated by the fact that the daily cycle of

solar heating excites many atmospheric modes of variability that conspire to influ-

ence convection in a complex manner. For instance, over extra-tropical mountain

ridges, the diurnal cycle of elevated boundary layer heating and cooling creates
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horizontal pressure anomalies in the atmosphere, causing lagged semi-geostrophic

adjustment accelerations in widespread regional orographic circulations (Holton,

1967). The low level aspects of these and other (frictional) circulation responses to

diurnal heating in turn modulate meridional fluxes and convergence of vapor, re-

sulting in complex, counter-intuitive phase lags in the diurnal convective response

such as the Central United States nocturnal maximum (see Section 2.1.3). Another

prominent example of non-local diurnal control occurs in the coastal oceans of the

tropics, where energetic continental daytime convection sparks deep gravity wave

disturbances that exert control on convection over waters hundreds of kilometers

away (Mapes et al., 2003). This phenomenon can be seen in the extended halos of

anomalously high diurnal rainfall amplitude and concentric phase striations sur-

rounding the Indonesian islands, off the western coast of equatorial South America,

and down the Bay of Bengal in Figure 2.4 (Yang and Slingo, 2001).

Yang and Smith (2006) sum up the complexity of the physics behind the ob-

served composite diurnal cycle:

In essence, diurnal variability [of rainfall] over planet Earth is het-
erogeneous but regionally coherent and arising from multiple mecha-
nisms competing for dominance. At no time in seeking to decipher the
cause of diurnal signals can the elements of “time to fruition,” “down-
stream propagation,” “available moisture,” and “radiative-dynamic in-
teractions” be overlooked because all ... underlie the specific amplitude
and exact timing of a phase peak. Diurnal rainfall variability is not a
simple process and defies simple explanations. [Yang and Smith (2006)]

Despite this inherent complexity, several worthwhile and insightful historical

attempts have been made to explain the physical character of gross aspects of

diurnal rainfall using simple theory. The following discussion draws heavily on

contemporary historical reviews and secondary references from Yang and Slingo

(2001) and Yang and Smith (2006), who consider the problem from the climate

scale, as well as from texts by Pielke (2002) and Li (2004), who discuss insights

gained from explicit simulation with limited domain convection resolving models.
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The afternoon rain maximum over most land

The predominant afternoon rainfall maximum over land has long been ex-

plained as a lagged response to the local noon-peaking land surface heating and

evapotranspiration cycles (Yang and Smith, 2006). The rainfall phase delay of

several hours is due in part to the time-scale for dry convective boundary layer

deepening (the driving sensible and latent heat transport that precondition deep

convective rainout being limited by the timescale of dry eddy overturning and life-

time of unorganized shallow convection), and partly by the physics of organized

thunderstorm convection in the (frequent) presence of vertical wind shear (Byers

and Battan, 1949; Newton, 1950). Rotunno et al. (1988b) discuss the essential

physics of shear organization, showing how density currents at the edges of evapo-

ratively cooled rain-shafts can interact with low-level shear to favor enhanced storm

longevity (and thus later, more intense rainout). The actual dynamics of organiza-

tion are inherently nonlinear and three dimensional, involving upscale cascades of

energy and momentum through eddy and cloud interaction, often mediated by con-

vectively generated and ducted gravity waves (Pandya and Durran, 1996; Kuang

and Bretherton, 2006; Khairoutdinov and Randall, 2006; Wu et al., 2009). The

emergent self-sustaining balanced organized convective “system” behavior on the

mesoscale allows for rainout many hours after peak surface heating has come and

gone.

Although fundamentally this system behavior is considered as a lagged re-

sponse, with the ultimate forcing understood to be surface heating of the land

(Yang and Smith, 2006), controversies exist in the current literature regarding the

relative roles of several competing physical processes in setting the timing. For in-

stance, explicit simulations implicate mesoscale cold pool organization (Khairout-

dinov and Randall, 2006), bulk entrainment humidification preconditioning (Kuang
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and Bretherton, 2006), in the timing of land rainfall.

The coastal region

Near coastlines, the diurnal rainfall cycle is influenced by diurnally reversing

solenoidal circulations set up by the differential heating and cooling of land vs.

ocean. The structure of coastal diurnal circulations changes fundamentally across

a critical latitude of 30 ◦ where the Coriolis and diurnal frequencies are equal. Pole-

ward of this critical latitude “Coriolis effects can make the land breeze an inertial

continuation of the sea breeze” (Mapes et al., 2003). Simple models provide in-

sight into the structure of isolated coastal solenoids in these two regimes. Rotunno

(1983) show that, poleward of 30◦, the horizontal scale of an inviscid, linear atmo-

sphere to a diurnally varying heat sources is confined to ∆x = Nh√
f2

−Ω2
, whereas

equatorward of 30◦ inertial gravity wave dynamics allow the effects to extend indefi-

nitely, “along ray paths extending upward and outward from the coast”. Including

surface friction and nonlinearity produces similar isolated circulation structures

in the two regimes (Yan and Anthes, 1987). In explicit simulations, convective

feedbacks, wave interactions with various synoptic background flows, coastal orog-

raphy, and surface vegetation all conspire to produce a wide range of solenoidal

see breeze circulation structure and scale from region to region (Pielke, 2002). A

common thread is the setup of sharp, propagating land surface fronts (a.k.a. sea

breeze fronts) that mechanically favor daytime deep convection over land and si-

multaneous (through continuity) daytime subsidence over adjacent ocean. Indeed,

convecting sea breeze fronts are routinely observed propagating inland from (and

oriented parallel to) coastlines during the day (Simpson et al., 1977; Wakimoto

and Atkins, 1994, e.g).

The reverse solenoidal circulation is often invoked to explain nocturnal rainfall
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maxima over coastal ocean (Yang and Smith, 2006). From this perspective, the

strong diurnal radiative heating and convection over coastal land thermally drives

large scale circulations that remotely control aspects of the adjacent coastal ocean

diurnal rainfall cycle, where local radiative diurnal heating is weaker (Dai and

Deser, 1999; Dai, 2001; Randall et al., 1991). In an analysis of the large scale phase

of surface wind divergence inferred from sparse marine weather station data Dai

(2001) suggested that an early morning oceanic rainfall maximum is associated

with “a large-scale diurnal circulation in which surface air converges and rises

over continents (except for the innermost parts) and diverges and sinks over large

nearby oceanic areas in the afternoon and early evening and the opposite occurs

in the early morning.” (Dai and Deser, 1999; Dai, 2001). This sort of effect is

strikingly apparent off the western coast of Colombia, where the steep slopes of the

Andes extend the coastal land diurnal heating signature deep into the atmosphere,

exciting long range gravity wave mediated vacillations in the diurnal hydrological

cycle offshore (Mapes et al., 2003). Diurnally resolving satellite scatterometer

measurements have only recently begun to reveal the rich structure of these sorts

of land-ocean diurnal remote control mechanisms, via their global surface wind

divergence (i.e. subsidence) signature (Gille et al., 2003, 2005; Wood et al., 2009).

Especially in the tropics and subtropics, long-range remote control is thought to

have implications for diurnal cloud properties and rainfall (Munoz, 2008; Wood

et al., 2009), a topic which will be revisited in Section 5.1.

The open ocean

In remote regions of the tropical ocean, a nocturnal to mid-morning rain-

fall maximum is observed (Albright et al., 1985; Hendon and Woodbery, 1993;

Janowiak et al., 1994) but the underlying physics are an ongoing topic of debate.
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Historically, theories linking open ocean diurnal rainfall to planetary pressure

tides were briefly popular. On planetary scales, resonant normal modes of the

atmosphere excited primarily by diurnal solar ozone heating in the stratosphere

and thermosphere produce diurnal surface pressure signatures. Where solar tide

pressure anomalies cannot be converted into geostrophic motions (i.e. in the trop-

ics) and surface solar heating cycles are weak (over the high heat capacity oceans),

mechanical lifting of moist air due to low-level convergence associated with solar

tide pressure anomalies can be thought of as a causative control on diurnal rainfall.

This idea has however fallen out of favor:

Although Malkus (1964) and Brier and Simpson (1969) suggested
that daily variations in precipitation are forced by the tides, the idea
has been met with skepticism (Lindzen, 1978) on the grounds that the
tidal moisture convergences are not strong enough to produce signifi-
cant fluctuations of precipitation. [Randall et al. (1991)]

Today, two flavors of radiation-convection feedbacks are usually invoked to

explain the open ocean rainfall cycle (Yang and Smith, 2006), as described below.

Sui et al. (1997) trace the underlying conceptual connection as far back as Kraus

(1963).

A major substantive physical theory for the open ocean nocturnal/morning

maximum stemmed from surface observations collected during the 1974 Global

Atmospheric Research Program (GARP) Atlantic Tropical Experiment (GATE).

Using GATE observations, Gray and Jacobson (1977) proposed a mechanism to ex-

plain why intense rain over the open ocean is often maximized in the early morning

hours, colloquially called the “Dynamic-Radiation-Convection (DRC)” mechanism

in the classification scheme of Yang and Smith (2006). The idea was supported

by some early observational (McBride and Gray, 1980) and numerical modeling

results (Fingerhut, 1978). It posits the pre-existence of a tropical cloud cluster, a

form of organized convection that is responsible for much of the intense rainfall in
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the tropical open ocean and thus assumed to dominate climatological composites

of diurnal rainfall variability there. Since such organized convective systems are

long-lived, the enhancement of nocturnal cloud-top radiative cooling at sunset is

sustained long enough to produce anomalous nocturnal large-scale clear air sub-

sidence surrounding the system. Through mass balance, this subsidence drives

low-level convergence beneath the system, favoring additional mechanical uplift

and rainout. The early morning open ocean rainfall maximum is thus explained

through the above chain of events, as a lagged dynamic response to radiative ef-

fects:

...the convergence cycle typically follows the radiational forcing with
a time lag of 3-6 hours... We believe this to be a natural consequence of
the hourly accumulation of the disturbance minus surrounding region
radiational energy differences. Thus, the maximum accumulated night-
time radiational cooling effects should occur 1-2 hours after sunrise and
a maximum in solar warming effects near sunset.[Gray and Jacobson
(1977)]

Randall et al. (1991) present a complementary theory involving radiation-

convection interactions, based on analysis of an early GCM simulation of the

tropical open ocean diurnal rainfall cycle. Their theory cast the problem locally

(without involving non-local subsidence or convergence feedbacks) whereby the

accumulated day-night differences in cloud top radiative heating imbalances af-

fect convection directly through their influence on local thermodynamic stability.

For example, the cumulative effect of enhanced nocturnal cloud top cooling exerts

a destabilizing effect on GCM cloudy columns. Yang and Smith (2006) tag the

Randall et al. (1991) mechanism and its variants the “Static-Dynamic-Radiation

(SRC)” mechanism. A key difference with respect to the above is that whereas

Gray and Jacobson (1977) invoke vertical velocity as part of the causative chain

of events that drive the early morning maximum, Randall et al. (1991) explain it

as fundamentally an effect of diabatic and radiative effects:
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The observed [open-ocean] diurnal [rainfall] cycle can be qualita-
tively accounted for by direct radiation-convection interactions, al-
though indirect radiative-convective interactions mediated by the large
scale dynamics and the remote influence of the continents also play a
part. Specifically, the absorption of solar radiation by clouds leads to
a reduction of the precipitation rate in the afternoon (near the end
of the daylight hours), relative to the early morning (near the end of
the night). The observed diurnally varying large-scale vertical motion
field is apparently forced by the diurnal cycles of radiative and latent
heating; it is not a critical forcing agency for the observed diurnal cycle
of precipitation over the oceans. [Randall et al. (1991), p. 60]

Two decades after GATE, the DRC and SRC mechanisms described above

came to be viewed as secondary effects after a subsequent intensive observing field

campaign in the tropical western Pacific led researchers to a more fundamental

theoretical understanding of open ocean nocturnal rainfall. During the 1992-1993

Tropical Ocean Global Atmosphere Coupled Atmosphere Response Experiment

(TOGA-COARE), diurnal variations of the vertical energy and moisture budgets

within a patch of convecting atmosphere were constrained using an intensive ar-

ray of soundings. These observations, combined with substantial developments in

explicit cloud simulation, allowed the DRC and SRC mechanisms to be tested. In

a pair of papers, Sui et al. (1997) and Sui et al. (1998) argued that neither the

TOGA-COARE budget observations themselves, nor numerical sensitivity experi-

ments driven by them, could support DRC or SRC as the fundamental mechanism

driving the dominant nocturnal oceanic peak. Instead, they suggest these are

second order effects, and that a simpler thermodynamic process is at work, in

which clear sky cooling at night simply humidifies the tropical atmosphere via

the Clausius-Clapeyron relation. Explicit deep convection modeling efforts by Liu

and Moncrieff (1998) reached similar conclusions - nocturnal maxima of tropical

rainfall could be achieved even when cloud-radiation interactions were disabled

in numerical models. In a recent text on numerical cloud simulation, Li (2004)
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attribute the Sui et al. insight to earlier work by Tao et al. (1996), and affirm

the basic mechanism using additional scale analysis diagnostics of explicit cloud-

resolving TOGA-COARE simulations. They argue causation from such analysis is

conclusive, and that:

colder temperatures cause lower saturated mixing ratios making it
easier for water vapor to be condensed and deposited into precipitation.
Therefore, nocturnal radiative cooling leads to colder air temperatures
that make it easier for clouds to develop and hence rainfall. [Li (2004),
p. 214]

Another finding emphasized during and since TOGA-COARE was the frequent

presence of a secondary tropical oceanic diurnal rainfall maximum in the afternoon.

This secondary maximum was linked to local surface forcing, whereby undisturbed

large-scale conditions were associated with sustained low wind conditions leading

to abnormally large sea surface skin temperatures in the absence of wind-driven

surface layer mixing (Sui et al., 1997, 1998; Yang and Smith, 2008).

2.1.3 Central US nocturnal rainfall

Observed nocturnal rainfall maximum

The US national network of rain gauges show a pronounced nocturnal rain-

fall maximum over the Central US during boreal summer. Figure 2.7 shows the

Fourier decomposed 24-hour harmonic in a climatological composite of weather

station data (Wallace, 1975). A region of anomalously high amplitude (more wind

barbs) and nocturnal phase (vectors pointing from the north) dominates the Cen-

tral United states.

The vigorous Central US nocturnal maximum of rainfall is co-located with an

anomalous population center of Mesoscale Convective Systems (MCSs). MCSs

constitute a form of convection that was discovered at the dawn of satellite mete-
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Figure 2.7: “Normalized amplitude and phase of the diurnal cycle in the total
frequency of precipitation, including trace events for the summer season (June-
August [1951-1960])” from rain gauge station data. The number of barbs denotes
the amplitude of the 24-hour harmonic, and the phase is indicated by the orien-
tation of the arrows. “An arrow pointing from the north indicates a midnight
maximum (local time); one pointing from the east indicates a 0600 maximum,
etc.”. The Central US nocturnal maximum is evident as a region of anomalously
high amplitude, with arrows directed from the north. Reproduced from Wallace
(1975).
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orology to be organized on scales larger than previously thought possible at mid-

latitudes (Maddox, 1980; Houze, 2004; Carbone and Tuttle, 2008). MCSs show up

as bright ellipsoids on orbital infrared imagers, due to their horizontally expansive

and highly emissive “cloud shield” anvils. The self-similar morphology of MCSs

in the Central US allows automatic identification and statistical analysis of their

population centers. Maddox (1980) defined the following ruleset for an IR feature

to be counted as one of these especially large, circular forms of MCS1:

• There has to be a continuous area of IR brightness temperature below -32

degrees Celsius, larger than 100,000 km2.

• There also has to be within that a smaller “shield” colder than -52 C (area

must be bigger than 50,000 km2)

• The above conditions must hold for at least 6 hours.

• The shape of an ellipse fitted to the above contours must have eccentricity

bigger than 0.7 at the time of its maximum extent (these are rather elliptical

features).

Statistical analysis of the population centers of MCS events, based on the ob-

jective identification algorithm above, revealed the Central US as a hot spot for

MCS activity. An analysis of data from 1982 and 1983 suggest that MCS rain

is responsible for 30%-70% of total warm season rainfall in the region (Fritsch

et al., 1986). Figure 2.8 shows a schematic constructed from many years’ satellite

imagery by Laing and Fritsch (1997). Laing and Fritsch (1997) emphasize that en-

hanced organized convection populations tend to occur in the lee of many mountain

chains worldwide, especially where equatorward sources of moisture are supplied

by low-level jet circulations. In this sense, the Central US nocturnal maximum is

1Maddox originally coined this specific, large class of MCS as a “Mesoscale Convective Com-
plex (MCC)”. The more general, modern nomenclature of MCS is used in this dissertation.
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Figure 2.8: Relationship among mesoscale convective complex (MCC) population
centers, elevated terrain, and prevailing flow, showing the Central US hotspot of
organized convection activity as part of a more general phenomenon. Reproduced
from Laing and Fritsch (1997) (their Figure 4).

an example of a more general phenomenon of the continental diurnal rainfall cycle

near mountain ridges.

Many of the MCSs that deliver nocturnal warm season rainfall to the Central

US are generated nonlocally, upstream over the Rockies, during the preceding after-

noon. Maddox (1981) analyzed two years of satellite infrared imager data over the

Central US and estimated that almost half of the cases were linked to orographic

convection upstream. The number of storms generated non-locally fluctuates from

year to year; for instance, Lin (1986) found only 25% MCCs to be orogenic (non-

locally generated over topography) based on analysis of one year’s data (Tripoli

and Cotton, 1989a). Nocturnal destabilization due to favorable meteorological

conditions at night is also important for maintaining and enhancing MCSs that

propagate into the Central US (Trier and Parsons, 1993). A contemporary reanal-

ysis built around a high resolution regional model (the North American Regional

Reanalysis; NARR) suggests that 50 % of total Central US summertime rainfall is

due to the eastward propagating mode (Jiang et al., 2006).
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Figure 2.9: “Diurnal radar echo frequency of occurrence, in JJA, expressed as
percent of days within a given hour that precipitation echo is present: (a) 2100,
(b) 0200, (c) 0700, and (d) 1300 UTC. Readers are referred to the supplemen-
tary animation, which provides a superior visualization of the continental diurnal
cycle (online at http://dx.doi.org/10.1175/2008JCLI2275.s1).” Reproduced from
Carbone and Tuttle (2008)
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The modern national network of ground based rainfall radars constitutes the

best available observational constraint on the basic structure of the eastward prop-

agating Central US MCS convection mode. Although quantitative rain rate re-

trievals are inherently uncertain, radars provide an excellent data constraint on

rainfall occurrence (i.e. backscatter above an assigned threshold). Binned by time

of day, composited radar exceedence thresholds track major diurnal rainfall phe-

nomena. Carbone and Tuttle (2008) published a twelve year climatology of radar

data from the US warm season, which clearly captures the fine-scale climatological

composite structure of the Central US eastward propagating convection mode. Fig-

ure 2.9 (and the equivalent animation at http://dx.doi.org/10.1175/2008JCLI2275.s1)

demonstrates its space-time structure. A north-south line of orographic convection,

roughly following the Rockies, is the initiating event at 2100 UTC (2pm moun-

tain time). Subsequently, a large feature of enhanced averaged reflectively travels

eastward, representing the climatological average of eight years’ propagating MCS

rainfall2.

Central US physical mechanisms

The nocturnal maximum of Central US, MCS-mediated rainfall is currently

understood to result from a complex interplay of several competing physical pro-

cesses, many unique to the regional continental circulations set up by elevated

daytime (nighttime) heating (cooling) over the Rockies.

Maddox (1981) derived the first MCS thermodynamic composite by lining up

measurements from the synoptic sounding network during an ensemble of satellite

detected mature MCS events. Figure 2.10 shows the geopotential height, zonal

wind, moisture, and temperature anomalies associated with this climatological

2Other notable features of US rainfall climatology in Figure 2.9 are the dramatic sea breeze
rainfall cycles straddling the northern coast of the Gulf of Mexico and along the eastern Seaboard,
as well as the very high amplitude afternoon rainfall maximum in the US Southeast.



29

MCS composite.

In the following discussion, three key features in Maddox’s composite (labeled

A through C) are discussed through the lens of hindsight from three decades of

theoretical, numerical and field campaign studies into MCS dynamics. The first

(Feature A) is a low level moisture anomaly, a hallmark of a southerly low-level

atmospheric jet that is now understood to be the most important moisture/energy

source feeding Central US MCSs. The second (Feature B) is a thermal anomaly -

upper level heating - associated with a characteristic MCS diabatic heating pattern

that links MCS morphology to a mesoscale relative flow pattern that supports long-

lived convection. The third (Feature C) is a set of upper level wind anomalies that

highlight the equally important role of quasi-geostrophic dynamics in supporting

MCS convection on larger scales.

The nocturnal Low Level Jet (LLJ)

Feature A in Figure 2.10 highlights a moist anomaly in Maddox’s MCS com-

posite between 800 hPa to 600 hPa. The position of this moist anomaly coincides

with the location of a climatological southerly low level jet (LLJ; not shown) to

the east of the Rockies. The LLJ is a feature of mean summer US climate, steered

geostrophically by the persistent summertime Bermuda high and oriented north-

ward due to the blocking effect of the Rocky Mountains to the west (Wexler, 1961).

The LLJ is rich with Gulf of Mexico humidity and where it terminates, horizon-

tal moisture convergence provides a fuel source for observed organized convection

(Maddox, 1983; Trier et al., 2006, 2010). The LLJ signature in Maddox’s MCS

anomaly composite provided an early hint that anomalous moisture and tempera-

ture advection due to fluctuations of the LLJ were important to Central US MCS

formation. Follow-on work by Maddox (1983), restricted to a subset of ten mature

storm systems, confirmed this notion, finding that “strong low-level convergence,

warm advection, and ascending motion are present within the LLJ region in the
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Figure 2.10: (Left) West to east cross section of mesoscale height (sold lines, in
m) and zonal wind (dashed lines, in m/s) perturbations at the time of the MCC.
(Right) West to east cross section of mesoscale temperature (dashed lines in ◦

C) and moisture (solid lines, in g/kg) perturbations at the time of the MCC.
Reproduced from Maddox (1981); Tripoli and Cotton (1989b). .
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environment prior to MCS development” (Stensrud, 1996).

The LLJ direction and speed fluctuate diurnally in a manner that converges

more moisture at night. This is now thought to be a fundamental reason for

the nocturnal phase of the Central US diurnal rainfall cycle (Stensrud, 1996).

These LLJ fluctuations are in part a lagged semi-geostrophic wind response to

the diurnally reversing horizontal pressure gradient anomaly caused by elevated

daytime heating (nighttime cooling) over the Rockies (Holton, 1967). Inertial

accelerations also kick in when surface turbulent boundary layer friction shuts off

at sunset (Blackadar, 1957; Buajatti and Blackadar, 1957). The net effect of the

accelerations associated with these diurnal changes in force balance is that the LLJ

is most intense and most southerly (and hence most potential buoyancy laden with

Gulf Stream humidity) in the middle of the night. The fundamental importance of

the LLJ in supplying moisture preferentially at night to fuel Central US nocturnal

MCS is a matter of record (Trier and Parsons, 1993; Stensrud, 1996; Trier et al.,

2006).

Diabatic heating and balanced MCS mesoscale slantwise relative flow

Feature B in Figure 2.10 highlights a mid-to-upper tropospheric warm anomaly

between 500 hPa and 250 hPa, to emphasize the importance of diabatic heating

in MCS dynamics. The upper tropospheric warm anomaly is due to latent heat

release (dominated by ice fusion aloft) during deep MCS convection. Beneath the

warm anomaly, a lower tropospheric dry anomaly is the signature of substantial

stratiform rainout, which is in turn associated with evaporative drying and cooling.

Combined, these two features emphasize a fundamental aspect of MCS morphology

inherent to their mesoscale dynamics - the combination of large scale stratiform

anvil convection with a smaller scale deep convection zone embedded within it

(Houze, 2004). The superposition of a convective diabatic heating vertical mode

within a large scale high-level precipitating stratiform anvil mode results in a
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Figure 2.11: “(a) Idealized profiles of net heating associated with convective and
stratiform precipitation in a mesoscale convective system. The x axis is nondimen-
sional until precipitation amounts are specified for the convective and stratiform
regions. (b) Profiles of net heating by a mesoscale convective system with differ-
ent fractions of stratiform precipitation. Adapted from Schumacher et al. (2004).”
Reproduced from Houze (2004).

characteristic “loaded gun” pattern of MCS diabatic heating on the environment.

This net profile of diabatic heating is shown conceptually in Figure 2.12, where the

solid line in panel b) shows the classic “loaded gun” profile of organized convection.

The “loaded gun” diabatic heating profile associated with MCS convection ex-

cites a spectrum of atmospheric waves that perturb the mean flow in the vicinity

of an MCS in a fashion that helps sustain convection on timescales longer than the

lifetime of individual convective cells (Houze, 2004). Pandya and Durran (1996)

have shown with explicit linear gravity wave modeling that a characteristic storm-

relative circulation, involving far-field (order hundreds of kilometers) slantwise

ascending and descending motions, develops as a result of convectively generated

gravity waves in response to the deep convective component of diabatic heating.

Figure 2.12 schematically shows this characteristic MCS relative circulation struc-



33

Figure 2.12: “Schematic diagram showing the airflow relative to a two-dimensional,
steady state mesoscale convective system in a large-scale environment of given wind
shear. The environmental air entering the updraft is potentially unstable, and there
is a pressure decrease across the system from right to left at middle levels. The
streamlines are those required by conservation of mass, momentum, entropy, and
vorticity. Adapted from Moncrieff (1992).” Reproduced from Houze (2004).

ture. Such slantwise ascending mesoscale relative inflow ahead of, and slantwise

descending inflow behind, has long been observed in the MCS environment (Houze,

2004). This relative flow regime emerges analytically from conserving mass, mo-

mentum, entropy and vorticity in the context of 2D steady-state balanced non-

hydrostatic flow for an assumed propagating pressure disturbance (Thorpe et al.,

1980; Moncrieff, 1981). This is compelling proof that slantwise relative mesoscale

flow is fundamental to long-lived MCS convection3.

Balanced large scale flow and potential vorticity MCS dynamics

Feature C in Figure 2.10 highlights a pair of of large-scale upper tropospheric

zonal wind anomalies at 300 hPa. The corresponding meridional velocity anoma-

lies (not shown) belie a large scale rotation that emphasize the importance of

3Interested readers can refer to a distilled theory by Moncrieff and colleagues, who present an
archetypal dynamical model of this phenomenon (Moncrieff, 1992).
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geostrophic adjustment to MCS diabatic heating for these disturbances. Tripoli

and Cotton (1989a,b) point out the interesting fact that MCS processes transcend

the critical length scale of the Rossby deformation radius LR,

LR ≈ cg
f
. (2.1)

LR describes how far a disturbance may spread out horizontally in steady-state

(e.g. due to small scale dynamics like gravity waves) before achieving inertial

balance on large scales. Here,

cg = N/m (2.2)

is the gravity wave phase speed in a stably stratified atmosphere with Brunt-

Väisälä frequency N and vertical wavenumber m (Bretherton and Smolarkjewicz,

1989), and f is the Coriolis parameter. Tripoli and Cotton (1989b) point out that

LR ≈ 300 km at 40 N, which falls in the middle of the MCS scale range. This has

important dynamical implications:

For scales larger than LR, the inertial restoring forces dominate
the [convectively generated] gravity wave dynamics and this causes the
wind to come into adjustment with the mass (or temperature) field.
For scales smaller than LR, the vertical stability of the atmosphere
dominates the wave dynamics and so the mass field adjusts to the
wind, or transient gravity oscillations are produced. [Tripoli and Cot-
ton (1989a)]

Thus, in addition to the convectively generated gravity waves discussed previ-

ously, which are responsible for setting up slantwise relative flow on the mesoscale,

the broader aggregate MCS diabatic heating pattern also projects onto large scale

inertial dynamical modes. This provides a source of slow manifold memory on large

scales that can play a role in sustaining MCS disturbances as they travel over large

distances. From the perspective of potential vorticity dynamics, a sustained MCS

convective heating generates changes in Ertel potential vorticity (P ),



35

Figure 2.13: “Postulated structure of potential vorticity anomalies produced by a
region of convection and the associated changes in temperature and wind structure.
The circulation is cyclonic around the lower, positive anomaly, and anticyclonic
around the upper anomaly as shown by the arrows.” Reproduced from Raymond
and Jiang (1990).

P ≡ −g
∂θ

∂p
(ζθ + f) , (2.3)

which are subsequently remembered by the flow and advected or distorted along

with it (Raymond and Jiang, 1990; Li and Smith, 2010). Here g is gravitational

acceleration, θ is potential temperature, and ζθ is the relative vorticity on a surface

of constant θ. MCS latent heating initially influences P through changes in ∂θ
∂p
.

The sorts of relative circulations associated with a P anomaly generated by MCS

latent heating in this fashion are illustrated schematically in Figure 2.13.

In a zonally sheared wind environment, isentropic surfaces are tilted in the

height-latitude plane (due to the thermal wind relation) in such a way that cyclonic

flow around the positive P anomaly causes motion upward along isentropes on the
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eastern flank of the disturbance, due to northward motion, and subsidence behind it

(Raymond and Jiang, 1990; Li and Smith, 2010). In this fashion, the balanced flow

associated with convectively generated MCS potential vorticity anomalies produce

lifting ahead of an MCS as it advects eastward. This is one proposed mechanism

for large scale propagation (Raymond and Jiang, 1990).

The mountain-plains solenoidal circulation

Many of the wave-related MCS processes discussed above must be interpreted in

light of a complicated, diurnally reversing, basic state solenodial circulation in the

lee of the Rockies. This circulation results fundamentally from the slope heating

of the Continental divide and the front range of the Rockies, and is referred to

as the “mountain-plains solenoid” (Carbone and Tuttle, 2008). Dirks (1969) first

examined it numerically in a 2-D non-hydrostatic model with a sloping surface

and an imposed diurnally ocsillating surface potential temperature forcing. The

characteristic daytime phase of this flow is shown in Figure 2.14. The thermally

driven solenoidal flow reverses nocturnally, and is generally enhanced by stronger

ambient shear and diminished by stronger ambient stability. Cotton and Anthes

(1989) describe this circulation as follows:

At the juncture between the steep mountain slope and the more
gentle sloping plains, two solenoidal circulations interact. Associated
with the heated steep mountain slope, an intense deep solenoidal cir-
culation develops with its upward branch focused over the mountain
peaks and its downward branch centered over the transition between
the mountain slope and the plains slope. Associated with the gen-
tle sloping plains is another solenoidal circulation with its ascending
branch just east of the sinking branch of the mountain solenoid and
its subsidence branch located much farther east.[Cotton and Anthes
(1989)]

In reality, the MPS is quite complex. Wolyn and McKee (1994) investigated

the structure and dynamics of an idealized 2D mountain-plains solenoid in detail,
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Figure 2.14: “Schematic illustration of the [height-longitude] structure of the ideal-
ized Rocky Mountain-Great Plains daytime circulation.” Reproduced from Cotton
and Anthes (1989) (their Figure 9.39). Originally from Dirks (1969).

Figure 2.15: Conceptual schematic of major physical processes involved in the 2D
structure of an idealized mountain-plains solenoidal circulation in the lee of the
Rockies. Reproduced from Wolyn and McKee (1994) (their Figure 12).
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using radiosonde observations in the Central US as boundary and initial conditions

for a state of the art cloud resolving model. Figure 2.15 shows their conceptual

model of the MPS, emphasizing an interplay between several competing physical

processes. Chimney slope flows interact with the stationary mountain wave flow,

resulting in a leeside convergence zone linked to upward motion, mass convergence

aloft and compensating adiabatic subsidence warming at midlevels to the east.

The eastern daytime subsidence component of the MPS circulation over the

Great Plains is especially important for the physics of the Central US nocturnal

rainfall maximum. It is associated with a subsidence inversion (barrier to vertical

motion), which traps daytime boundary layer surface buoyancy over a vast area

(Carbone and Tuttle, 2008). The CAPE generated by daytime solar insolation thus

accumulates and is focused into a narrow leeside zone by upslope surface density

flows (Dirks, 1969; Tripoli and Cotton, 1989a) where it has the capacity to be

rapidly injected to mountain convection, occasionally (in conditions of conducive

wind shear) resulting in long-lived nocturnal MCS events.

Summary of Central US nocturnal MCS chronology

The current understanding of the nocturnal summer rainfall maximum in the

Central United States is that it results from several competing physical mechanisms

that conspire to phase lag rainfall 180 degrees relative to the solar insolation cycle.

A contemporary conceptual chronology follows:

• Two regional circulations focus CAPE generated from daytime insolation

over the Great Plains into a narrow leeside zone adjacent to the Rockies.

First, large-scale daytime subsidence associated with the “Mountain Plains

Solenoid” (MPS) circulation produces a subsidence inversion (barrier to ver-

tical motion) over the Great Plains, trapping daytime surface buoyancy over

a vast area (Carbone and Tuttle, 2008). Second, this CAPE accumulates
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and is focused into a narrow leeside zone by upslope surface density flows

(Dirks, 1969; Tripoli and Cotton, 1989a).

• Meanwhile, afternoon cumuli are initiated by chimney convergence (gravi-

tational density flows) over small scale peaks in the Rockies (Dirks, 1969).

The mountain cumuli move east where they sometimes intercept and tap the

narrow leeside reservoir of accumulated Plains buoyancy (Tripoli and Cot-

ton, 1989a). When embedded in a large scale zonal wind basic state that is

vertically sheared and conducive to organized convection, this occasionally

leads to upscale growth and organization into MCSs (Tripoli and Cotton,

1989a).

• The mesoscale dynamics of organized convective systems prolong and inten-

sify convection in a coherent ensemble that continues to move east, both

through advection by the mean zonal westerlies, and through the action

of convectively generated gravity waves and/or density currents associated

with evaporative rainshafts, constrained by background slope flow circula-

tions (Bernardet and Cotton, 1998; Tripoli and Cotton, 1989a,b).

• As the MCS moves east of the leeside convergence zone, access to the surface

reservoir of accumulated daytime buoyancy decreases and eventually shuts off

when it encounters the Plains capping inversion (Tripoli and Cotton, 1989a).

• In the event that the MCS is at a special latitude zone, it can encounter a

new fuel source to draw on at the terminus of a potential energy rich long-

range southerly low-level jet (LLJ) overlying the capping inversion (Tuttle

and Davis, 2006; Trier et al., 2010).

• Three main factors in turn favor nocturnal intensification for such organized

convective systems:
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1. The LLJ direction and speed fluctuate diurnally in a manner that con-

verges more moisture at night.

2. The Mountain-Plains solenoidal circulation reverses at night; over the

Plains, daytime descent reverses to large scale ascent at night, removing

the subsidence barrier to convection for MCSs that survive into the night

(Carbone and Tuttle, 2008).

3. During the day, convectively generated gravity waves (CGWs) emanat-

ing fromMCSs escape to deposit their energy in the stratosphere. But at

night, these gravity waves are instead ducted horizontally by a refractiv-

ity layer associated with efficient nocturnal cloud top radiative cooling

of MCS anvil clouds (Tripoli and Cotton, 1989a). Propagating outward

horizontally, these CGWs can seed new convective cells, expanding the

MCS convective heating structure to large horizontal scales, where it

can accelerate self-sustaining geostrophic wind and potential vorticity

anomalies (Tripoli and Cotton, 1989b; Raymond and Jiang, 1990).

2.1.4 A controversial aspect of Central US nocturnal rain-

fall

What mechanisms primarily underly the climatological eastward rate of MCS

motion in the Central US, which situates the climatological nocturnal rainfall max-

imum where it is observed?

Carbone et al. (2002) were the first to clearly pose this question as a challenge

for the community, in which they set up a dialectic that has had a lasting impact

on recent literature. In it, they pointed out that the phase speed of the observed

eastward moving radar composite backscatter signal (Figure 2.9) contains a prop-

agating component relative to the mass weighted vertically integrated background

tropospheric flow. Interestingly, the apparent propagation speed could equally well
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be explained by appealing to gravity wave dynamics as it could be by appealing

to density current dynamics. Indeed, both density currents and gravity waves are

known to play a role in observed and explicitly simulated organized convection

propagation at the level of individual systems.

Carbone et al. (2002) asked the interesting question of which mechanism (grav-

ity waves, or cold pools) is primarily responsible for the observed nocturnal rainfall

phase speed in the Central US climatological composite. Researchers in numerical

weather prediction and the cloud resolving modeling community have since argued

extensively on opposite sides of Carbone’s debate (Tuttle and Carbone, 2004; Schu-

macher and Johnson, 2005; Tian et al., 2005; Wilson and Roberts, 2006; Trier et al.,

2006; Weckwerth and Parsons, 2006; Ashley et al., 2007; Lang et al., 2007). Re-

cently, Matsui et al. (2010) claimed that only the gravity wave mechanism could

consistently explain new observations of zonal variations in the phase speed of

composite US rainfall propagation, but the controversy continues.

An alternative school of thought attributes the apparent rate of eastward Cen-

tral US rainfall propagation primarily to “slow manifold” processes. From this

perspective, sustained MCS diabatic heating excites potential vorticity anomalies

that, owing to the characteristic vertical structure of organized convective heat-

ing, are maximized in the mid-troposphere. As a result the mid-level zonal winds

primarily control the system eastward motion simply through zonal potential vor-

ticity advection. From this perspective, the apparent system propagation relative

to the mass weighted vertically integrated background flow discussed above is just

an illusion. Evidence supporting this viewpoint includes the fact that some MCS

events have been observed to switch intermittently back and forth from a gravity

wave- vs. a density current-dominated propagation regime (William Cotton; per-

sonal communication). Other observations show systems disappearing and then

reappearing or regenerating farther east (Tuttle and Carbone, 2004).

One interpretation of these findings is that there is a more fundamental “glue”
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holding things together on larger scales, i.e. that fast manifold processes like

density currents and gravity waves operate within a broader dynamical envelope.

This mechanism was advocated in the 2D explicit convection study of Tripoli and

Cotton (1989a) and formalized in terms of potential vorticity dynamics by Ray-

mond and Jiang (1990). Recently, Li and Smith (2010) presented an observational

argument for this slow-manifold mechanism based on seasonal differences in the

relationships between the diurnal phase structure of NARR PV, and a high density

network of raw surface pressure and surface temperature observations. Remark-

ably, they claim an eastward drifting PV anomaly and pressure signal is present

in all seasons, but just doesn’t drive precipitation in the winter season.

In some sense, the answer to Carbone’s debate almost certainly lies somewhere

in the middle. Gravity waves and cold pools both modulate convection and inter-

act with broader modes of slow-manifold dynamics in the atmosphere. However,

the debate is not entirely a false one - it is a constructive way to think about cumu-

lus parameterization and focusing on deficiencies in the representation of rainfall

processes in numerical weather and climate models, which need improving (see

next section). The debate is worth reviewing here, since a major result of this

dissertation will be a new contribution to it, via the discovery of a propa-

gating nocturnal convection signal within a global modeling framework that limits

the scale over which fast manifold processes can operate in a new way.

2.2 Distortions of diurnal rainfall in global cli-

mate models

A robust diurnal rainfall cycle is an important test of a GCM’s model physics

and thus the reliability of climate change projections, but current generation mod-

els do not capture the diurnal rainfall cycle (IPCC, 2007). The utility of the diurnal
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rainfall mode as a strong constraint on physical approximations used in GCMs is

described in Section 2.2.1. This is followed by a review of the most widely used

cumulus parameterization in current GCMs (Section 2.2.2) and the distortions pro-

duced in the global and central US simulated diurnal rainfall cycle when this type

parameterization is deployed in a climate model (Section 2.2.3).

2.2.1 An integrative constraint on global model physics

Diagnostics of the global diurnal cycle of precipitation and cloud cover provide

an excellent integrative litmus test for the fidelity of the many interactive cloud,

land surface, radiative transfer, and boundary layer parameterizations in GCMs

and weather prediction models (Knievel et al., 2004). The diagnostic utility of

the diurnal rainfall cycle is reviewed above because a major contribution of

this dissertation is the discovery of several improvements in simulated

diurnal rainfall in a prototype next generation GCM that represents

sub-grid convection in a new way.

Yang and Slingo (2001) sum up the philosophy behind focusing on diurnal

rainfall as an important GCM diagnostic:

The most fundamental modes of variability of the global climate
system are the diurnal and seasonal cycles, which are associated with
large and well-defined variations in the solar forcing. As basic, forced
modes of the climate system, the ability of [GCMs] to represent these
cycles should be a key test of the correctness of any model.... an accu-
rate representation of the diurnal cycle over land and ocean provides
a key test of many aspects of the physical parameterizations in a cli-
mate model, from radiative transfer and surface exchanges through
to boundary layer, convective, and cloud processes. [Yang and Slingo
(2001)]

As described in Section 2.1.1, despite being driven by a simple forcing, the

observed diurnal rainfall response is complex because there are a wide variety of
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cloud-atmosphere-surface interactions operating differently in different parts of the

world. Designing a suite of parameterizations that gets these inter-relationships

correct in all regimes is an enormous challenge. Proof that it has not been solved

is evident in the common practice within the regional high resolution atmospheric

modeling community, of switching convection parameterizations based on the lo-

cation of a limited domain simulation, in accordance with known locally dominant

controls on convection. This is a luxury that cannot be afforded in global cli-

mate change simulations, which inherently require a “one size fits all” approach

to treating sub-grid physics. As an example, Dai et al. (1999) enumerate some of

the physics that must be accurately simulated by the sub-grid models in a GCM

to capture diurnal rainfall physics:

...for a climate model to correctly simulate the diurnal cycle in sum-
mer precipitation, it has to:

1. properly simulate the regional and large-scale circulations, espe-
cially the low-level convergence field;

2. produce realistic cloud cover evolution and cloud optical thickness
so that the diurnal cycle at the surface can be captured correctly;
and

3. generate subgrid moist convection at the proper frequency and
intensity so that the model atmosphere can maintain the correct
[convective available potential energy]. [Dai et al. (1999)]

Importantly, distortions of the simulated diurnal rainfall cycle can have far-

reaching and counter-intuitive consequences on other aspects of climate simulated

by GCMs. For instance, surface rainfall is associated with clouds, which strongly

affect atmospheric radiation, and release latent heat of condensation or fusion in

the atmospheric column. Thus distortions in the daily timing of peak rainfall are a

symptom of accompanying distortions in other components of the energy budget,

with consequences for the mechanisms supporting simulated mean climate and

thus its sensitivity to external forcing. Wilson and Mitchell (1986) provide one

clear example:
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...diurnal variations affect surface and atmospheric fluxes of energy
(Bergman and Salby, 1997), water (Trenberth et al., 2003), and momen-
tum (Dai and Deser, 1999). For example, because surface solar heating
typically has a sharp midday peak, precipitation that occurs during
the day evaporates from the surface more rapidly than that at night.
This changes the fraction of rainfall involved in runoff versus evapora-
tion and the partitioning of surface energy into latent and sensible heat
fluxes. Climate models without a diurnal cycle cannot simulate these
nonlinear processes, resulting in degraded model simulations [Wilson
and Mitchell (1986). ]

Many more pathways could be envisioned in which biases in diurnal rainfall

could nonlinearly “cascade” onto mean climate energetics and adversely distort

simulations of climate sensitivity. Getting the diurnal rainfall cycle correct is

clearly an important test for a GCM to pass.

2.2.2 The Arakawa-Schubert cumulus parameterization

How are the many unresolved physical processes that result in rainfall repre-

sented in a climate model? This is the classic “cumulus parameterization problem,”

which is illustrated conceptually in Figure 2.16, and formally defined as a quest to

... [formulate] the statistical effects of moist convection to obtain
a closed system for predicting weather and climate. [Arakawa
(2004)]

The closure process, i.e. formulating the statistical effects of sub-grid moist

convection in terms of resolved large-scale variables, is a crucial, but not necessar-

ily well-posed part of the problem. The various closure assumptions introduced in

the cumulus parameterization process can have a large impact on the overall simu-

lation. This is evident in the fact that much of the spread in the ensemble of GCM

projections reviewed in the latest IPCC synthesis can be traced to differences in

the way they approximate the effects of sub-grid convection (Bony and Dufresne,

2005).
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Many modern moist convection parameterizations in GCMs mimic an approach

originated by Arakawa and Schubert (1974) (Arakawa, 2004). This approach uses a

“quasi-equilibrium” (hereafter QE) closure, i.e. it assumes that an ensemble of de-

training clouds exists in statistical, thermodynamic near-equilibrium with a local

measure of large-scale potential instability, such as convective available potential

energy (CAPE). While early observational campaigns in the tropics suggested QE

was a reasonable approximation for unorganized tropical deep convection on suffi-

ciently long timescales (Arakawa and Schubert, 1974), more recent work has shown

that local QE breaks down in midlatitudes (Zhang, 2002). It is easy to imagine how

a concept like QE ought to break down conceptually as computers become faster

and grid scales become smaller (i.e. part of the statistical effects of convection

occur non-locally) and as timesteps decrease (i.e. non-equilibrium characteristics

of convection become important to its interaction with resolved dynamics). In-

deed, Jones and Randall (2011) quantitatively show through explicit simulation

that the approach in general breaks down for spatial scales less than about 250

km and timescales less than about 30 hours. Nonetheless, most modern climate

models still use a QE-based convective closure to handle deep convection, based

on the Arakawa and Schubert (1974) scheme, and as such the approach is reviewed

here. In practice, a triggering threshold CAPE value is required before the scheme

becomes active, such that it is not called to represent extremely shallow convective

regimes.

Randall et al. (1997), summarized the key elements of the Arakawa-Schubert

parameterization algorithm below. Interested readers may refer to their distilled

contemporary description of the interior workings and design philosophy of the

approach, some of which will be reviewed here.

[Arakawa and Schubert] used a very simple cumulus cloud model
to formulate the eddy fluxes ... in terms of a convective mass flux
and the differences between the in-cloud and environmental
soundings. [They] allowed the possibility that many different “types”
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Figure 2.16: “A schematic diagram showing interactions between resolved pro-
cesses in a model and (the unresolved component of ) moist convection. The
formulation of the right half of the loop represents the cumulus parameterization
problem.” Reproduced from Arakawa (2004) (Figure 3a).

[i.e. size categories] .... and they considered the contribution of
each cloud type to the eddy fluxes, the convective net con-
densation rate, and the convective precipitation rate. They
introduced a highly idealized but explicit model for the inter-
actions of the cumuli with the sub-cloud layer. Finally, they
proposed a closure assumption to determine the intensity of
convective activity, as measured by the cloud-base mass fluxes
for each of the cloud [size categories]. [Randall et al. (1997) p.
285]

A sub-grid cloud parameterization necessarily makes some assumptions about

the geometry of the ensemble of clouds that are not being resolved. One novelty of

the Arakawa-Schubert approach is that the assumed ensemble is a spectrum of hot

towers of varying heights, representing in total a small fraction of the total grid

box cell area. This idea is visualized in Figure 2.17, and basically is inspired by

unorganized deep tropical convection over the ocean. The inclusion of the degree

of freedom of varying cloud heights within the ensemble is an advantage of the

Arakawa scheme that gives it flexibility, allowing for a wider spectrum of possible
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Figure 2.17: Conceptual schematic of the assumed geometry of hot towers in
Arakawa-Schubert-type moist convection parameterizations. Reproduced from
Arakawa and Schubert (1974) (their Figure 1).

sub-grid convective feedbacks than other convective schemes, but which comes at

the cost of slightly more computational overhead (UCAR, 2009).

The specific formulation of a deep convection parameterization inherently re-

stricts possible interactions of sub-grid cloud effects with the environment to a

subset of predefined pathways. The behavior of the parameterization, and the dia-

batic forcing that it incurs on the resolved scale dynamics, are strongly sensitive to

the degrees of freedom in these assumptions (UCAR, 2009). Within the physical

assumptions in the classical Arakawa-Schubert scheme:

• the environment between the clouds is assumed to be instantaneously sub-

siding (warming and drying) to balance the vertical convective mass fluxes

in the clouds.

• All cloud bases are assumed to originate at the top of the planetary boundary

layer and inherit its properties at cloud base.

• The temperature profile in the cloud is assumed identical to the environ-
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ment4.

• Environmental air is assumed to be entrained into clouds through their lateral

boundaries; equivalently, all clouds have a convective vertical mass flux profile

that decays exponentially with height.

• Cloudy air is detrained only at a cloud top location that is diagnosed for each

ensemble member at its level of neutral buoyancy based on a one dimensional

undilute5 buoyant parcel model.

The ensemble solution is closed by an iterative numerical solution under the

constraint that the combined effect of the ensemble members must deplete CAPE

at a specified timescale according to local QE. This becomes an implicit problem

that can be solved with numerical methods (Zhang and McFarlane, 1995).

From the perspective of this dissertation, a key concern is the net heating and

moistening effect that a sub-grid convection package induces on the host GCM in

response to a potentially unstable resolved large scale tendency6. Figure 2.18 illus-

trates an example of the sort of thermal and moisture anomalies that a conventional

Arakawa-Schubert type of convection scheme induces on the large scale host model

in response to deep convective instability. Overall stabilization is typically small

in amplitude, due to many compensating effects within the clouds versus the en-

vironment, which allows the large scale resolved forcing to continually destabilize

and precipitate under appropriate circumstances (UCAR, 2009). Compensating

4This concept is also inspired by tropical dynamics. As the Coriolis parameter vanishes,
the Rossby deformation radius becomes very large. In other words, unlike the midlatitudes,
fast manifold processes in the tropics rapidly spread convective thermal anomalies in clouds
throughout the inter-cloud environment, such that in-cloud temperature profiles are similar to
the environment (Sobel et al., 2001)

5The assumption of undilute ascent in the diagnosis of the level of neutral buoyancy produces
some unrealistic effects, making the amount of convective adjustment in some sense too sensitive
to planetary boundary layer properties, and not sensitive enough to the humidity of environmental
air in the mid-troposphere (Christopher Bretherton, personal communication)

6As we will see, this effect can change dramatically if the sub-grid parameterization is replaced
with an explicit embedded model of convection
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Figure 2.18: Representative example of the stability adjustment incurred on a fore-
cast or climate model due to the influence of an Arakawa-Schubert type convection
parameterization. Reproduced from (UCAR, 2009).
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subsidence in the environment dominates the overall mid-tropospheric response to

convection, through warming and drying. Moistening occurs in the upper atmo-

sphere where the clouds are assumed to detrain at their cloud tops.

Implementation in the Community Atmosphere Model

This dissertation will involve several new analyses of a widely used, well-

characterized, mature GCM called the Community Atmosphere Model (CAM)

version 3.0. It will also involve analysis of several unofficial prototype versions of

CAM, one of which is based on a new CAM development version (NCAR software

version tag 3.5.32; hereafter CAM3.5) created in January of 2008. Some relevant

specifics of the deep convection parameterization details in these two versions of

CAM are therefore reviewed here.

In CAM3.0, Zhang and McFarlane (1995) (hereafter ZM95) implemented a

modified version7 of the Arakawa-Schubert deep convection parameterization. In

addition to the basic features reviewed above this implementation also included a

representation of restabilization of boundary layer air by convective downdrafts.

In this implementation, clouds detrain moisture only “above a mid-tropospheric

minimum of moist static energy... ensuring that the cloud top detrainment is

confined to the conditionally stable portion of the atmospheric column” (Collins

et al., 2004). The QE closure assumption requires CAPE to be removed by deep

convection with a 2 hour timescale. The scheme is only activated if local CAPE is

greater than a threshold value of 70 J/kg.

In CAM3.5, the deep convection scheme was updated to relax an approximation

that was recognized to make deep convection too insensitive to the environmen-

tal humidity in the mid-troposphere (Zhang et al., 2010). The one-dimensional

buoyant parcel model in the deep convection parameterization in CAM3.0 unreal-

7Interested readers may refer to Section 4.1 of Collins et al. (2004) for a full description of
the ZM95 scheme used in CAM3.0.
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istically assumed undilute ascent inside the cloud. To account for the influences

of environmental entrainment on cloud detrainment height, as of April of 2007

(CAM development version 3.4.11) a modification to ZM95 was merged onto the

main code trunk of CAM by Richard Neale at the National Center for Atmospheric

Research. This involved the addition of a dilution assumption to the buoyancy cal-

culation in the one-dimensional parcel model. Dilute ascent was modeled based on

the stochastic mixing model of Raymond and Blyth (1992). This modification pro-

vided a missing pathway for resolved dry anomalies to inhibit the vigor (depth) of

sub-grid convective towers through entrainment mixing at their lateral boundaries.

One improvement that resulted was a decrease in overly simulated deep convec-

tion, and an increase in infrequently simulated congestus convection (Zhang et al.,

2010). As discussed below, this had consequences for simulated diurnal rainfall.

In the following section, several known distortions of the diurnal rainfall cycle

in CAM3.0 and CAM3.5 are reviewed. It is worth mentioning that in June of 2010,

a new version of CAM was released, which employs new methods for dealing with

cumulus parameterization. However, due to its recent release and the fact that its

simulated diurnal cycle has not yet been systematically investigated (Rich Neale,

personal communication) this version is beyond the scope of this dissertation.

2.2.3 Distortions of the diurnal rainfall mode in the Com-

munity Atmosphere Model

Figure 2.19 demonstrates a classic diurnal rainfall problem that happens in

climate models that use QE-based cumulus parameterizations. The figure is re-

produced from Dai and Trenberth (2004), who compared the local time of maxi-

mum JJA precipitation simulated by the Community Climate System Model v. 2

(right) against observations (left). Attention should be limited to land masses in

the tropics and the northern hemisphere (summer) portion of this plot, over land,
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Figure 2.19: “(left) The [local solar time (hours)] of the [maximum] of the [fitted 24-
hour] harmonic of .. observed ... JJA ... total precipitation. (right) Same as (left)
but for [Community Climate System Model v.2]-simulated ... total precipitation.”
Reproduced from Dai and Trenberth (2004) Figure 12.

where the diurnal mode is a strong contributor to the total rainfall variance (not

shown). Whereas observations indicate a late afternoon to evening maximum in

rainfall, with substantial regional variability, the climate model simulates a diurnal

rainfall cycle that is nearly sun-synchronous (peaks at local noon) everywhere.

Figure 2.20 shows the same erroneously sun-synchronous simulated continental

rainfall timing documented from CCSM2 above persists in contemporary CAM3.0

and CAM3.5 simulations today. In addition to the premature timing of continental

convection, current versions of the Community Atmosphere Model have too high an

amplitude of diurnal rainfall (Figure 2.20b,c). This can be seen in the African and

South American observational comparisons (Figure 2.20c). The high amplitude

bias has been partially corrected by the dilution assumption introduced in the

convection modifications in CAM3.5, but the rainfall local timing bias persists.

Distortions in the diurnal rainfall cycle in CAM are linked to broader biases

in the frequency and intensity of surface rainfall in atmospheric models that use
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a) Local time of maximum rain b) Diurnal rainfall cycle amplitude c) Composite 

Figure 2.20: The composite 1984 JJA diurnal rainfall cycle a) time of maxi-
mum rainfall (local hour), and b) amplitude (mm/day), as simulated by (bottom)
CAM3.0 and (top) CAM3.5 (which added an entrainment dilution assumption to
the Arakawa-Schubert cumulus closure scheme). c) The simulated diurnal rainfall
cycle in CAM3.0 (red line) over two regional diurnal amplitude hot spots, compared
against two modern climatological observational products - a microwave rainfall
product (TMI; blue lines) and a merged multi-satellite product (3B42 TRMM;
black line). Adapted from Neale (2007).
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a) Observations b) CAM3.1 c) CAM3.5

Figure 2.21: Height-dependent relative frequency of occurrence (colors, percentage)
of a deep heavily precipitating objective statistical cluster regime of convectioncom-
paring (a) joint spaceborne lidar and radar measurements against (b,c) two current
versions of the Community Atmosphere Model run through instrument simulators.
The higher frequency of occurrence of this regime overall in the models (33% and
27%) compared to observations (13%), and especially at high reflectivity values,
is statistical evidence that CAM rains too intensely, too frequently. Adapted from
(Zhang et al., 2010) (their Figures 3, 5 and 7).

cumulus parameterization. Such models are well known to produce deep, heav-

ily raining precipitation too infrequently (Guichard et al., 2004; Sun et al., 2006;

Grabowski et al., 2006). There is a colloquial adage that GCMs rain “too fre-

quently, too weakly”. Figure 2.21 illustrates this deficiency in the Community

Atmosphere Model from a recent cluster analysis of convective statistics relative

to two modern spaceborne active sensing rainfall datasets. Zhang et al. (2010)

show the relative frequency of occurrence of a deep convective regime that occurs

in both nature and the model but with different frequency. Whereas this regime

of heavily precipitating convection accounts for only 13% of total convection in

nature (Fig. 2.21a), in CAM3.0 it occurs three times as often (Fig. 2.21b). The

addition of the dilute buoyancy assumption in the Arakawa-Schubert deep con-

vection parameterization in CAM3.5 produces a modest improvement from this

perspective.

Distortions of the statistics of rainfall intensity and frequency, and the structure
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of diurnal rainfall, are not unique to CAM, but exhibited by many modern GCMs

used for climate projection, as indicated in the latest synthesis report of the IPCC,

Sun et al. (2006) investigated the intensity of daily precipitation
simulated by 18 [Atmosphere-Ocean coupled] GCMs, including several
used in [the 2007 IPCC Fourth Assessment] report. They found that
most of the models produce light precipitation ([less than] 10 mm/day)
more often than observed, too few heavy precipitation events and too
little precipitation in heavy events ([greater than] 10 mm/day). [IPCC
AR4 Section 8.5.2],

and in a recent synthesis study of the diurnal cycle:

...it is difficult for ... GCMs to capture the diurnal cycle of deep
convection, in terms of both magnitude and phase, over the land as
well as over the ocean (Dai et al., 1999; Lin et al., 2000; Yang and
Slingo, 2001; Betts and Jakob, 2002). Interestingly, all these studies
detected a time lag in the diurnal cycle of deep convection simulated by
large-scale models, with convective rainfall occurring too early during
daytime compared with observations. [Guichard et al. (2004)]

Guichard et al. (2004) led a European community effort to understand the rea-

sons for the premature timing of deep convection in several European GCMs that

use cumulus parameterization. Their strategy was to drive single column model

(SCM) versions of multiple GCMs using different cumulus parameterizations with

lateral advection and surface flux forcings derived from an intensive field campaign

during conditions of locally forced convection observed at the Atmospheric Radi-

ation Measurement (ARM) site in the Central US. By focusing on a time period

in which the diurnal cycle at ARM was forced primarily by local surface fluxes,

they avoided the many complications (e.g. non-local, non-equilibrium thermo-

dynamics) associated with Central US MCS. By comparing the SCM convection

simulations (which consistently rained too early) to explicit cloud resolving models

forced identically (which rained more realistically in the afternoon) they distilled
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Figure 2.22: “Schematic view of the diurnal cycle of [continental locally forced]
precipitating convection, as simulated by [an ensemble of 2D cloud resolving mod-
els] and several [GCMs run in single column model mode]. The boundary layer
convection (thermals) is represented by the dotted curves on both schemes, as
it partly relies on the turbulence in the CRMs with a two-kilometer horizontal
resolution”. Reproduced from Guichard et al. (2004).

several lessons regarding the deficiency of the cumulus parameterizations in repre-

senting locally forced continental convection in the presence of high CAPE.

Figure 2.22 demonstrates the most important conceptual schematic that arose

from the Guichard et al. (2004) model intercomparison experiment. Despite high

ambient CAPE, the CRMs tended to convect very modestly in the early morning,

producing a shallow layer that deepened as local surface heating ramped up near

local noon, gradually eliminating convective inhibition. A phase lag of several

hours for deep precipitating convection in the CRM simulations appeared to be

related to entrainment preconditioning, i.e. moisture detrained from shallow con-

vective thermals would thermodynamically pave the way for successive generations

of thermals to reach higher levels, until ultimately attaining their lifted condensa-

tion level and accessing the overlying CAPE. In contrast, the GCM behavior was

to begin raining early in the morning, and intermittently firing very deeply, often

“attaining the level of neutral buoyancy within a single timestep”. Guichard et al.

(2004) emphasized that, while the GCM deep convection parameterization was
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designed to represent a specific regime of convection (tropical unorganized deep

hot towers) to successfully simulate the continental diurnal cycle it would need to

actually represent:

... a succession of [convective] regimes, from dry to moist non-
precipitating to precipitating convection... [all of which] equally play a
part in this complex transitory phenomenon [and whose]... representa-
tion involves an ensemble of parameterizations, and how they interact
together. Concerning deep convection [parameterizations] more pre-
cisely, one might expect improvements from:

• the introduction of triggering factors relying more on the bound-
ary layer convective activity than simply on low-level convective
instability criteria,

• stronger sensitivity of convection to the moisture field

• a better treatment of convective downdrafts, and

• the representation of the finite time of cloud development.

[Guichard et al. (2004)]

2.3 Next generation multi-scale climate model-

ing

In this section, a candidate prototype next generation global modeling tech-

nique is discussed, which alters the way that clouds are represented in global

models, in an attempt to meet many of the challenges facing conventional cu-

mulus parameterization identified above. The technique is called “cloud super-

parameterization (SP)”, and the global models that employ it are called “Multi-

scale Modeling Frameworks (MMFs)” (Randall et al., 2003). In many ways, this

dissertation is concerned with the potential opportunities that this new strategy

offers for improving diurnal rainfall physics for global climate projection.
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Figure 2.23: Schematic showing the typical configuration of the two resolved scales
in the superparameterization approach to representing clouds in climate models.
The outer box represents a single grid column of the host exterior model. The inner
boxes represent the interior grid points of the embedded explicit convection model,
arranged conventionally in two dimensions, and with a “cloud system resolving
model” (CSRM) horizontal resolution of several kilometers. The lateral boundaries
of the interior model are periodic. Reproduced from (Ovtchinnikov et al., 2006)
(their Figure 1).

2.3.1 Concept

Multi-scale Modeling Frameworks (MMFs) are GCMs that use thousands of

embedded idealized 2D cloud process resolving model arrays to calculate sub-grid

cloud and boundary layer adjustments to resolved dynamics, instead of conven-

tional statistical parameterizations like the Arakawa-Schubert algorithm (Randall

et al., 2003).

Figure 2.23 shows the grid design philosophy in a single column of a multi-scale

climate model. The outer resolved scale (exterior wire frame box) has a horizontal

resolution typical of current generation climate prediction models, on the order

of 100 to 200 km. As in GCMs, at the outer resolved scale of MMFs, the pre-

dicted variables like temperature, water vapor, pressure, etc. represent averages

on 100-200 km scales. In GCMs, the “sub-grid” is handled using statistical param-
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eterizations to represent the unresolved effects of boundary layer turbulence and

clouds. In MMFs, the sub-grid is instead handled using “super-parameterization”,

i.e. by embedding an interior high resolution model as represented by the interior

wire frame boxes in the figure. The embedded model is driven by the resolved

scale tendencies of the outer model, and statistics harvested from its convective

response replace the conventional quasi-equilibrium parameterizations for estimat-

ing sub-grid fluxes of heat and moisture due to clouds used in conventional GCMs

(Grabowski and Smolarkiewicz, 1999).

In keeping with common practice in the literature, in this dissertation the in-

terior model will be referred to as a “Cloud Resolving Model” (CRM) though in

reality it does not resolve all of the important eddies important to cloud-scale dy-

namics. Although the governing equations admit such motions, in practice the

interior model is run with a “coarse” (from the perspective of cloud modelers)

horizontal resolution on the order of 1 to 4 km. In other words, the “CRM” ex-

plicitly predicts the evolution of the largest of mesoscale updrafts and downdrafts,

but itself parameterizes the effects of small scale updrafts and downdrafts, and the

eddies that typically mediate cloud-environment mixing. Alternately the interior

model is called a “Cloud System Resolving Model” (CSRM) or more vaguely a

model of “explicit convection”. Typical applications of MMFs arrange the inte-

rior grid columns in a straight line, oriented either in the east-west direction or

the north-south direction, such that the interior domain is two dimensional. The

governing equations of the interior model contain terms that do not exist in the

scaled hydrostatic primitive equations of the exterior model, representing explicit

non-hydrostatic meso-scale dynamics.

One of the most practical advantages of MMFs is that, despite being hundreds

of times more expensive to run than GCMs, they are thousands of times less

computationally expensive to run than fully global “cloud resolving” models. They

are also much more scaleable than GCMs (Khairoutdinov et al., 2005) on parallel
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computers, a technical necessity for such an expensive model. Parallel scalability is

won at the expense of arguably severe physical idealizations in the interior CRM:

1. under-sampling space (reducing dimensionality) and

2. enforcing periodic lateral boundary conditions (resolved clouds that drift out

the edge of a CRM array re-appear upstream).

As a result of 2, the additional calculations incurred by solving cloud-scale dy-

namics are self-contained in each grid column of the outer model, such that they can

be carried out in parallel on different processors, with no cloud-scale information

transmitted between adjacent CRMs. Distributing the calculation in this fashion is

key to the technical success of the MMF approach (Grabowski and Smolarkiewicz,

1999). Thanks to this scalability, MMFs can already achieve climate-scale inte-

grations in an affordable wall clock time using hundreds to thousands of modern

processors. MMFs are envisioned as an interim research tool for the next two to

three decades before global cloud resolving models are affordable (Randall et al.,

2003).

2.3.2 History

The cloud super-parameterization idea was originated in a mesoscale simulation

of a tropical squall line by Grabowski and Smolarkiewicz (1999). In this initial

implementation, the exterior model was configured in a limited domain of 400×400

km with 40 km horizontal resolution and 25 km vertical resolution, and driven by

large scale forcings derived from radiosonde array observations during the GATE

field campaign in the tropical Atlantic. The interior model was arranged in a

2D x − z plane, with 1 km horizontal resolution, and 1/3 km vertical resolution.

Remarkably, as shown in Figure 2.24, the technique successfully simulated the

propagation of a precipitating squall line that transcended adjacent CRM arrays.
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Figure 2.24: “Hovmöller ([longitude-time]) diagrams of the [north-south] aver-
aged surface precipitation rate from (a) the experiment using [the cloud super-
parameterization] approach and b) the experiment using the 3D cloud resolving
model. Precipitation intensity larger than 0.2 and 1 mm/h is shown using light
and dark shading, respectively”. Reproduced from Grabowski and Smolarkiewicz
(1999) Figure 3.
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The super-parameterization approach was re-visited in the context of larger

scale simulations in Grabowski (2001), who explored the sensitivity of an idealized

2D zonal Walker cell flow to the horizontal resolution of the outer model. They

emphasized that the representation of organized convection in the 2D Walker cell,

and of 3D tropical squall lines, was strongly sensitive to the horizontal resolution

of the exterior model (alternatively, the interior model’s zonal extent), and did

not converge cleanly to the explicit CRM answer. However, the average properties

of mean large scale ascent and descent regime thermodynamics in the 2D Walker

cell flow did appear to converge. Based on this resolution sensitivity analysis,

Grabowski advocated that the super-parameterization approach might be most

realistically applied when the host model uses a coarse (order 100 km) resolution,

such that the interior domains are large enough to admit convective organization.

Grabowski (2001) was also the first to attempt a global MMF simulation, on an

idealized aqua-planet with grossly simplified radiative transfer, in which he discov-

ered the potential of the super-parameterization approach to admit more realistic

convectively coupled tropical wave dynamics than current GCMs. He discovered a

curiously robust intra-seasonal signal reminiscent of the Madden Julian Oscillation

(MJO)8. This would be a turning point in the atmospheric modeling community’s

interest in the super-parameterization approach.

Super-parameterization took a first step towards becoming a community re-

search tool when Khairoutdinov and Randall (2001) embedded a 2D version of

their cloud resolving model into the National Center for Atmospheric Researchs

(NCAR) Community Atmosphere Model (CAM) v3.0, a widely used climate model

with a sophisticated land-surface model, realistic sea surface temperatures, conti-

nents, topography, and vegetation. This new MMF was named SP-CAM3.09, for

8The Madden-Julian Oscillation is a pulse of precipitating tropical deep convection, represent-
ing the largest mode of natural intraseasonal variability in the tropical atmosphere. The rainfall
and intrinsic persistence of the MJO are poorly simulated in most modern global climate and
weather models.

9CAM currently has several alternative formulations of its atmospheric dynamical core, but
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Super-Parameterized CAM, and will be the subject of considerable analysis in this

dissertation.

The cloud resolving model embedded in SP-CAM3.0 is described in Khairoutdi-

nov and Randall (2003). Briefly, it solves the non-hydrostatic momentum equations

of fluid dynamics using the anelastic approximation (i.e. filtering sound waves from

the governing equations to allow a longer time step). Prognostic thermodynamic

variables include the liquid/ice water moist static energy, total precipitating and

total non-precipitating water. The model tracks precipitating water partitioned

using a thermal condition into snow, graupel, and rain water categories, but with

simple bulk microphysics. The lateral boundary conditions of the CRM domain

are periodic. The embedded model operates in a nested time integration with a

time step 50 to 100 times shorter than the host model’s outer time step, depending

on model configuration10. The CRM stores its state between successive iterations.

Vertical fluxes of heat, moisture and precipitation are fed back to the host model,

and drive large scale dynamical tendencies, which are applied as persistent bound-

ary conditions that force the following steps cloud-resolving integration.

CRM momentum transport is not coupled to the large-scale model in almost

all published applications of the MMF, including SP-CAM3.0, purportedly due to

the unrealism11 of 2D turbulent momentum transport. It can be argued that this

choice of approach is somewhat unsatisfactory. On this view, one may note that

organized convection, notably MCS, transports horizontal momentum counter-

gradient (mean-flow acceleration) in certain atmospheric layers and down-gradient

(mean-flow deceleration) in other layers. Then the two-dimensional organized con-

vective momentum transport as formulated by Moncrieff (1992) is consistent with

SP-CAM3.0 was built around the semi-Langrangian, spectral scheme.
10For example, in a typical application with the outer model configured at T42 triangular

spectral truncation (400-700 km effective resolution) and 32 horizontal CRM points spaced 4 km
apart, the inner CRM time step is 20 seconds and the outer GCM time step is 30 minutes.

11In 2D, or geostrophic turbulence, similarity theory suggests the enstrophy, or momentum,
transport is upscale, rather than downscale as is the case in 3D.
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the quasi-linear geometry typical of an MCS. In support of this view, it can be

pointed out that Kingsmill and Houze (1999) examined the momentum fields in all

MCSs observed by airborne Doppler radar in TOGA-COARE. They showed that

even though MCSs in nature are three-dimensional, the fundamental properties of

2D vertical momentum transport remain. Surely further research will be needed to

settle this point conclusively and to establish all the advantages and disadvantages

of the choice of not allowing the embedded CRM to transmit momentum effects

upscale in the MMF. At the present early state of development of MMFs, this and

many other tentative model architecture decisions may need to be revisited in light

of future experience.

Unlike Grabowski’s original work, in which the exterior model represented an

atmospheric toy model with severe approximations for surface and radiative pro-

cesses, the creation of SP-CAM marked the first time the super-parameterization

technique was deployed in a modern GCM with realistic radiation and surface

models. Flagship results presented in Khairoutdinov and Randall (2001) were a

stable simulated climate, with improved representation of the climatological rain-

fall in the south Pacific convergence zone, a notorious challenge for conventional

CAM3.0. At this early stage of development, the prognostic boundary layer pa-

rameterization in CAM was left untouched, and the radiative transfer calculations

were not linked to the new information of sub-grid cloud variability and overlap in

the CRM.

By 2003, it was apparent that SP-CAM admitted much improved MJO vari-

ability in the tropics (Randall et al., 2003). At this point David Randall from

Colorado State University led an effort to rally community support to explore the

super-parameterization in more detail. Among the many persuasive justifications

emphasized in this “advocacy” piece were the following:

[Unlike, conventional climate models, super-parameterized climate
models..]
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• ... explicitly simulate deep convection, including mesoscale orga-
nization (e.g., squall lines), downdrafts, anvils, etc.

• ... explicitly simulate fractional cloudiness, down to a scale of a
few kilometers.

• ... explicitly simulate cloud overlap in [both] the radiative ... [and]
microphysical sense

• ... explicitly simulate the convective enhancement of the surface
fluxes...

• ... explicitly simulate convectively generated gravity waves.

• ... can provide global simulations of the statistics of mesoscale
and microscale cloud organization

[Randall et al. (2003)]

One year later (by 2005), development of SP-CAM had progressed to the point

where the climate model’s radiation code was explicitly linked to the sub-grid in-

formation content in the embedded CRM. As a result, SP-CAM became the first

model with the computational potential to explicitly simulate cloud radiative feed-

backs to climate change on long timescales, a critical unsolved problem in climate

science. A series of offline sensitivity experiments by Cole et al. (2005a) demon-

strated that separately calculating radiative effects on each column of the CRM

independently gave a substantially different domain average result than calculat-

ing radiative effects on the CRM domain average cloud profile12. Their offline

tests also indicated that, at least at the nominal 4 km horizontal resolution of

the CRM, fully 2D Monte-Carlo ray-tracing radiative transfer (i.e. accounting for

multi-dimensional radiative transfer effects) did not add much additional bene-

fit to the radiative transfer simulation results13. Ever since, the computationally

12This was to demonstrate that making the sorts of assumptions about sub-grid cloud geometry
commonly used in GCMs, such as maximal random cloud overlap, is an inferior strategy compared
to the MMF approach of explicitly simulating sub-grid cloud geometry and its response to large
scale forcings.

13Cole et al. (2005a) cautioned that 2D radiative transfer would likely become increasingly
important if the embedded CRM’s horizontal resolution was increased substantially
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costly radiative transfer calculations have been done using the independent col-

umn approximation in SP-CAM’s embedded CRM fields (i.e. computing radiative

transfer through each column of the CRM independently). Cole et al. (2005b)

discussed several sensitivity experiments that varied the way in which radiation

was interactively coupled to the CRM in online SP-CAM experiments, empha-

sizing the superior potential of the super-parameterization approach to represent

cloud-radiative feedbacks on a seasonal scale, relative to conventional methods:

This ... raises the bar for conventional radiative transfer parameter-
izations: not only must they yield unbiased domain-average radiative
fluxes (which almost all parameterizations fail to do...), they must also
represent local interactions between radiation and clouds. This is a
tremendous challenge because it implies that in conventional GCMs the
parameterizations of cloud amount, radiative transfer, and cloud-scale
dynamics must be coupled, and their equations solved simultaneously.
[Cole et al. (2005b)]

In July of 2006, the National Science Foundation began funding a new ten-year

Science and Technology Center called the Center for Multiscale Modeling of Atmo-

spheric Processes (CMMAP), led by David Randall at Colorado State University.

The Center funds two dozen graduate students14and about a hundred researchers

from multiple US institutions, to explore and develop a variety of promising next

generation prototype climate simulation technology. Since its inception, interest

and publications about the super-parameterization approach to atmospheric mod-

eling has grown dramatically (see Figure 2.26). As a result of CMMAP research,

SP-CAM’s simulated climate has now been scrutinized on several timescales and

under several configurations (see next section). The results have been encouraging

enough that NCAR is now internally exploring strategies to incorporate super-

parameterization into future versions of their Community Earth System Model

(Richard Neale, personal communication).

14Most of this dissertation research was funded by CMMAP, and shares the spirit of a broader
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a)

b)

c)

e)

f )

Figure 2.25: Climatological JJA precipitation simulated in response to prescribed
sea surface temperatures by a) conventional CAM3.0, b) SP-CAM3.0 with a 2D
zonally oriented CRM, showing the simulated “Great Red Spot” precipitation bias
in the white box, compared to c) observations and d)-e) SP-CAM3.0 with a 3D
embedded CRM d) without versus e) with interactive momentum coupling across
the two resolved scales. Adapted from Khairoutdinov et al. (2005) (their Figures
3 and 16).
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Figure 2.26: Number of hits from peer reviewed articles or conference papers
containing the word “superparameterization”, by year, as indicated by a Google
Scholar search initiated on June 1, 2011
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2.3.3 SP-CAM’s simulated climate

SP-CAM3.0 simulates a stable climate with mean state thermodynamic biases

on the same order as conventional CAM3.0. The first publication showing detailed

aspects of SP-CAM3.0’s simulated climate was by Khairoutdinov et al. (2005), as

calculated from a short (from the climate perspective) preliminary 500-day simu-

lation with prescribed sea surface temperatures15. The authors emphasized that in

many ways, the simulated climate in SP-CAM3.0 looked surprisingly reasonable,

especially considering that they had dramatically overhauled the way sub-grid

convection was handled without significant re-“tuning” of unconstrained model

parameters thereafter (Khairoutdinov et al., 2005). Top of the atmosphere ra-

diative balances were shown to be in approximate balance, and the patterns of

simulated mean relative humidity and rainfall looked overall no less reasonable

than they had in conventional CAM3.0. Simulated temperature and relative hu-

midity biases in the climatological mean state were of the same order in the two

models.

One promising aspect of SP-CAM3.0’s climatology was an improvement in the

intermittency and intensity statistics of simulated rainfall. This was particularly

evident in diagnostics of the climatological probability distribution function of

simulated rainfall rate as a function of intensity, which were compared against

baseline climate-quality records at three well instrumented field sites (DeMott

et al. (2007); see Figure 2.27).

Khairoutdinov et al. (2008) later showed dramatic evidence that cloud super-

parameterization robustly improves the spectrum of simulated tropical convectively

coupled atmospheric wave motions16. By organizing two decades of simulated out-

initiative of the Center to explore the potential and limitations of the super-parameterization
concept, in this case focusing on diurnal timescales.

15This baseline SP-CAM3.0 climatology has since been superseded by an 18-year climatology
with a meridionally oriented 2D CRM in Khairoutdinov et al. (2008)

16In this new 18-year baseline climatology simulation, as with almost all SP-CAM simulations
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a) DJF Amazon basin b) JJA Central US c) DJF West Pacific

Figure 2.27: “... daily mean rainfall rate distributions for GPCP [observations]
(green), CAM (blue), and MMF (red) [showing rainfall rate expressed as a] con-
tribution to seasonal rainfall total as a function of ranfall rate” for a) the Amazon
Basin, b) the Central United States and c) the Western Pacific. The embedded
explicit convection approach to climate simulation tends to improve the intermit-
tency and intensity statistics of rainfall. Adapted from DeMott et al. (2007) (their
Figures 2-4).

going long-wave radiation (OLR; a deep convection proxy) fluctuations into its

temporal variance binned by space- and time-scale, the authors achieved a com-

pact vantage point from which to evaluate the climate model’s internal tropical

large scale convective variability against satellite observations. The results of this

analysis were striking, and are reproduced in Figure 2.2817. Remarkably, distor-

tions in the convectively coupled tropical Kelvin wave speed due to the cumu-

lus parameterizations in CAM (right panel) appear to be corrected by the cloud

super-parameterization approach. Missing OLR intraseasonal variance in the MJO

regime (low positive wavenumber, low positive time frequency) in the conventional

GCM appears when super-parameterization is employed.

since it, the embedded 2D CRM was oriented meridionally, as it was argued that this mitigated
to some degree the Great Red Spot JJA rainfall bias

17It should be noted that because it shows only the signal-to-noise ratio, this figure masks the
fact that SP-CAM’s MJO OLR variance itself is somewhat over-simulated (not shown)
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Figure 2.28: “The symmetric raw spectral power divided over the background
power (signal-to-noise ratio spectrum) for the ... [outgoing longwave radiation
(OLR)] ... as (left) simulated by [SPCAM3.0], (middle) derived from observations,
and (right) simulated by [CAM3.0]. Superimposed are the theoretical shallow-
water dispersion curves for the equatorial Rossby and Kelvin waves for the equiv-
alent depths of 12, 25, and 50 m. Contour interval is 0.1, with contours begin-
ning at 1. Observations are 1979–2004 NOAA Advanced Very High Resolution
Radiometer-interpolated OLR data (Liebmann and Smith, 1996)”. SPCAM3.0
was integrated from 1986-2003 and configured with 30 vertical levels, a spectral
semi-Lagrangian dynamical core (T42 truncation) with a 30-minute timestep in the
external resolved scale, and 32 interior grid CSRM columns arranged in a merid-
ional 2D periodic array with a 20 s timestep. Reproduced from (Khairoutdinov
et al., 2008) (their Figures 8 and 9)
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The improvements in rainfall statistics, and tropical wave motions in SP-CAM

were also accompanied by some perplexing new problems in its simulated climate.

The most notable, emphasized by Khairoutdinov et al. (2005), are regional pre-

cipitation biases in SP-CAM’s tropical rainfall climatology during boreal summer

(JJA). The most extreme of these has become known to CMMAP as the “Great

Red Spot18”. Basically, it is an anomalous blob of simulated precipitation in the

northwestern tropical Pacific that occurs for mysterious reasons during JJA (see

Figure 2.25). Khairoutdinov et al. (2005) has shown that this bias structure is

quite sensitive to the orientation and configuration of the embedded CRMs. In

their follow-on 18 year simulation, Khairoutdinov et al. (2008) confirmed the exis-

tence of the Great Red Spot and further showed through analysis of the simulated

annual cycle harmonic that SP-CAM contains a distorted “super-monsoon” in

south Asia overall. In general, the Western Pacific, Bay of Bengal, and Asian

monsoon rainfall during JJA are a weak point of SP-CAM simulations forced by

prescribed SSTs19.

Important biases have also been documented in the microphysical and radiative

properties of SP-CAM3.0’s simulated tropical cloud fields. An early evaluation of

simulated cloud fraction histograms against ARM data in the Tropical Western

Pacific hinted that high clouds are simulated too frequently in SP-CAM3.0, but

cautioned that the scale representativeness of the observations versus the embedded

18The causes of the Great Red Spot and super-monsoon JJA precipitation bias structures in
superparameterized climate simulations are still unresolved and an area of active research. Luo
and Stephens (2006) initially hypothesized that they might be caused by a superactive convection-
evaporation-wind feedback that allows precipitation to get out of control, perhaps due to local
recycling of large convective events caused by the use of cyclic boundary conditions in regions of
mean horizontal convergence. Khairoutdinov et al. (2005) showed that the Great Red Spot bias
is quite sensitive to the configuration of the embedded CRM grid array (zonal 2D, meridional
2D, versus fully 3D with or without momentum super-parameterization; see Figure 2.25). Stan
et al. (2010) showed that the bias is mitigated to some degree through coupling to an interactive
ocean model.

19Interestingly, these are also regions where prototype global cloud system resolving models (i.e.
atmospheric models with uniform 1-4 km resolution) contain systematic, mysteriously overactive
mean rainfall biases.
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Radar obs. CAM3.0 SP-CAM3.0

Figure 2.29: “Frequency distributions of in-cloud [cloud water content (CWC)] at
Manus from (a) ARM retrievals, (b) CAM model, [and] (c) [SP-CAM3.0] model.
The shading represents the percentage of radar retrievals or model gridboxes at
each level that fall within the given CWC bin. The frequency distributions are
normalized such that the sum of each level is 100%. Clear layers are included
in the normalization although not shown in the plot. The median CWC of the
cloudy points at each level is also indicated by the solid lines. The dashed line in
(b) represents the median of the grid-box average CWC in the CAM. The ARM
median CWC is also [super-imposed on the model plots] for comparison purposes”.
Adapted from McFarlane et al. (2007) (their Figure 4).
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a) b) c)

Figure 2.30: “Intensity plots of seasonal zonal profiles of radar hydrometeor frac-
tion (dBZe > -27.5) [showing a) CloudSat observations, b) SP-CAM] ... simulated
radar output, and [c) the] difference (model simulation - observation). Vertical
axis is height above mean sea level (in km), and horizontal axis is latitude. Cloud-
Sat is a near-nadir-pointing instrument and so does not obtain full pole-to-pole
coverage. The radar also suffers from ground clutter effects and is unable to detect
most cloud with in 1.2 km of the surface... Missing detections near the surface
due to surface clutter are accounted for in the radar simulation process.” Adapted
from Marchand et al. (2009b) Figure 1.

CRM were not equivalent (Ovtchinnikov et al., 2006). Subsequently, McFarlane

et al. (2007) used height-resolved cloud water content retrievals from a vertically

pointing radar at a tropical ARM station as a baseline for SP-CAM validation.

Figure 2.29 shows the probability density of the cloud water content in the obser-

vations and simulations from their analysis. On the one hand, improvements due to

cloud super-parameterization were evident in that SP-CAM3.0’s cloud population

appeared less unrealistically bi-modal than CAM. On the other hand, this anal-

ysis confirmed that both tropical high clouds and tropical boundary layer clouds

extended too high in SP-CAM3.0’s atmosphere and with too much condensate.

McFarlane et al. (2007) showed that these climatological cloud property biases in

the tropics were associated with severe distortions in the tropical cloud-related

radiative heating balance, relative to inferred heating rate profiles from ARM ob-

servations (see their Figure 13).

Biases in the simulated cloudiness of SP-CAM’s embedded CRM have since

been characterized in detail by researchers affiliated with CMMAP using instru-

ment simulator techniques to handle problems like scale representativeness in com-



76

paring to observations (Zhang et al., 2008; Marchand et al., 2009a,b; Marchand and

Ackerman, 2010). This approach emphasizes a secondary advantage of the MMF

approach, which is that the interior cloud resolving model contains small-scale in-

formation that opens new doors for doing meaningful satellite intercomparison20.

It is now well recognized that SP-CAM3.0 “produces too much high and thin cloud,

especially above 10 km [as a] common feature of the model in convective regions”

(Marchand et al., 2009a) and, in many cases, low clouds that are too optically thick

and too close to the ground (Marchand and Ackerman, 2010). In a validation of

SP-CAM against the emerging high quality CloudSat space-borne radar climato-

logical record of global cloudiness, Marchand et al. (2009b) provide a spectacular

perspective on these characteristic simulated cloud biases in SP-CAM3.0. Figure

2.30 illustrates the results; the bias anomaly on the right panel clearly shows the

preponderance of high clouds that are too thick and high in convecting regions, and

dense optically thick low clouds in the subtropics. In summarizing their analysis,

the authors also provide the following excellent contemporary review of the state

of simulated clouds in SP-CAM3.0:

[SP-CAM] does a good job of reproducing the broad [radar reflec-
tivity] pattern of tropical convergence zones, subtropical belts, and
midlatitude storm tracks, as well as their changes in position with the
annual solar cycle. Nonetheless, the comparison also reveals a number
of model shortfalls including (1) excessive hydrometeor coverage at all
altitudes over many convectively active regions, (2) a lack of low-level
hydrometeors over all subtropical oceanic basins, (3) excessive low-level
hydrometeor coverage (principally precipitating hydrometeors) in the

20In contrast, GCM comparisons to satellite data using instrument simulator techniques re-
quire sub-grid “generators”– algorithms that assume unresolved distributions of hydrometeor
occurrence that are important to account for in the net radiative transfer calculation. Whereas
in conventional models these must be rigidly prescribed, in the MMF approach such distributions
are harvested from the embedded CRM. Interestingly, the embedded CRM also contains useful
additional dynamical information about 2D mesoscale convective organization, which has not
traditionally been analyzed in MMF diagnostic studies. Chapter 6 will break new ground on this
front.



77

midlatitude storm tracks of both hemispheres during the summer sea-
son (in each hemisphere), and (4) a thin band of low-level hydrometeors
in the Southern Hemisphere of the central (and at times eastern and
western) Pacific in the MMF, which is not observed by CloudSat. This
band resembles a second much weaker ITCZ but is restricted to low
levels. [Marchand et al. (2009b)]

2.3.4 SP-CAM’s diurnal rainfall cycle

Excluding (including) the work in this dissertation, six (nine) papers have been

published documenting aspects of the simulated diurnal rainfall cycle using the

multi-scale modeling framework approach to climate simulation (Khairoutdinov

et al., 2005; McFarlane et al., 2007; DeMott et al., 2007; Khairoutdinov et al.,

2008; Zhang et al., 2008; Tao et al., 2009; Pritchard and Somerville, 2009b,a;

Pritchard et al., 2011). To put the research in this dissertation in appropriate

context, a review of the pre-existing extent of understanding of the robustness of

the MMF diurnal cycle structure, and the physical mechanisms supporting and

distinguishing it from conventional climate simulations, follows.

The first hint of improved diurnal rainfall variability using the MMF approach

to climate simulation was demonstrated by Khairoutdinov et al. (2005). Figure

2.31 (left panel) shows their comparison of the simulated seasonal (JJA) local time

of maximum precipitation in CAM3.0 and SP-CAM3.0 against the baseline rain

gauge observational record of Dai (2001)21. Beyond remarking on the improved

timing of rainfall over land in SP-CAM3.0, in this study the authors did not explore

or discuss which aspects of cloud super-parameterization were responsible for the

improvement.

McFarlane et al. (2007) subsequently analyzed the diurnal cycles of cloudi-

ness, precipitation, and cloud radiative heating rate profiles at a single tropical

21Recall Figure 2.1 and the associated discussion in Section 2.1.1 regarding this observational
product.
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Figure 2.31: “JJA geographical distribution of (left) the local time of nondrizzle
precipitation frequency maximum and (right) the percent of days with nondrizzle
precipitation, as simulated with (upper) the standard CAM, (middle) SP-CAM,
and (lower) from the dataset by Dai (2001)”. This is the first evidence that super-
parameterization improves the simulated diurnal rainfall cycle over land. Repro-
duced from Khairoutdinov et al. (2005) Figure 13.
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Figure 2.32: “Diurnal composite of net all-sky minus clear-sky heating rate at
Manus for (a) ARM, (b) MMF (with precipitation), (c) [SPCAM3.0] (without
precipitation) and (d) [CAM3.0].” The blue feature near 15 km in SP-CAM is
associated with intermittent nocturnal cirrus longwave cooling, an important dy-
namical ingredient to the tropical diurnal cycle that is absent in conventional CAM.
Despite being exaggerated in SP-CAM (due to overly frequent simulated tropical
deep convection) the existence of a nocturnal cirrus cooling feature is an improve-
ment in simulated tropical diurnal cycle dynamics. Reproduced from McFarlane
et al. (2007) Figure 22.
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grid point in the same SP-CAM and CAM simulations. The authors compared

the simulation climatology at this single grid-point against baseline retrievals from

ARM millimeter radar observations, focusing on the radiative properties of the

simulated clouds22. Their analysis (see Figure 2.32) showed that although SP-

CAM over-predicted the frequency of deep tropical precipitation, and contained

far too much high cirrus clouds relative to the observations, the radiation-cloud

interactions harvested from its embedded CRM nonetheless produced an improve-

ment in the realism of simulated diurnal cloud-radiative feedbacks resulting from

intermittent ice cloud effects:

Due to the nonlinear nature of radiative transfer, [CAM3.0] cannot
produce the full range of radiative heating responses seen in the ARM
[observations], which has important implications for the climate sensi-
tivity of the model. In particular, due to the low frequency of optically
thick ice clouds, the frequency of LW cooling at cloud top is greatly
reduced. The lack of optically thick ice clouds and high frequency of op-
tically thin, high altitude ice cloud resulted in a significantly different
LW heating distribution in [CAM3.0] than in [SPCAM3.0]. [McFar-
MatAck07]

DeMott et al. (2007) are responsible for the most in-depth analysis of the

physics supporting the improved simulated diurnal rainfall statistics in SP-CAM,

using ARM rain gauge and thermodynamic sounding climatology data in three sub-

regions as a baseline. Based on an analysis of the statistical relationships23 between

simulated convection and mean thermodynamics in the regions, they arrived at the

following conclusion:

In [CAM3.0], there is little or no lag between boundary layer en-
ergy buildup and rainfall, whereas [SP-CAM3.0] successfully simulates
the observed increase (decrease) in boundary layer [moist static energy]

22The authors emphasized that intermittent nocturnal cloud top cooling of elevated cirrus is
an important diurnal ingredient to the tropical composite diurnal rainfall cycle at this site.

23The authors inferred causality from lag-correlation analysis of composite diurnal rainfall time
series of rainfall vs. CAPE, CIN and boundary layer moist static energy.
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prior to (following) a rain event. [CAM3.0] simulates a pervasive decou-
pling between upper- and lower-level relative humidity maxima, while
no such decoupling is observed, or simulated by the MMF. [DeMott
et al. (2007)]

DeMott et al. (2007) showed that the statistical relationship between free tro-

pospheric relative humidity and rainfall is distorted in CAM3.0 but improved in

SP-CAM3.024. The authors argue that the formulation of the ZM95 implementa-

tion of the Arakawa-Schubert cumulus parameterization in CAM3.0 is responsible

for these deficiencies, particularly through the assumption that all plumes in ZM95

are assumed to detrain their moisture only above the (usually quite high) level of

minimum entropy in the troposphere. They emphasize, as in the review study

of Guichard et al. (2004) discussed previously, that the observations bely a pro-

gression of events, from shallow to deep convection, that is inconsistent with this

parameterization formulation, suggesting the improvement in SP-CAM’s diurnal

timing over land occurs for the same reasons seen in offline CRMs:

The boundary layer energizes, producing a positive buoyancy pro-
file, and supports development of initial convective plumes. These
initial plumes detrain before attaining significant depth and deepen
the low-level moist layer, allowing subsequent plumes to attain greater
heights before detraining. Each successive “wave” of plumes consumes
boundary layer [energy]. Eventually, the lower troposphere moistens
enough to support deep convection and heavy rainfall. The remnants of
the deep convective clouds moisten the upper troposphere ... Our anal-
ysis shows that this progression is realistically simulated by the MMF
when sufficient low-level moisture is available, but [CAM3.0] does not
simulate the observed lags.[DeMott et al. (2007)]

Zhang et al. (2008) moved beyond analyzing rainfall variability at individual

grid points and sub-regions, instead leveraging orbital data to examine the complex

24See e.g. their Figure 9 d)-f).
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space-time structure of the simulated tropical diurnal cycle in a four year simu-

lation using a new version of the prototype model, SP-CAM3.525. Their strategy

was to fly virtual instrument simulators, representing the Tropical Rainfall Mea-

suring Mission (TRMM) payload of simultaneous passive microwave and infrared

imagers/sounders, and active microwave (radar), within the SP-CAM simulated

environment. The instrument simulators sample the atmosphere along consistent

orbital paths, and emulate forward radiative transfer physics directly from the

model predicted fields, producing modeled radiometric signatures that are directly

comparable to satellite data.

Unfortunately, the instrument simulator evaluation strategy in Zhang et al.

(2008) convolved the information about SP-CAM’s rainfall diurnal cycle with its

representation of diurnal cloudiness. Previously documented model biases in trop-

ical cloudiness (too much high cloud) had a very deleterious effect on emulated

infrared radiances at the top of the atmosphere. As a result, viewed from the

perspective of traditional satellite derived proxies for precipitation in the infrared

(precipitation index, upper tropospheric relative humidity) the SP-CAM diurnal

rainfall cycle appeared to be very poorly simulated. Interestingly, when viewed

from a more “raw” detection of rainfall (precipitation radar emulation), the SP-

CAM3.5 appeared to have a much more reasonable space-time structure in its

tropical diurnal rainfall cycle, especially in boreal winter26. This is significant,

since it can be argued that the actual precipitation rate produced by the CRMs is

“more thermodynamically important” in terms of the effects induced on the host

model (Khairoutdinov and Randall, 2001).

Khairoutdinov et al. (2008) also analyzed the dynamics of the simulated diur-

25Unlike the SP-CAM3.0, which was built around the spectral dynamical core of CAM3.0, SP-
CAM3.5 was built around the finite-volume dynamical core of modern versions of CAM. Zhang
et al. (2008) ran the model at an outer resolution of 2◦× 2.5◦.

26i.e. when the seasonal mean pattern was not distorted by regional precipitation bias struc-
tures like the Great Red Spot
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nal cycle at a stratocumulus grid point in the Eastern Pacific in SPCAM3.0. The

authors emphasized that - despite the coarse 4 km resolution of the CRM array - a

realistic progression of diurnal interactions was captured, with maximum IR cool-

ing and cloud water content at nighttime, and downdraft-driven27 cloud breakup

during the day.

Finally, a new independently developed superparmeterized climate model was

unveiled by NASA in 2009, in which their finite-volume general circulation model

(fvGCM) was coupled to their cloud resolving model, the Goddard Cumulus En-

semble (GCE) model. Results from a diurnal rainfall analysis in Tao et al. (2009)

confirmed the basic finding from diurnal timescales in SP-CAM3.0 (see their Figure

6). The third operational superparameterized global climate model was announced

by a group at the Department of Energy this year, but its behavior has not yet

been analyzed on diurnal timescales.

27Downdrafts were diagnosed by the characteristically negative skewness of below-cloud vertical
velocity



Chapter 3

Statement of the problems

addressed

Despite being the most simply forced mode of rainfall variability in the climate

system, the physics controlling the global diurnal rainfall cycle are not completely

understood. For instance, controversies exist in the literature regarding what con-

trols the usual late afternoon maximum rainfall timing observed over continents,

versus the highly unusual regional nocturnal maximum in the Central US. Over the

oceans, the observational record of diurnal rainfall is less mature, and some ques-

tions have correspondingly not even been addressed in detail - for instance, what

controls the apparent pattern of the diurnal rainfall cycle over the Gulf Stream,

and what is its connection to land forcing?

In the global climate modeling literature, the diurnal cycle of rainfall, as well

as clouds and convection in general, are notoriously distorted in the models that

were applied to project future climate in the latest IPCC assessment report. This

casts unsatisfactory doubt on the reliability of long-term projections of the future

hydrologic response to externally forced climate change.

The above literature review has emphasized that a new computationally inten-

84
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sive prototype climate simulation technology, super-parameterized (or multi-scale)

climate modeling, appears to do a better job at representing some critical aspects

of the observed diurnal rainfall cycle. Given this development, this dissertation is

concerned with a simple over-arching question:

What do super-parameterized climate simulations enable us to find

out about how the diurnal rainfall cycle works?

The following chapters provide some incremental new work on this front, and

are aimed at the following three questions,

• Chapter 4: To what extent does cloud super-parameterization im-

prove the diurnal rainfall mode in global climate simulations?

• Chapter 5: Can super-parameterized simulations help inform the

problem of remote control of the marine diurnal rainfall cycle by

land?

• Chapter 6: What does artificially restricting the scale of fast mani-

fold processes in super-parameterized simulations imply about the

mechanisms supporting the Central US nocturnal rainfall maxi-

mum?

An underlying theme of discussion will be lessons from model intercomparison

that contribute to the ongoing debate about how to fix existing biases at diurnal

timescales in conventional global climate projection models. Since it is simply

forced, well observed, and efficient to simulate, progress in fixing the distorted

diurnal convection mode in next generation GCMs is a logical first step towards

improving the representation of simulated cloud and convection statistics on other
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time scales. This is in turn necessary to improve confidence in global climate

model projections of how cloud and rainfall feedbacks may interact with continued

externally forced climate change.

The following preamble expands briefly on each of the above questions, empha-

sizing in advance how the work in each chapter is aimed at a gap in the current

literature, for context.

3.1 Optimally evaluating the effect of super-

parameterization on the simulated global di-

urnal rainfall cycle.

The effect of super-parameterization on the simulated global diurnal rainfall

cycle has not been adequately characterized. To address the following shortcom-

ings in the existing published record, the work in Chapter 4 refines the docu-

mentation of the diurnal rainfall cycle in a super-parameterized climate

simulation (Pritchard and Somerville, 2009b,a).

Best practices in the observational literature emphasize that, because of re-

gional eccentricities of its space-time variability, single diagnostics or single grid-

points are insufficient to gain a holistic view of the structure of the diurnal rainfall

cycle (Carbone et al., 2002; Carbone and Tuttle, 2008; Kikuchi and Wang, 2008).

From this perspective, the existing literature documenting diurnal variability in

super-parameterized climate models was incomplete. Prior studies have either

evaluated only a single diurnal rainfall diagnostic1 as a function of location/season,

1Khairoutdinov et al. (2005) and Tao et al. (2009) evaluated the horizontal structure of the
daily timing of maximum precipitation against rain gauge data, and Zhang et al. (2008) compared
the horizontal structure of the fitted 24-hour harmonic of top-of-the atmosphere radiation against
a satellite
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or multiple diagnostics but only at a single model grid-point2.

Two examples from the observational literature provide inspiration for how to

better characterize the diurnal rainfall cycle for global model evaluation. The first

is Carbone and Tuttle (2008), who synergistically combined multiple complemen-

tary diurnal cycle diagnostics to describe the character of the US diurnal rainfall

cycle as captured by the national weather radar network. The second is Kikuchi

and Wang (2008) who simultaneously analyzed both spatial and temporal variabil-

ity in a climatological global diurnal rainfall data set using statistical techniques.

By linearly decomposing the composite diurnal rainfall data into the two spa-

tial patterns responsible for the most diurnal variance (eigenmode decomposition),

they demonstrated the many physical processes, including diurnal propagation and

differences between continental and marine diurnal cycles, that this procedure al-

lows to be compactly evaluated. Kikuchi and Wang (2008) also emphasized the

important role that contemporary gauge-calibrated, satellite-derived rainfall best

estimates3 should play for evaluating climate models. In prior publications, such

multi-satellite rainfall data had not been adequately applied to evaluating the

space-time variability of diurnal rainfall in super-parameterized climate models.

To update the existing literature on the representation of diurnal rainfall variabil-

ity in super-parameterized simulations, Chapter 4 employs both the techniques of

Kikuchi and Wang (2008) (eigenmode decomposition; Section 4.1) and Carbone

and Tuttle (2008) (multiple complementary diagnostics; Section4.2), and leverages

a multi-satellite precipitation “best estimate” for a more refined model evaluation

of diurnal rainfall.

It is important to distinguish the work in Chapter 4 from the only previous

2DeMott et al. (2007) explored the relationship between rainfall, relative humidity, and bound-
ary layer properties at three well-instrumented field sites, while Khairoutdinov et al. (2008) an-
alyzed the simulated co-variability of cloud liquid water, radiative cooling, and vertical velocity
at a stratocumulus grid point in the subtropical Pacific.

3This method merges superior information from multiple modern microwave radiometers on
an international ensemble of weather satellites (see Section 2.1.1.)
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study, Zhang et al. (2008), that has also brought satellite data to bear on eval-

uating diurnal convective variability in a super-parameterized climate model. In

this work the intercomparison strategy obscured the nature of the simulated sur-

face rainfall cycle. In order to compare simulation output against satellite data,

the authors emulated forward radiative transfer through the model’s hydrometeor

fields, sampling the atmosphere on a consistent orbital path as the satellite4. On

the one hand it can be argued that this “instrument simulator” technique provides

a more faithful model comparison against the fundamental satellite measurement

(radiance). But on the other hand, the approach also unfortunately obscures the

true structure of the simulated diurnal rainfall cycle, conflating it with biases in

the height, optical thickness, and sub-grid distribution of clouds and their diurnal

variability. As a result, Zhang et al. (2008) made an important contribution of em-

phasizing the effect of cloud biases on the diurnal variability of simulated radiances

at the top of the atmosphere. But they did not characterize the simulated diurnal

rainfall cycle itself to the extent that will be contributed in this dissertation. It is

important to untangle the rainfall cycle independently, since it can be argued to

be more “thermodynamically important” than the diurnal cycle of cloud position

and water content (Khairoutdinov and Randall, 2001).

Finally, the work in Chapter 4 extends on all prior studies by also including a

concluding intercomparison of the simulated diurnal rainfall cycle amongst several

variants of SP-CAM, CAM and a new MMF developed at PNNL. This is to discover

and document the unknown sensitivity of the MMF simulated diurnal rainfall

signal to what are arguably arbitrary model configuration choices (e.g. resolution,

degree of microphysics, CRM orientation) at this early stage of MMF development.

The intent here is to distinguish true improvements due to the additional physics

within super-parameterization from the sort of fortuitous coincidences that are

4The alternative strategy used in this dissertation is to leverage multiple satellites to solve
the sampling problem
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sometimes possible in a single model run’s parameter space.

3.2 Non-local control of the marine diurnal rain-

fall cycle by land

The fact that the diurnal cycles of solar and latent heating are much more

vigorous over land than over ocean dictates that part of the oceanic diurnal rain-

fall cycle is a remote response to circulations induced by energetic diurnal land

processes (Dai and Deser, 1999; Dai, 2001). Chapter 5 asks three related

questions:

1. Can coarse resolution climate projection models capture observed

tropical diurnal subsidence waves over the ocean? Equatorward of

the diurnal-inertial resonant latitude (30 degrees), part of the marine diurnal

cycle has long been argued to be remotely controlled by land (Meisner and

Arkin, 1987; Alliss and Raman, 1995b; Dai and Deser, 1999). This effect has

become a topic of increasing interest due to new diurnally resolving orbital

data characterizing surface winds from multiple scatterometer satellites. The

climatology derived from this satellite record belies a strikingly coherent

pattern of diurnal surface winds and convergence that clearly links nearby

land to far-field marine processes on diurnal timescales (Gille et al., 2003,

2005; Wood et al., 2009). Long-range remote subsidence waves, especially

apparent in the eastern subtropical Pacific, are thought to have implications

for diurnal cloud properties and rainfall (Munoz, 2008; Wood et al., 2009).

Wood et al. (2009) advocate that the structure of these subsidence waves as

captured by scatterometers provides a useful constraint on the representation

of diurnal convective processes in global climate models.

Section 5.1 brings this new data constraint to bear in evaluating subsi-



90

dence waves in the tropics and subtropics in super-parameterized and con-

ventional climate simulations. Prior to this work, the only application of

this scatterometer data to evaluate the representation of oceanic surface di-

vergence waves in a global atmospheric model has been in the context of a

very high resolution operational weather forecast model (Robert Wood, per-

sonal communication). However, numerical weather prediction and climate

projection are very different problems. The ultra high resolution and so-

phisticated physics packages in weather models are not luxuries affordable to

climate projection models, which must be integrated for decades, not days.

Hence, the realism of subsidence waves in climate models must be separately

evaluated. New work therefore documents the representation of long-range

subtropical and tropical diurnal subsidence waves in a conventional vs. super-

parameterized climate model.

2. Does super-parameterization alter remote control of the marine di-

urnal rainfall cycle by land? Section 5.2 views the effects of subsidence

waves emanating from land masses in the tropics from the perspective of

the vertically integrated water budget, to explore potential connections to

modulations of diurnal rainfall.

3. How do land-sea control mechanisms relate to the observed Gulf

Stream diurnal rainfall pattern? In the extra-tropics, diurnal rainfall

variance stands out relative to surrounding areas over the Gulf Stream and

Kuroshio regions during JJA. Although this has been remarked upon in satel-

lite and radar data analyses, it has been a topic of limited research5(Alliss

and Raman, 1995b; Carbone and Tuttle, 2008). Although the possible dy-

namics linking Gulf Stream diurnal rainfall with remote dynamics forced by

5This is in part due to the reasonable fact that the diurnal signal-to-noise ratio is very small
in the extratropics, since synoptic eddies account for much more variance than diurnal processes.
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diurnal processes over land are more limited in spatial scale (due to inertial

effects), there are nonetheless reasons to believe long-range remote control

can have an important effect (Wood et al., 2009). A change in local timing

of peak precipitation with distance offshore over the Gulf Stream suggests

that remote land influences may play a role (Janowiak et al., 2007). This

effect may be purely advective (Alliss and Raman, 1995b) or more complex

(Janowiak et al., 2007; Ruane, 2010). Section 5.3 makes a contribution

to this issue via a multi-model intercomparison documenting sensitivity of

the composite simulated diurnal rainfall pattern over the Gulf Stream to the

method of representing sub-grid convection. The simulated diurnal precip-

itation pattern is examined, both to document its realism, and to evaluate

the land-sea diurnal connection mechanism. In reconciling the results, a

case is made that a viable long-range control mechanism may indeed explain

the Gulf Stream diurnal rainfall cycle, and that sufficient sensitivity of the

convection module to free tropospheric relative humidity perturbations is

integral to the mechanism.

3.3 Evidence for slow-manifold control of the Cen-

tral US nocturnal rainfall maximum

Chapter 6 asks the question: Can a super-parameterized climate model

simulate realistic nocturnal convection over the Central US?

A large fraction of the summer rainfall feeding the growing season in the Central

US Plains (and other heavily populated continental interior regions near mountain

ridges) comes from long-lived, organized nocturnal mesoscale convective systems

(see Section 2.1.3). Historically, the problem has been that the statistical param-

eterizations used to represent unresolved cloud processes in conventional global
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climate models do not admit the necessary physics of organized convection to sim-

ulate such systems.

All prior studies of the simulated diurnal rainfall cycle, including the work in

Chapter 4 of this dissertation, suggest that super-parameterized global climate

models cannot capture the physics of the Central US nocturnal rainfall maximum

zone. A US nocturnal maximum is not evident in the JJA diurnal composite

of Khairoutdinov et al. (2005) (Figure 2.31) nor in the analysis of Central US

cloudiness statistics by Ovtchinnikov et al. (2006). DeMott et al. (2007) found no

evidence of the observed strong nocturnal maximum in their analysis of the South-

ern Great Plains grid point’s rainfall statistics. Instead, their results indicated

a very weak diurnal rainfall signal with indeterminate local time of maximum6.

Zhang et al. (2008) excluded extratropical latitudes from their analysis against

spaceborne data.

The ability or disability of superparameterized GCMs to capture the physics

of the nocturnal maximum of Central US rainfall is relevant to a controversy in

the literature about “fast-manifold” versus “slow-manifold” control of the under-

lying propagation of organized convection in the region (see Section 2.1.4 for back-

ground). Chapter 6 adds a new dimension to this debate from the vantage point

of super-parameterized simulations, in which the horizontal scale over which fast

manifold propagation mechanisms can operate is artificially restricted.

In the discussion section of Ovtchinnikov et al. (2006), a “fast manifold” in-

terpretation was invoked to explain the apparent inability of superparameterized

GCMs to capture Central US MCS as inherent :

Given the fact that the CRMs have periodic lateral boundary con-
ditions and cannot maintain large-scale horizontal gradients (and hence

6The authors attributed this primarily to a regional mean-state humidity bias of unknown
origin in SP-CAM3.0, showing that the lower atmosphere in the region, below 700 hPa in SP-
CAM3.0, was “astonishingly warm and dry”. They did not explore the causes of this simulated
dry bias.
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baroclinicity) and that the exchange among CRMs is handled through
tendencies of large-scale variables, the MMF ability to propagate synoptic-
scale disturbances, such as fronts or mesoscale convective systems, may
not be much different from that of the CAM. [(Ovtchinnikov et al.,
2006)]

On the one hand, it is logical to think that the MMF assumption of peri-

odic boundary conditions7 in the embedded CRMs might preclude simulation of

the physics supporting the Central US nocturnal rainfall maximum. Conventional

wisdom in the current mesoscale and weather literature argues that “fast-manifold”

processes such as convective cold pools, small-scale gravity waves and gust fronts

are key to the long-range propagation of organized convection and hence the noc-

turnal rainfall maximum in the Central US (Carbone and Tuttle, 2008). By design

of the MMF approach, simulated cold pools and gust fronts cannot have a long-

range effect.

On the other hand, another school of thought suggests “slow-manifold” mecha-

nisms may be more important for the propagating nocturnal rainfall in the Central

US, such as semi-geostrophic adjustment (Tripoli and Cotton, 1989b), large scale

advection of convectively generated potential vorticity anomalies (Raymond and

Jiang, 1990; Li and Smith, 2010), and large scale gravity waves excited with the

convection (Pandya and Durran, 1996; Moncrieff and Liu, 2006).

In this context, Chapter 6 documents the discovery of a robust nocturnal orga-

nized propagating Central US convection signal in a revisited super-parameterized

climate model simulation. The signal emerges when resolution is increased mod-

estly at both resolved scales, and diagnostic attention is broadened from just sur-

face precipitation to convective heating structures (i.e. precipitation within the

column). Several analysis techniques are pursued to evaluate the realism of the

7Recall that this assumption is inescapable since it is fundamental to the motivation for the
MMF approach in terms of its unique computational affordability for the climate projection
problem.
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nocturnal convection signal and its physical consistency: How well do the simu-

lated phase and propagation speeds of the storms agree with ground-based radar

climatology? Are they generated under appropriate synoptic forcing? Is the gene-

sis mechanism in line with the field campaign informed conceptual model of Tripoli

and Cotton (1989a)? What is the impact of cloud super-parameterization on the

regional circulations that are known to support Central US nocturnal convection

in nature?

Since the signal is shown in many ways to be realistic, it is argued to constitute

new numerical evidence consistent with a dominant “slow-manifold” interpretation

of Central US nocturnal rainfall propagation.



Chapter 4

Evaluating the effect of

super-parameterization on the

simulated global diurnal rainfall

cycle.

Section 3.1 motivated the need to document the effect of super-parameterization

on the simulated diurnal rainfall cycle in more detail than has otherwise been pub-

lished. Two strategies for improved diagnosis of the simulated global diurnal rain-

fall were highlighted, based on observational literature best practices by Kikuchi

and Wang (2008) and Carbone and Tuttle (2008). In this chapter, each is applied

in turn to document the structure of, and effect of super-parameterization on, the

simulated diurnal rainfall cycle in global climate model simulations. The goal is a

holistic evaluation of the diurnal rainfall mode.

Section 4.1 applies the approach of Kikuchi and Wang (2008). Results from em-

pirical orthogonal function (EOF) decomposition of the simulated boreal summer

climatological composite diurnal cycle of precipitation in an MMF and a conven-

95
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tional GCM are compared to a multi-satellite data product developed as a part of

the Tropical Rainfall Measuring Mission. The eigenspectrum, principal component

time series, and the projection of leading precipitation EOFs in a 2000-member

bootstrap ensemble eigenmode decomposition of the MMF composite day are a

better match to observations than the GCM. Analysis shows that regional de-

ficiencies in the MMF diurnal cycle are manifest as localized anomalies in the

spatial projections of EOF1 and EOF2.

Section 4.2 adopts the philosophy of Carbone and Tuttle (2008), applying multi-

ple complementary diagnostics of the diurnal rainfall cycle to gain a more complete

view of its space-time structure. These include traditional harmonic analysis, and

non-traditional diagnostics such as the broadness of the peak precipitation in the

mean summer day, reduced dimension transect analysis, and animations of the full

spatial and temporal variability of the composite mean summer day. Precipitation

in SPCAM3.0 is evaluated against multi-satellite merged satellite data and a con-

trol simulation with a climate model that employs conventional cloud and bound-

ary layer parameterizations. This analysis highlights several improved features of

the diurnal cycle of precipitation in the multi-scale climate model that have not

previously been remarked on: It is less sinusoidal over the most energetic diurnal

rainfall regimes, more horizontally inhomogeneous within continents and oceans,

and more faithful to observed structural transitions in the composite diurnal cycle

chronology straddling coastlines than the conventional climate model. A regional

focus on North America suggests that SPCAM3.0 at T42 resolution is unable to

capture diurnally propagating precipitation signals associated with organized con-

vection in the lee of the Rockies1. The chronology of precipitation events elsewhere

in the vicinity of North America is improved due to super-parameterization, espe-

cially over sea breeze circulation regions along the eastern seaboard and the Gulf

of Mexico, as well as over the entirety of the Gulf Stream.

1This issue is revisited in Chapter 6
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As a baseline against which to compare simulated precipitation, a rain gauge-

scaled, multi-satellite, gridded 3-hourly, high resolution (0.25◦ by 0.25◦) precipi-

tation product called TRMM 3B42 is used. This product is a best estimate that

combines high quality microwave radiometer and precipitation radar data from

the Tropical Rainfall Measuring Mission (TRMM) satellite with complementary

but lower quality (but more abundant) infrared and microwave radiometer mea-

surements from other platforms (see Huffman et al. (2007) for details). Of course,

it would be more philosophically appealing to use as a ground truth only raw,

direct observations of precipitation as are available from dense networks of rain

gauges, or perhaps from TRMM’s precipitation radar alone. But the sampling

biases that would be incurred by this strategy - in the case of the TRMM radar

as a result of its narrow swath width (Hirose and Nakamura, 2005), and in the

case of gauge data from inhomogeneities in the spatial distribution of weather sta-

tions - would unnecessarily complicate a large-scale analyses of the diurnal cycle.

Since the climatological composite JJA diurnal cycle of precipitation in 3B42 has

been well-studied and appears to be in good agreement with independent precip-

itation products and surface data (Dai et al., 2007), its practical advantages for

the purpose of model comparison and evaluation are compelling.

4.1 Empirical orthogonal function analysis of di-

urnal rainfall

As is well known, the usual tools for climate forecasting, global climate mod-

els (GCMs), do not simulate realistic diurnal hydrologic variability (Collier and

Bowman, 2004). Diurnal precipitation in GCMs is too sinusoidal, peaks too early

over continents and is too horizontally homogenous over large regions where spatial

variations are observed in nature. Biases at diurnal time scales have the capacity
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to distort hydrologic variability on longer time scales in GCMs, casting doubt on

projections of future hydrologic variability.

A new approach to climate modeling, multi-scale modeling, offers improvement

in the simulation of diurnal hydrologic variability in several regions. Previous

exploration of the diurnal cycle in MMFs has revealed:

• Improved timing of maximum precipitation over continents (Khairoutdinov

et al., 2005).

• Realistic relationships between the diurnal variability of cloud liquid water,

longwave cooling, vertical velocity variance, inversion height and sub-cloud

vertical velocity skewness, along a transect displaying a range of cloud types

(Khairoutdinov et al., 2008).

• Biases in the diurnal variability of outgoing longwave radiation products used

as operational precipitation proxies (Zhang et al., 2008).

In this study new results are presented demonstrating a global improvement

in the diurnal cycle of precipitation in an MMF relative to a conventional GCM,

as diagnosed by empirical orthogonal function (EOF) decomposition of the cli-

matological mean summer day. This EOF approach was recently advocated as a

benchmark test for evaluating simulated hydrologic diurnal variability against new

space-borne precipitation climatological observations (Kikuchi and Wang, 2008).

The results indicate that the MMF appears to pass this test; the eigenstructure

of the mean summer day’s precipitation in the MMF is much more faithful to the

observations than the conventional GCM.

Background

The MMF used in this study is a prototype under development at the Center
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for Multiscale Modeling of Atmospheric Processes (CMMAP), and is described in

Khairoutdinov et al. (2005). It is identical to the National Center for Atmospheric

Research Community Atmosphere Model v3.0 (CAM3; Collins et al. (2006)) except

that the parameterizations for deep and shallow sub-grid convection have been

replaced with a nested integration of a two dimensional (x − z) realization of

the CRM described in Khairoutdinov and Randall (2003), with periodic lateral

boundary conditions. The CRM solves the non-hydrostatic momentum equations

of fluid dynamics subject to the anelastic approximation, using bulk microphysics

to track conversions between multiple categories of interactive precipitating and

non-precipitating prognostic water condensate variables, including ice, snow, liquid

water, and graupel (Khairoutdinov and Randall, 2003).

The simulations analyzed are four month (MJJA) boreal summer integrations of

the MMF and CAM; the first month is considered spin-up so only results from JJA

are shown. In the MMF, the CRM time step is 20 seconds, and multi-scale coupling

to the large-scale atmosphere and land surface model occurs on the 15 minute time

step of the host GCM. We run the host GCM at T42 horizontal resolution (2.8 ◦×
2.8 ◦) and configure the CRM to run on 32 nested grid columns spaced horizontally

4 km apart and on 26 vertical levels co-located with the interior of the GCM vertical

grid. At this horizontal resolution the majority of vertical moisture transport in

the CRM is explicitly resolved, with sub-grid transport responsible for less than

10 % of zonal mean moisture fluxes (Khairoutdinov et al., 2008).

As in Kikuchi and Wang (2008), TRMM 3B42 is used as an observational base-

line for EOF analysis of the mean summer day’s precipitation. TRMM 3B42 is

a gridded (0.25 ◦× 0.25 ◦× 3 hours) “best estimate” of precipitation that com-

bines observations from several space-borne instruments, including the precipita-

tion radar and microwave radiometer on board the Tropical Rainfall Measuring

Mission (TRMM) as well as infrared and microwave radiometers from other orbit-

ing platforms (Huffman et al., 2007). The climatological composite diurnal cycle
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in TRMM 3B42 is in good agreement with independent surface radar and rain

gauge data (Dai et al., 2007).

Methods

Independent patterns of variability in the mean summer day’s precipitation that

account for high amounts of statistical variance can be identified using empirical

orthogonal function (EOF) decomposition.

EOF decomposition is applied to a regularly gridded local solar time- (LST-)

space matrix of the diurnal precipitation anomaly about its daily mean. Construc-

tion of this matrix is complicated by the fact that both the model output and

observations are discretized at regular intervals in universal time (UTC), which

means that discretization in local solar time (LST) varies as a function of longi-

tude. Following Kikuchi and Wang (2008), Fourier interpolation is applied along

the periodic local solar time dimension after conversion from UTC, to re-discretize

LST consistently at each longitude and construct a regularly gridded matrix con-

ducive to EOF analysis.

Special attention must be paid to estimating uncertainty in the eigenvalue

spectrum, since EOF patterns and their corresponding principle component (PC)

time series provide meaningful information only where the uncertainty in their as-

sociated eigenvalues is sufficiently small so that adjacent EOFs are not at risk of

statistical degeneracy with each other (North et al., 1982). A common approach to

calculating this sort of uncertainty in the eigenvalue spectrum is to apply the “sig-

nificance test” posed by North et al. (1982). However this technique requires some

knowledge of the degrees of freedom (DOF) in the space-time dataset (Wallace

et al., 1992) and introduces some questionable assumptions about the linearity of

error propagation. As Kikuchi and Wang (2008) point out, estimating the DOF in
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a climatological composite mean summer day of precipitation is not at all straight-

forward: There are likely at least as many DOF as there are independent time

samples in the composite mean summer day, but surely fewer DOF than there are

total time samples in all of the days that went into the composite (92 for the model

observations, 644 for the satellite data). In their EOF analysis of the composite

annual mean summer day’s precipitation from TRMM 3B42, Kikuchi and Wang

(2008) chose to apply North’s significance rule assuming 50 DOF, arguing this was

a conservative choice between the former (8 time samples in the composite day)

and the latter (many thousand time samples behind the composite mean).

Here a different technique is chosen. Uncertainties in the eigenvalue spectra

of the mean summer day are estimated instead using a custom statistical resam-

pling technique. This approach combines random re-sampling (bootstrapping) and

under-sampling (jackknifing) of the composite diurnal cycle of precipitation. Re-

peated EOF decomposition operations are carried out on 2000 randomly populated

subsets of the full mean summer day space-time matrix, and standard errors are

estimated based on the resulting ensemble of eigenvalue spectra. This method is

faithful to the nonlinearity of sampling error propagation through the sequence of

EOF matrix operations. The full space-time matrix is undersampled because there

is significant correlation between spatially adjacent grid points’ diurnal variability.

The spatial dimension of each randomly populated bootstrap ensemble member’s

time-space matrix is thus limited to a fraction f of the N spatial grid points xi in

the full space-time matrix. The degree of undersampling is estimated as

f = 1/N

N
∑

1

fi(Ri) (4.1)

where Ri is the cross-correlation map of the xi-th point’s mean summer day time

series with every other point in space, and fi is defined as the fractional area

occupied by the Ri = 0.8 contour that encloses the xi-th point in space. Based on

correlation analysis of TRMM data bin-averaged to the climate models’ T42 grid,
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it is estimated that f ≈ 7%.

Results

Figure 4.1 shows that the bootstrap ensemble eigenvalue spectrum of the MMF

composite boreal summer day’s precipitation is improved relative to CAM. In the

observations, two primary EOFs are statistically distinguishable in the bootstrap

ensemble, accounting for 63.0 ± 10.4% and 26.1 ± 8.5% of the variance in the

TRMM 3B42 composite boreal summer day, respectively. This is consistent with

the findings of Kikuchi and Wang (2008). The eigenspectrum in the MMF mean

summer day is remarkably similar to the observations, with 61.7 ± 8.6% of the

variance in EOF1, and 24.1±7.2% in EOF2. But in CAM the eigenstructure of di-

urnal precipitation is distorted - the leading EOF explains over 85% of the variance,

and higher modes are statistically indistinguishable in the randomly undersampled

bootstrapping ensemble.

Figure 4.2 (a) shows corresponding improvement in the structure and amplitude

of the MMF bootstrap ensemble mean principle component (PC) time series for

EOF1 and EOF2 relative to CAM. Both the MMF and TRMM PC1 time series

are sinusoidal in structure, and each having a minimum around 0900 LST; the

maximum of PC1 occurs at 2100 LST in the MMF, compared to 1800 LST in

TRMM. In contrast, the PC1 time series of the leading EOF in CAM has a very

different structure.

Figure 4.2 (b)-(d) compares the spatial projection of the leading EOF in the two

climate models and the observations. In the TRMM data, EOF1 is mostly positive

over land and negative over the oceans. This mode captures the phase difference

of marine vs. continental diurnal precipitation cycles, with a tendency for higher

amplitudes in the wetter tropics due to higher diurnal ranges there (Kikuchi and
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Figure 4.1: (Left panel) Eigenvalue spectrum for the composite JJA diurnal cycle
of precipitation as simulated by CAM and MMF, and as observed in TRMM 3B42.
(Right panels) Normalized histograms of the percent variance attributable in the
2000-member bootstrapping ensemble of EOF calculations, for each model; error
bars in the eigenvalue spectrum are computed from these distributions.
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Figure 4.2: (a) Principle component (PC) time series of the leading EOF of the
composite boreal summer diurnal cycle of precipitation as simulated by CAM (red)
and MMF (blue), compared to TRMM observations (black). Solid lines and shad-
ing denote the mean ± one standard deviation of a 2000 member ensemble of
randomly undersampled bootstrap EOF calculations. (b)-(d) Ensemble mean spa-
tial projection of EOF1 for (b) TRMM data, (c) the MMF, and (d) CAM.
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Wang, 2008). Although this broad structure is also present in EOF1 for both MMF

and CAM, the amplitude of EOF1 is dramatically improved in the MMF. The MMF

captures observed continental maxima in EOF1 over northeastern Brazil, Central

America, central Africa, and Thailand as well as oceanic minima in the tropics,

over the Atlantic and Pacific storm tracks, and the South Pacific Convergence

Zone (SPCZ). But the MMF EOF1 is not perfect: the (positive) magnitude of

EOF1 is underestimated over the central United States, western equatorial Africa,

and central Brazil and the (negative) magnitude of EOF1 is overestimated over

the oceans. The MMF also exhibits excessive EOF1 amplitude in the vicinity of

the Indian monsoon and over the Western Pacific. But in comparison to CAM,

which has excessive EOF1 amplitude over all continental land masses, the global

structure of the leading diurnal EOF in the MMF is significantly improved.

Figure 4.3 (a) shows corresponding improvement in the MMF EOF2 principal

component time series (PC2). As in TRMM 3B42, PC2 in the MMF has a broad

local maximum peaking at 1500 LST, and a minimum from 0000-0300 LST. The

PC2 time series in CAM is not shown, since the second EOF in CAM explains

little variance and is difficult to distinguish from subsequent EOFs (Figure 4.1).

Figure 4.3 (b)-(d) shows that the spatial structure of EOF2 in the MMF com-

pares reasonably well to the observations, but is far from perfect. Local maxima

in EOF2 over the southeastern United States, northeastern South America, and

northeastern Asia are reasonably well reproduced by the MMF. However, the MMF

does not capture observed minima in the spatial projection of EOF2 over the cen-

tral United States and equatorial Africa. As was the case for EOF1, the amplitude

of oceanic minima in EOF2 is exaggerated in the MMF, as is the EOF2 amplitude

over the Western Pacific and Indian monsoon region.

Taken together, Figures 4.1 to 4.3 are compelling evidence of improved diurnal

hydrologic variability in the MMF relative to CAM. The correspondence of a re-

alistic eigenspectrum and PC time series in the MMF with spatial projections of
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Figure 4.3: As in Figure 4.2, but for EOF2.



107

the leading EOFs that are in broad agreement with observations strongly suggests

overall improved performance at diurnal time scales. However regional biases in

the spatial projections of EOF1 and EOF2 suggest that in certain parts of the

globe, the MMF diurnal cycle needs improvement.

Discussion and Conclusions

The development of Earth system models capable of reproducing observed hy-

drologic variability on diurnal time scales is a high priority and an important step

towards making important projections about hydrologic variability on longer time

scales. Empirical orthogonal function (EOF) decomposition of the climatological

composite boreal summer diurnal cycle of rainfall demonstrates that a prototype

multi-scale modeling framework (MMF) vastly outperforms its conventional global

climate model (GCM) counterpart at simulating the diurnal cycle of precipitation.

The eigenspectrum for the MMF mean summer day, as well as the principle

component time series of its two leading EOFs, are a remarkable match to obser-

vations. This is very promising. The spatial projection of EOF1 and EOF2 in the

MMF are in broad agreement with observations, but also exhibit several regional

biases consistent with areas of known diurnal variability in the model. MMFs are

still in their infancy, and further work is needed to correct these regional biases,

which occur at both diurnal and seasonal time scales (not shown).

EOF decomposition is found to provide a meaningful and compact way to ap-

praise the overall space-time variability of simulated climatological diurnal rainfall

variability in climate models. This is an endorsement of the recent recommen-

dation of Kikuchi and Wang (2008) that this approach be used as a litmus test

to evaluate the simulated diurnal cycle of precipitation in climate models against

gridded pr ecipitation products.
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Section 4.1, in part, is a reprint of material as it appears in Empirical orthogonal

function analysis of the diurnal cycle precipitation in a multi-scale climate model

2009. Pritchard, Michael S., Somerville, R. C. J., Geophysical Research Letters,

35 (5), L05812. The dissertation author was the primary investigator and author

of this paper.

4.2 Holistic diurnal rainfall diagnsotics

Traditionally, a global view of diurnal variability is obtained by constructing

spatial maps of some scalar metric that describes the time evolution of the cli-

matological composite summer day time series (transformed to Local Solar Time,

LST). There are many conceivable scalar descriptors of a composite day’s time

evolution; the most commonly scrutinized are the phase and amplitude of the

least-squares-fitted 24-hour (S1; diurnal) and 12-hour (S2; semi-diurnal) harmon-

ics (Chang et al., 1995; Collier and Bowman, 2004; Dai and Trenberth, 2004) and

the (unfitted) local time of peak precipitation. Less commonly employed, but im-

portant and complementary diagnostics of the composite diurnal cycle include the

unfitted broadness of the daily maximum and reduced transect analysis (Carbone

and Tuttle, 2008), the precipitation range, and the amplitudes of leading empirical

orthogonal functions (Kikuchi and Wang, 2008). For regions in which the diurnal

cycle is strongly tied to non-local forcing mechanisms, it is better to use an ob-

jective time coordinate (i.e. universal time coordinate, UTC) in order to visualize

diurnally propagating signals.

Many traditional diagnostics of the diurnal rainfall cycle have previously been

explored in MMFs and the results have been promising. Khairoutdinov et al. (2005)

showed an improvement (relative to a conventional GCM) in the simulated local

time of peak precipitation over continents in the SP-CAM3.0 (Super-Parameterized

Community Atmosphere Model) MMF. This improvement in diurnal peak rainfall
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timing has also been documented in an independent MMF framework developed

at NASA Goddard (Tao et al., 2009). Khairoutdinov et al. (2008) further demon-

strated realistic relationships in SP-CAM3.0 between the diurnal variability of sev-

eral stratocumulus properties (cloud liquid water, longwave cooling, vertical veloc-

ity variance, inversion height and sub-cloud vertical velocity skewness) for a single

model grid point in the northeastern subtropical Pacific. DeMott et al. (2007)

evaluated the simulated composite diurnal cycle of rainfall, convective available

potential energy, convective inhibition, buoyancy and planetary boundary layer

height, in three regional subdomains where nearby data from intense observing

periods were available. Zhang et al. (2008) analyzed the amplitude and phase of

the best-fit 24-hour harmonic of the July and January composite days’ precipita-

tion for the entire tropics from a 4-year SP-CAM3.0 simulation; they identified a

weak bias in the 24-hour mode’s precipitation amplitude during July over land,

and an overall tendency for too much amplitude in the fitted 24-hour harmonic

over the oceans, but otherwise reasonable agreement in the actual simulated pre-

cipitation in SP-CAM3.0. Zhang et al. (2008) also used SP-CAM3.0 cloud water

distributions harvested from the nested cloud-resolving subdomain scale as input

to radiative transfer code, in order to emulate and evaluate the diurnal cycle of sev-

eral operational proxies of precipitation and cloudiness that are routinely derived

from space based measurements of infrared brightness temperature at two discrete

frequency channels. They found significant deficiencies in the diurnal variability of

these simulated top-of-the-atmosphere radiative and radar signals, and attributed

them to an overall excess high cloud bias in SP-CAM3.0.

Here, the simulated diurnal rainfall cycle in SP-CAM3.0 is examined in closer

detail, extending the existing work to include several non-traditional metrics of

composite diurnal precipitation that do not rely on curve fitting (diurnal peak

broadness, reduced transect analysis, and regional animation) during DJF and

JJA; results from empirical orthogonal function decomposition of the JJA diurnal
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rainfall cycle were previously analyzed in Section 4.1. The aim in adding these com-

plementary vantage points to the existing body of diurnal MMF precipitation diag-

nostics is to clarify where (in order to better understand why) super-parameterized

climate models exhibit improved regional moist convective circulations at diurnal

timescales, at high levels of scrutiny. The SP-CAM3.0 MMF is compared against

its counterpart GCM (CAM3.0) which uses a conventional Arakawa-Schubert cu-

mulus parameterization closed on undilute CAPE, and against a multi-satellite

merged precipitation product.

The central United States provides a telling example, and a challenging litmus

test for any model of diurnal hydrologic variability. Over the central United States,

the SP-CAM significantly underestimates JJA mean precipitation relative to both

CAM and observations, despite showing considerable improvement in the statistics

of light vs heavy rainfall (DeMott et al., 2007).

As described in Section 2.1.3, observations indicate that the daily cycle of pre-

cipitation over the central United States is controlled by events upstream; convec-

tive initiation during the late afternoon over the sun-warmed Rockies self-organizes

into mesoscale convective complexes (Carbone et al., 2002). Sustained by a favor-

able vertically sheared background wind environment, this organized convection is

unusually long-lived, and drifts so far east that its precipitation dominates the diur-

nal cycle over the central United States, causing a late evening diurnal peak. This

diurnal mechanism is primarily responsible for the climatological summer precipi-

tation falling over the central United States (Carbone and Tuttle, 2008). Conven-

tional climate models have understandable difficulty capturing this phenomenon -

at coarse resolution, the topographic heating features and the low-level dynamical

environment that enable such MCC propagation are not resolved (Moncrieff and

Liu, 2006). In fact, DeMott et al. (2007) showed that although the Community

Atmosphere Model appears to correctly simulate the seasonal scale precipitation

over the central United States, it does so for the wrong reason- excess local evapo-
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transpiration is produced in the land surface model’s vegetative canopy as a result

of mis-estimating the statistical distribution of light vs heavy rainfall.

Models, data and methods

As in the preceding section, the MMF used in this study is the SP-CAM v3.0,

which is described in Khairoutdinov et al. (2005). The two simulations analyzed

are four month (MJJA, NDJF) integrations of the SP-CAM in which the host

CAM horizontal resolution was approximately 2.8 ◦ latitude by 2.8 ◦ longitude

(T42 spectral truncation). The first month is considered as spin-up, and only

results from JJA and DJF are depicted in this analysis. Within each CAM grid

cell there were 32 nested CRM columns arranged zonally with a horizontal spacing

of 4 km in a 128-km, laterally-periodic idealized subdomain, spanning less than

half of the typical zonal extent of the host model grid points. At the large scale,

SP-CAM was configured to run with a 15 minute timestep on 26 vertical levels,

and the idealized embedded CRM was run with a 20 second timestep on vertical

levels co-located with the 24 interior levels of CAM. In order to adequately resolve

diurnal variability, model output was stored globally at three hourly increments,

on both the host GCM and CRM scales. Corresponding single-summer control

runs of CAM3.0 were also carried out for MJJA and NDJF as comparison.

Figure 4.4 contrasts the well documented seasonal scale biases in the JJA and

DJF precipitation rates in the SP-CAM and CAM, showing that tropical seasonal

precipitation biases are worse in both models (and especially the SP-CAM) dur-

ing JJA than in DJF. During JJA, CAM exhibits the notorious “double ITCZ

(Intertropical Convergence Zone)” problem, as well as excessive JJA orographic

precipitation in the Indian Monsoon region. In the SP-CAM, the JJA double

ITCZ problem is mitigated but the excessive monsoonal rainfall problem is exac-
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RMS diff.=2.13 mm/day correl.=0.75

RMS diff.=2.30 mm/day correl.=0.74

RMS diff.=1.82 mm/day correl.=0.80

RMS diff.=1.74 mm/day correl.=0.83
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Figure 4.4: JJA (left) and DJF (right) precipitation for (top) one year simula-
tion of SP-CAM3.0, compared to (middle) 7 years of a merged multi-satellite,
multi-instrument observational product (TRMM 3B42) and (bottom) CAM3.0.
The contouring interval is 1 mm/day for precipitation rates below 3 mm/day (un-
shaded contours) and 3 mm/day for precipitation rates greater than or equal to 3
mm/day (shaded contours). Root-mean-squared difference and pattern correlation
coefficient relative to the observations are shown for the two models.
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erbated and a new tropical bias arises, known as the “Great Red Spot”, i.e. far

too much simulated JJA precipitation in the Western Pacific (Luo and Stephens,

2006; Khairoutdinov et al., 2005). During DJF, both models are in better agree-

ment with the observed seasonal precipitation in the tropics, as evidenced by the

RMS difference and pattern correlation values in Figure 4.4.

This has consequences for the design of an analysis of simulated diurnal vari-

ability. Given the fact that the tropical diurnal cycle amplitude is fairly strong

and seasonally invariant, the seasonality of model biases described above suggests

DJF is a more appropriate season to study simulated diurnal variability than JJA,

at least in the tropics. For the extratropics, diurnal variability is weaker and the

greater diurnal signal-to-noise ratio afforded by more summer solar forcing and less

baroclinicity and storm activity make JJA a better choice to study the simulated

interior and coastal diurnal circulations of the northern hemisphere continents.

To gain a comprehensive view of the diurnal cycle of precipitation in model

output and satellite observations, a suite of complementary diurnal cycle diag-

nostics is considered. All have as their starting point a climatological composite

mean seasonal day, which is constructed by averaging all available days (e.g. for

JJA, 92 for each of the single-summer climate model simulations, and 644 for years

2000 to 2006 of the TRMM 3B42 rainfall product). The following diagnostics are

examined:

1. Harmonic analysis: For each spatial location, a 24-hour sinusoid is fit to

the seasonal composite day time series (transformed to local solar time) to

obtain spatial maps of the two degrees of freedom in the curve fit, the phase

and amplitude, which are traditionally simultaneously visualized as a vector

field (e.g. Wallace 1975). Of course, this technique only provides meaningful

information at locations where the sinusoidal curve fit is a reasonable ap-

proximation to (i.e. explains a significant fraction of the variance in) the raw

mean summer day time series (Dai 2001).



114

2. Broadness of the diurnal maximum: A metric for the broadness, or duration,

of the daily maximum in the mean summer day time series of precipitation

is computed. The metric was conceived and is illustrated in (Carbone and

Tuttle, 2008), hereafter CT08. Briefly, it is computed as follows: At each

spatial grid point, the time of maximum precipitation in the mean summer

day time series is located. Then it is computed how far in time one must

march equal distances forward and backward (in time) from the time of

maximum precipitation in order to encompass 68 % (i.e. ±1σ) of the total

area under the mean summer day precipitation time series. Where the diurnal

cycle has an isolated, sharp diurnal maximum this will be a relatively small

measure of time whereas for multiply peaked or sinusoidal diurnal cycles

it will be a larger measure; hence the CT08 diagnostic is a metric of the

broadness of the precipitation maximum in the mean summer day, measured

in units of time.

3. Spatio-temporal variability in the central United States: Animations of the

mean summer day precipitation are constructed using an objective time co-

ordinate (i.e. no transformation to local solar time) to characterize the SP-

CAM’s ability to simulate sea breeze precipitation and the diurnal propa-

gation of convective precipitation initiated over the Rockies into the central

United States.

4. Reduced transect analysis: Several transects are defined in regions of interest,

for detailed regional analysis of the CT08 broadness metric, and the diurnal

evolution of parameterized vs. super-parameterized convective heating and

moistening.

Harmonic analysis
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Figures 4.5 and 4.6 show the amplitude and phase of (color hue), and variance

attributable to (color saturation), the least squares fitted 24-hour sinusoid, for the

DJF and JJA composite days. Figure 4.5 shows that both models capture the

observed tendency for there to be higher diurnal rainfall amplitudes over tropical

land masses, tropical convergence zones, and summer hemispheric continents.

The fact that colors are overall unsaturated (i.e. closer to white) for the satellite

observations in Figures 4.5 and 4.6 indicates that in nature the composite daily

cycle of rainfall is not well described by a single sine wave. For CAM3.0, the

opposite is true - color hues are uniformly saturated, indicating far too much

diurnal variance in the 24-hour mode, a sign that its daily cycle of rainfall is too

simple. For SP-CAM3.0, the results are mixed. In the high amplitude regions

of diurnal variability (tropical land masses and tropical ocean convergence zones),

decreased color saturation (i.e. increased whiteness) in Figure 4.5 indicates that

the SP-CAM3.0 daily cycle of rainfall, like the observations, is more complicated

than a simple sine wave. But outside of these most diurnally active parts of the

world, for instance over most of the open ocean, the SP-CAM3.0 still simulates an

overly sinusoidal diurnal rainfall cycle.

In CAM3.0 it is clear from Figure 4.6 that the diurnal cycle is highly consistent

over land and ocean respectively, but that these are very different from each other,

a property that the observations do not share. The SP-CAM3.0 improves in this

regard- like the observations there is considerable horizontal inhomogeneity in the

phase of the diurnal cycle, both over oceans and within continents. Major docu-

mented biases in the amplitude of the 24-hour harmonic in CAM3.0 in Figure 4.5,

such as an overly strong diurnal rainfall cycle in the tropics, as well as over South

America during JJA, and overly weak diurnal variability over the northwestern

tropical Pacific (Collier and Bowman 2004), have been fixed in the SP-CAM3.0.

The seasonal scale wet biases in the SP-CAM3.0 manifest themselves as lo-

calized excessive 24-hour amplitude maxima in Figure 4.5. Near the overactive
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Figure 4.5: Amplitude of (color hue; mm/day), and variance attributable to (color
saturation; fraction) the least squared fitted 24-hour harmonic of precipitation for
(top) the SP-CAM, (middle) satellite observations and (bottom) standard CAM,
during (left) JJA and (right) DJF. RMS difference and pattern correlation relative
to the observations are shown for the two models.
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Figure 4.6: As in Figure 4.5, but for the phase, or peak timing (color hue; local
hour) of the fitted 24-hour sinusoid of precipitation.
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monsoon, Figure 4.6 shows that the timing of peak precipitation over the Bay

of Bengal occurs too early in the SP-CAM3.0, and there is no phase propaga-

tion southwest from the Himalayas in the 24-hour mode, which is apparent in

the observations. Over the Great Red Spot bias of the central Pacific, Figure 4.6

shows that the phase of the 24-hour harmonic is in relatively good agreement with

observations, despite excessive amplitude.

Near the United States, Figure 4.6 also shows that the land-ocean phase inver-

sions associated with the sea breeze diurnal cycle in the Gulf of Mexico and along

the eastern seaboard are captured well by the SP-CAM3.0, marking an improve-

ment relative to CAM3.0. Observed phase inversions of the 24-hour mode across

the coast of Mexico and western Central America are similarly improved in the

SP-CAM3.0. But in the western and central United States, the phase characteris-

tics of the 24-hour mode in the SP-CAM3.0 are out of line with observations, and

its amplitude is underestimated. The SP-CAM3.0 does not capture the observed

nocturnal maximum over the continental interior, and the timing of peak precipi-

tation over the Rocky Mountains occurs too early. No eastward phase propagation

is evident in the 24-hour mode into the central United States.

Broadness of the daily maximum

Figure 4.7 compares the CT08 metric (color hue) of the broadness of the diur-

nal maximum computed from the climate model simulations against the TRMM

3B42 product, bin-averaged to the models’ grid. For the models, the absolute bias

in the timing of the precipitation peak is also shown (color saturation). The obser-

vations show a clear land-sea contrast in the CT08 metric, with isolated patches of

narrower maxima occurring over continental interiors, particularly in the summer

hemisphere. The land-sea contrast of the observed CT08 metric is also present in
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Figure 4.7: CT08 metric of the broadness of the composite day’s precipitation peak
(color hue) for (top) the SP-CAM, (middle) satellite observations and (bottom)
standard CAM, during (left) JJA and (right) DJF. For the two models, the absolute
bias in the time of peak precipitation (color saturation) is also shown. The CT08
broadness quantity is the number of hours that must be marched forward and
backward from the time of maximum precipitation in order to encompass 68 % of
the total area under the mean summer day precipitation time series. Cool color
hues correspond to regions with tightly peaked diurnal cycles, and warm hues
correspond to broad or multiply peaked composite diurnal variability.
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SP-CAM3.0 and CAM3.0 but in the models these patterns are exaggerated (more

so in CAM3.0), with values of the CT08 metric reaching as low as 2 hours (narrow

diurnal maxima) over continental interiors (note that diurnal broadness less than

the time resolution of the data is possible owing to linear interpolation between

the 3-hourly data and output in calculating the CT08 metric). Although such

tightly peaked diurnal cycles exist in the full resolution TRMM 3B42 data (not

shown), when bin averaged to the model grid the diurnal cycle in the observations

is considerably broader than the models in these regions. The observations also

show that during boreal summer (JJA), the extratropical coastal ocean bordering

eastern Asia and the North America exhibits a slightly narrower diurnal peak pre-

cipitation than during boreal winter (DJF); this seasonality in the CT08 broadness

appears to be captured by the SP-CAM3.0 but not by CAM3.0.

Closer inspection of Figure 4.7 reveals two interesting differences between the

structure of the CT08 metric in SP-CAM3.0 and CAM3.0. Firstly, within the

continental interiors of North America, Africa, and equatorial South America, the

broadness of the diurnal cycle in CAM3.0 appears to be homogenously small, in

the 2-5 hour range. In contrast, the SP-CAM3.0 shows much more horizontal

inhomogeneity in the CT08 metric over these land surfaces; there is an east-west

contrast over North America, more broadness over equatorial South America, and

substantial meridional variability over central Africa. These variations in the SP-

CAM3.0’s diurnal cycle broadness seem more consistent with the observations,

albeit exaggerated in the model in the same fashion as its overall land-sea contrast.

Secondly, like the observations, the land-sea contrast of the CT08 metric across

coastal ocean boundaries is less sharply defined in the SP-CAM3.0 than in CAM3.0.

Is the apparent improvement in the horizontal variability of the precipitation

maximum broadness within continents and across coastal boundaries in the SP-

CAM3.0 a true reflection of improved diurnal cycle variability in these regions, or

a coincidence of the way in which the CT08 metric is computed? To find out, the
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following figures show the spatial variability of the seasonal composite day along

three transects (shown in Figure 4.7) where the variability of the CT08 scalar

metric of the mean summer day’s precipitation in the SP-CAM3.0 appears to be

improved relative to CAM3.0. The reduced transect analysis is limited to the

DJF composite for tropical transects, and to the JJA composite for extratropical

transects in the northern hemisphere.

Figure 4.8 shows that the apparent improvement in the CT08 structure in

the SP-CAM3.0 along Transect 1 during JJA (zonal transect straddling eastern

seaboard and Gulf Stream) is indeed due to an overall improvement in its diur-

nal cycle of precipitation. The right panels of Figure 4.8 show the along-transect

(zonal) variability in the mean summer day’s precipitation in the models and ob-

servations, averaged in the cross-transect direction over the transect subdomain.

For comparison, the left panels show the variability of the CT08 metric within

the same transect subdomain. The along-transect variability in the CAM3.0 mean

summer day is dominated by an unrealistic strongly peaked diurnal cycle at the

west, over land. This is improved in the SP-CAM3.0. Offshore, the opposite oc-

curs. The CAM3.0 diurnal cycle of precipitation is too weak over the Gulf Stream

portion of the transect, and enhanced in the SP-CAM3.0.

Finally, Figure 4.10 shows that apparent improvement in the CT08 metric

along Transect 3 (meridional transect through south central Africa) corresponds

to real diurnal cycle improvement. In the tropics, the left panels of Figure 4.10

show that the SP-CAM3.0 captures an observed equatorial region of diurnal cycle

broadness, while CAM3.0 does not. The right panels of Figure 4.10 show why

this is the case; in CAM3.0, the mean summer day over equatorial Africa has a

single strong peak near 1500 to 1800 UTC, whereas in the SP-CAM3.0 the mean

summer day’s structure is doubly peaked (0300-0600 UTC, and 1500 UTC) as are

the observations (0300-0600 UTC, and 1500 UTC). The first peak occurs earlier

(0300 UTC) south of the equator and later (0600 UTC) north of the equator,
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Figure 4.8: (Left) CT08 metric of the broadness of the mean JJA day’s maximum
precipitation, shown in a zonal transect domain of interest over the US eastern
seaboard and Gulf Stream, comparing the model simulations and the satellite
observations, bin-averaged to the model grid. The along-transect structure of
the time evolution in the cross-track-averaged mean summer day is shown for
comparison to the right.
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Figure 4.9: As in Figure 4.8, but for a DJF zonal transect straddling equatorial
South America.
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Figure 4.9 shows that the apparent improvement in the CT08 metric along Transect

2 (zonal DJF transect straddling both coastal boundaries of northern equatorial

South America) corresponds to real improvement in the SP-CAM3.0 diurnal cycle

at the eastern coastal boundary, but not at the west. The right panels of Figure

4.9 clearly show that CAM3.0 has an overly sharp continental peak in the central

region of the transect, and does not capture the diurnal cycle phase inversion in

the transition from land to sea at the eastern coast; the SP-CAM3.0 is improved in

these respects. But near the western part of the transect, just interior to the Pacific

coast, the SP-CAM3.0 diurnal cycle over elevated terrain is much too vigorous, and

apparent improvement in the CT08 broadness metric here are misleading.

Figure 4.10: As in Figure 4.9, but for a DJF meridional transect straddling equa-
torial Africa.
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which is also captured by the SP-CAM3.0, although it overdoes the magnitude

of the latter. In the southern portion of Transect 3, only one diurnal peak is

observed, whose amplitude decreases with latitude. This feature is also simulated

by the SP-CAM3.0; underestimation of CT08 broadness in CAM3.0 in the southern

part of Transect 3 is again due to overshooting the magnitude of the diurnal peak

precipitation over land.

The CT08 metric of the broadness of the mean summer day’s precipitation

maximum is a difficult diagnostic to interpret, but is a useful tool for identifying

features of the diurnal cycle that may not be differentiated via harmonic analysis.

In the above analysis, the CT08 diagnostic identifies improvements in the SP-

CAM3.0’s representation of cross-coastal land-sea diurnal cycle variations near

the Gulf Stream, improved tropical diurnal variability over equatorial Africa, and

improved phasing across the Atlantic coast of north equatorial South America.

Spatial-temporal variability: North America

Figure 4.11 and Video S1 [PRECIP.MOV]2 show the spatial and temporal

variability of the composite boreal summer day over North America at the full

3-hourly resolution of the satellite product. This is the most information-rich

vantage point from which to evaluate the fidelity of the simulated mean summer

day’s precipitation. We define the following list of the most significant events in

the observations (OBS) as a useful baseline for model comparison:

1. (0600-1500 UTC; Figure 4.11 c. through f.) A flare of oceanic precipitation

occurs over the Gulf Stream current, reaching peak rain rates near 7 mm/day

near the midlatitude (offshore) portion of the current around 1200 UTC

2Available online at http://james.agu.org/index.php/JAMES/article/

downloadSuppFile/v1n12/S1
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(Figure 4.11 e.), and several hours later for the southern (coastal) portion

of the current, peaking around 1500 UTC (Figure 4.11 f.) off the eastern

coast of Florida. From 1200-1800 UTC (Figure 4.11 e. through g.) there

is a southwestward shift in the location and increase in the magnitude of

maximum Gulf Stream precipitation in the diurnal composite.

2. (1200-1500 UTC; Figure 4.11 e. through f.) A localized pulse of offshore

precipitation over the coastal ocean borders the northern boundary of the

Gulf of Mexico.

3. (1800-0000 UTC; Figure 4.11 g., h., and a.) The above is followed as it dis-

sipates by a broad pulse of heavy continental precipitation, initiating at the

southern extremity of the Florida panhandle where precipitation rates ex-

ceed 7 mm/day over a broad region, and progressing towards the continental

interior, with precipitation rates diminishing towards the northwest farther

inland.

4. (0000 UTC; Figure 4.11 a.) A brief pulse of convective precipitation co-

located with topographic features in the Western United States, reaching

rain rates of 2-3 mm/day.

5. (0300-1200 UTC; Figure 4.11 b. through e.) Eastward propagation into the

central United States of a coherent precipitating feature with rain rates in

the 3 mm/day to 5 mm/day range, dissipating as it progresses.

The apparent noisiness in the SP-CAM3.0 composite is a result of sporadic, lo-

calized precipitation and a relatively short (single summer) composite. When only

a single summer of observations is composited (not shown) the result is similarly

noisy, although the chronology of events outlined above based on the full 7-summer

observation composite is still discernible in each individual summer. The noisiness

in the SP-CAM3.0 precipitation actually represents an improvement relative to
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Figure 4.11: Evolution of the composite JJA day’s precipitation over North Amer-
ica, comparing the two climate models against the satellite observations. Snapshots
of the 3-hourly average precipitation rate are shown. Local solar time at the lon-
gitude axis limits is superimposed at the bottom of each subpanel in text. Note
the model-observation-model comparison shown here is more intuitively absorbed
in animation format; viewing the auxilliary animation file is recommended.
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CAM3.0, which within the composite exhibits a too regularly repeated, and ex-

pansive, rainfall cycle and thus produces an overly smooth composite from only a

single summer of output.

Looking past the noisiness caused by the single-season compositing, the SP-

CAM3.0 does a strikingly better job than CAM3.0 at capturing effects (1) through

(3) above, but like the CAM3.0 it misses (4) and (5). The magnitude and chronol-

ogy of the diurnal cycle of precipitation over the Gulf Stream (1) are particularly

impressive. Here, CAM3.0 has little diurnal variability and undiscernable phase

differentiation between the phase of the diurnal cycle in the open ocean (northern)

segment versus the coastal ocean (southern) portion of the Gulf Stream. With

respect to (3), Figure 4.11 h.,a.,b. reveals that the pattern of southeastern conti-

nental precipitation in the SP-CAM3.0 from 2100 UTC to 0300 UTC resembles the

observations fairly well, although the magnitude is underestimated; there is a fringe

of high rainfall adjacent to the east coast (Figure 4.11 a.), preceded by a localized

maximum near Florida (Figure 4.11 h.). In contrast, Figure 4.11 h.,a.,b., show that

in the CAM3.0 mean summer composite day the entire continental interior east

of the Rockies experiences a sudden pulse of unrealistically widespread, homoge-

nous and heavy precipitation, producing high diurnal cycle amplitudes throughout

the central United States (as observed) but for the wrong reason (the pattern is

incorrect).

Over the continental United States, the satellite data in Figure 4.11 a. through

e. clearly show how a pulse of precipitation initiated over the mountain ranges in

the western United States propagates eastward into the continental interior, caus-

ing the nocturnal maximum in rainfall. SP-CAM3.0 and CAM3.0 show markedly

different diurnal variability over the continent, with respect to the observations

and each other. The top panel of Figure 4.11 shows that neither model is able to

capture the localized afternoon convective precipitation over high topography evi-

dent in the observations near 2100 UTC. Thus it is not surprising that subsequent
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eastward propagation and central United States nocturnal maximum are also not

simulated.

Discussion

The most energetic locations of diurnal rainfall in the SP-CAM3.0, over tropical

land masses and the oceanic convergence zones, are not well fitted with a single

24-hour sine wave, which is an important improvement over CAM3.0. Harmonic

analysis shows far too much variance attributable to the 24-hour mode in CAM3.0

globally (and in SP-CAM3.0 where the diurnal cycle of rainfall is weak) and the

CT08 broadness of the CAM3.0 diurnal maximum is uniformly too narrow over

land surfaces. Transect analysis shows that CAM3.0 misses the doubly peaked

tropical precipitation cycle over central Africa, favoring sinusoidal variability, and

the North American animation shows unrealistically homogenous pulsating diurnal

precipitation over the central United States. In each of the above diagnostics, the

SP-CAM3.0 diurnal variability, like the observations, appears much less sinusoidal,

at least over land masses and in regions of vigorous convection. This can be

explained by the fact that in CAM3.0, precipitation is rigidly tied to CAPE which

like solar variability varies rather sinusoidally, whereas in the nested cloud resolving

subcomponent of the SP-CAM3.0, high resolution moist boundary layer dynamics

provide new degrees of freedom for more sophisticated convective activity and

moisture transport, which result in a more complex daily rainfall cycle that is not

well fit with a single sine wave. The overly sinusoidal weak rainfall cycle in the

open ocean remains a perplexing problem in the SP-CAM3.0.

The SP-CAM3.0 approach does not admit diurnally propagating orogenic pre-

cipitation systems over the Central United States, which may explain the model’s
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seasonal scale dry bias in this region. It is logical to suspect3 the SP-CAM3.0 fails

to resolve orogenic propagating organized precipitation due to a key design limi-

tations, the use of periodic boundary conditions in the cloud-resolving subdomain.

Although necessary from a technical and parallel computing perspective, the fact

that CRM columns don’t communicate across host GCM grid cell boundaries in

the SP-CAM3.0 limits the ability for propagation of organized convection to the

extent that it can be mediated via its influence on large scale motions. Although

this is apparently not an obstacle for the propagation of the MJO, it likely limits

the degree to which smaller-scale organized convection can propagate and sustain

itself in the SP-CAM3.0, especially at the coarse T42 (300-700 km) horizontal

resolution in the host GCM.

The SP-CAM3.0 appears to do a better job at capturing structural changes in

the diurnal cycle of precipitation across land-sea boundaries. The North American

animations also show that the SP-CAM3.0 has improved the overall progression of

precipitation events over the Gulf Stream, Gulf of Mexico and southeastern con-

tinental United States. The cross-coastal contrast in the broadness of the diurnal

cycle maximum is smaller in the SP-CAM3.0 than in CAM3.0, and transect anal-

ysis shows that this is due to improved representation of shifts in diurnal rainfall

cycle across coastal boundaries.

It is well worth understanding the mechanisms responsible for the improved con-

tinental diurnal rainfall timing in MMF simulations. Much has been learned about

the actual mechanisms that underly the continental diurnal rainfall cycle on re-

gional scales from explicit cloud resolving simulations and mesoscale observational

literature (Guichard et al., 2004; Grabowski et al., 2006; Kuang and Bretherton,

3Indeed, it was speculated that these inherent design features should prohibit Central US
propagating rainfall systems in the published version of this section, Pritchard and Somerville
(2009a). However, it will be shown in Chapter 6, that it is nonetheless possible for a superpa-
rameterized climate model to produce nocturnal propagating MCS in the Central US, and that
this has implications for how one should think about slow- versus fast-manifold control on the
nocturnal maximum of rainfall.
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2006; Khairoutdinov and Randall, 2006). But the topic is still an area of active re-

search (Zhang and Klein, 2010), and questions remain for the modeling community

to address. For instance, in the purely cloud resolving modeling literature the abil-

ity of 2D CRMs to capture the transition from shallow to deep convection is still in

debate (Petch et al., 2008; Wu et al., 2009). In the LES modeling community, there

are controversies about the role of localized cold pool driven mesoscale organiza-

tion versus bulk detrainment preconditioning in removing the entrainment barrier

during the transition to deep convection (Kuang and Bretherton, 2006; Khairout-

dinov and Randall, 2006). For all such studies, regarding the timing of continental

convection, how much of the “answer” is built in to the forcings used to drive cloud

resolving simulations (Petch et al., 2008)? Super-parameterized simulations add

a novel perspective in this regard, since both the forcing on the cloud-resolving

scale, and its feedback to large-scales, are independently resolved. Superparam-

eterization also restricts the spatial scale over which fast manifold processes can

operate, which provides a unique learning opportunity traditionally unavailable

from limited domain CRM simulations.

The only study that has previously examined the physical mechanisms con-

trolling the timing of continental convection in super-parameterized climate sim-

ulations was by DeMott et al. (2007). Their strategy was to apply lag (in time)

- correlation analysis to document the relationships between humidity, boundary

layer energy, and afternoon rainfall in three continental subregions near well in-

strumented field sites. As outlined above in Section 2.3.4, the authors develop

a hypothesis that explicitly resolved entrainment humidification pre-

conditioning is the cause for the improved (delayed) diurnal rainfall

maximum over land in SP-CAM. This hypothesis is shown to be consistent

with the above statistical relationships.

However, correlation is not necessarily causation, and Figure 4.12 and its ac-
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Figure 4.12: Height-longitude section contrasting the diurnal chronology of con-
vective heating and convective moistening in the SP-CAM and the CAM, along
a zonal transect straddling the Gulf Stream and eastern United States (Transect
1 in Figure 4.7). The quantities shown are tendencies exerted by convection in
the physics package, i.e. by nudging towards the nested CRM in the SP-CAM
and as diagnosed by conventional parameterization in CAM. The vertical coordi-
nate is normalized pressure (σ = p/1000 hPa), and the land component at the
western edge of the transect is identifiable as a blanked out region at the base
of the domain. This is easiest viewed in the auxiliary animation file, Video S2
[CONVTEND.MOV].
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companying animation Video S24 seek an additional burden of proof be met re-

garding the physics underlying the continental diurnal rainfall in SP-CAM. Is the

DeMott et al. (2007) hypothesis supported by unambiguously causal model di-

agnostics that explicitly bracket the effect of the embedded CRM on the outer

model? To find out, Figure 4.12 contrasts the vertical and along-transect diur-

nal evolution of heating and moistening due to convection in the two models,

along the Gulf Stream zonal transect discussed previously. In the case of the

CAM3.0, these convective tendencies are diagnosed in the model physics package

by the Zhang-McFarlane and Hack convection schemes (variables ZMDT, ZMDQ,

CMFDT, CMFDT). In the case of SP-CAM3.0, all the subgrid-scale tendencies

that include cloud processes but exclude radiative heating rates are computed by

the embedded CRMs; details are given by Khairoutdinov et al. (2005). In Figure

4.12 the most thermodynamically significant difference between the two models’ di-

urnal cycle is the daytime convective heating and moistening (in the SP-CAM3.0)

of the lower and mid troposphere over land. In the western part of the transect,

from 0630 to 0930 LST (Figure 4.12 e.,f.) vertically confined convection in the

SP-CAM3.0 manifests as a shallow layer of convective heating near the surface.

Above the deepening SP-CAM3.0 boundary layer the mid-troposphere is cooled

and moistened by the influence of the nested CRM. This is consistent with the

key role of entrainment mixing by shallow convection argued by DeMott et al.

(2007), as is captured by CRMs run in full three dimensional domains (Guichard

et al., 2004; Bretherton, 2007). From the perspective of internal model diagnos-

tics, pre-conditioning of the mid troposphere appears to play a role in delaying the

onset of subsequent deep convection over land in the SP-CAM3.0, resulting in the

improved diurnal timing of peak diurnal rainfall, and also drastically altering the

chronology and vertical structure of thermodynamic forcing on the atmospheric

4Available online at http://james.agu.org/index.php/JAMES/article/

downloadSuppFile/v1n12/S2
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column adjacent to the ocean, relative to CAM3.0. The same coastal land inter-

model difference shown in Figure 4.12 can be seen in many other cross-coastal

transects, straddling the Maritime Continent, equatorial South America, and the

Gulf of Mexico (not shown).

Over the oceanic (eastern) portion of the transect, Figure 4.12 shows that

CAM3.0 tends to convect deeply at all times of day, presumably because its formu-

lation of deep convection is cast in terms of undilute CAPE and thus constantly

triggered by the high surface fluxes over the Gulf Stream. In the SP-CAM3.0,

most of the enhanced day-to-day variability over the Gulf Stream occurs in a shal-

low convective boundary layer which deepens and invigorates nocturnally (Fig-

ure 4.12a.-c.), apparently following humidification (cooling and moistening) of air

atop a very thin convective layer during the day (Figure 4.12 f.-h.). Unlike the

SP-CAM3.0 diurnal chronology of convective heating higher up in the atmosphere

discussed below, this boundary layer cycle over the Gulf Stream in the SP-CAM3.0

occurs regularly on individual days. Further evidence that low cloud processes are

involved in the enhanced SP-CAM3.0 diurnal rainfall cycle is provided by the fact

peak Gulf Stream rainfall coincides with a southward extension of a broader area

of high low-cloud fraction in the North Atlantic (not shown). In fact, all clima-

tological regions of low cloud coverage exhibit more areal diurnal expansion and

contraction in the SP-CAM3.0 than in the CAM3.0 (not shown).

In Figure 4.12 c.-f., the apparent eastward propagation of a mid-tropospheric

convective heating signal in the SP-CAM3.0 diurnal composite near σ = 0.5 is

difficult to interpret because it appears sporadically on individual days. The pos-

sibility of a free atmospheric wave mechanism linking land and coastal ocean di-

urnal cycles in the SP-CAM3.0 is intriguing. Although the gravity wave process

implicated in the tropical study of Mapes et al. (2003) is unlikely to be resolvable

by the SP-CAM3.0 (since adjacent gravity-wave-resolving CRMs cannot propagate

information across host model grid boundaries), larger-scale mechanisms active in
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midlatitudes, such as inertia-gravity waves, or synoptic advection of convective

heating anomalies induced by the embedded CRM, could be operative in link-

ing Gulf Stream diurnal precipitation with thermal forcing over land in the SP-

CAM3.0. This issue of the Gulf Stream diurnal rainfall cycle, and the mechanisms

that support it, is investigated in further detail in Section 5.3.

Section 4.2, in part, is a reprint of material as it appears in Assessing the diurnal

cycle or precipitation in a multi-scale climate model 2009. Pritchard, Michael S.,

Somerville, R. C. J., Journal of Advances in Modeling Earth Systems, Vol. 1,

Article No. 16, 2009. The dissertation author was the primary investigator and

author of this paper.

4.3 Conclusions

In summary, EOF decomposition (Section 4.1) and multiple, complementary

diagnostics of seasonal composite diurnal cycle of precipitation (Section 4.2) have

been combined in order to characterize the performance of moist dynamics in a

multi-scale modeling framework (SP-CAM3.0) and its GCM counterpart (CAM3.0)

on diurnal timescales. Multi-platform merged satellite data is used as a baseline

for model evaluation. Each diurnal cycle diagnostic comes with pros and cons.

Traditional harmonic analysis allows an analysis of the global structure of both the

strength and phase of sinusoidal diurnal cycles, but is only applicable to regions

where this curve fit is a reasonable approximation. The non-traditional CT08

metric of the broadness of the peak precipitation distinguishes narrowly peaked

diurnal cycles from broader, or doubly peaked diurnal cycles, without the necessity

for curve fitting, but there is a degeneracy problem in that very different diurnal

cycles can produce the same result. Animations or reduced dimension transects of

the full spatial and temporal variability of the climatological seasonal composite

day provide the most information-rich perspective for model evaluation, but must
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be undertaken regionally and are difficult to summarize since their interpretation

can be subjective.

Combining all of these perspectives, several common features distinguishing

the diurnal rainfall cycle in the SP-CAM3.0 from CAM3.0 may be summarized,

which have not been previously identified in the literature. Positive features in

SP-CAM3.0 include:

• Less sinusoidal variability where diurnal rainfall is vigorous,

• Less overestimation of diurnal rainfall over tropical and summer hemispheric

land masses,

• Good representation of the observed structural transitions of diurnal rainfall

across coastal ocean boundaries.

• More horizontal inhomogeneity of diurnal rainfall cycles within continents

and within oceans,

• Improved chronology of diurnal precipitation in the southeastern United

States, western Atlantic and Gulf of Mexico diurnal composite.

Remaining negative features of the SP-CAM3.0 diurnal rainfall cycle include:

• No orogenic propagating precipitation over the central United States.

• Excessive diurnal variability associated with the overactive monsoon

• Overly sinusoidal diurnal rainfall over most of the open ocean

These findings are consistent with the more compact EOF analysis of the com-

posite boreal diurnal cycle of rainfall discussed in Section 4.1. For instance, har-

monic analysis has indicated that over the entire globe, too much of the variance

in the CAM3.0 diurnal cycle could be explained by a single 24-hour harmonic, just
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as EOF analysis indicates that too much of the variance in CAM3.0 is in a single

EOF (Figure 4.1). Harmonic analysis also revealed excessive diurnal variability

associated with the super-active Indian Monsoon in the MMF, a region in which

biases are also evident in the amplitudes of the leading EOFs (Figures 4.2 and

4.3). Animation of the mean summer day indicated that the MMF is unable to

capture the observed diurnal eastward propagation of organized convective precip-

itation over the central United States, a fact that is consistent with the presence

of regional anomalies in the amplitudes of EOF1 and EOF2. The EOF analysis

in Section 4.1 thus provides a consistent and compact framework for evaluating

simulated model biases on diurnal timescales.

Epilogue: Sensitivity to arbitrary configuration options

The above analysis has distilled the major apparent diurnal rainfall benefits

of super-parameterization only in its most widely analyzed application, i.e. at

low spectral exterior resolution (T42; 400-700 km) with a zonally oriented, 4-

km embedded CRM. To re-iterate, the most significant improvements under this

configuration are:

1. a decrease in the goodness of fit of the 24-hour rainfall harmonic,

2. a reduction in the amplitude of the tropical land diurnal rainfall, and

3. a shift in the timing of much continental rainfall from noon to late afternoon.

As a closing question, it is important to ask – are these beneficial effects of

super-parameterization robust to arbitrary configuration choices such

as exterior model resolution and CRM orientation?
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To find out, a variety of perturbed CAM and SPCAM configurations5 are ex-

plored from the same perspective of harmonic analysis of the boreal summer com-

posite diurnal rainfall cycle applied above. The first is a modified version of the

standard low-resolution (T42; ∼ 400-700 km) configuration of SPCAM3.0, called

SPCCSM3.0. In this model, the orientation of the 4 km resolution CRM is switched

from east-west to north-south and an interactive6 coupled ocean model is included.

A variety of higher resolution (1.9◦ × 2.5◦; ∼ 200 km) finite volume runs are also

analyzed based on the models tagged CAM3.5, SPCAM3.5, and MACM. The con-

ventionally parameterized benchmark model CAM3.5 employs a dilution limiter in

its cumulus parameterization closure, instead of closing on undilute CAPE as in

CAM3.0. The SPCAM3.5 runs were also configured with higher resolution in the

embedded CRMs than in SPCAM3.0 (1 km instead of 4 km), for both an east-west

and north-south CRM orientation. The most recent prototype superparameterized

model (MACM) is analyzed in the east-west CRM orientation configuration for di-

rect comparison to SPCAM3.5. This model stands alone in that it includes several

updates to the subgrid physics in the CRM including a higher order treatment of

sub-grid turbulence, double-moment microphysics, and new degrees of freedom for

convection-aerosol interactions. The performance of MACM has never before been

examined on diurnal timescales.

Figures 4.13 and 4.14 show the results of harmonic decomposition of the boreal

summer 24-hour day for the ensemble of superparameterized and conventionally

parameterized simulations. Are the three apparent improved effects of superpa-

rameterization found previously for SPCAM3.0 and CAM3.0 robust to changes in

model configuration?

The first effect, a decrease in the goodness of fit of the 24-hour rainfall sinusoid

5See Appendix A.
6The frequency of atmosphere-ocean coupling does not occur more than once a day; there is

no representation of SST skin temperature effects on the lower boundary of the atmosphere in
SPCCSM3.0 (Cristiana Stan, personal communication).
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Figure 4.13: Amplitude of the fitted 24-hour diurnal harmonic of JJA composite
rainfall in a) observations compared to b)-h) an ensemble of conventional and
superparameterized global climate model simulations in various configurations.
See text for details.
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does appear to be a robust benefit of superparameterization on diurnal timescales,

for all model configurations. For both the low-resolution superparameterized runs

(Figure 4.13c,d) and the high resolution superparameterized runs (Figures 4.13f-h),

the percent of diurnal variance explained by the 24-hour mode decreases relative

to the conventionally parameterized benchmark cases (Figure 4.13b,e). Evidently,

the addition of a dilution constraint into the conventional cumulus parameteriza-

tion’s closure in CAM3.5 did not remedy the problem of producing a simplistically

sinusoidal simulated diurnal rainfall cycle in CAM3.0 (Figure 4.13b,e).

Figure 4.13 illustrates that the second effect, reducing the amplitude of the

tropical land diurnal rainfall cycle, is also a robust feature of all the superpa-

rameterized simulations. However, the analysis also indicates that there are more

efficient strategies than superparameterization to ameliorate this model bias. A

similar tropical amplitude reduction is also achievable through the use of a con-

ventional cumulus parameterization that has a dilution constraint incorporated in

its closure (CAM3.5; Figure 4.13e vs. 4.13b). However, this strategy does not fix

the problem of peak rainfall occurring too early over continents (Figure 4.14e vs.

4.14b).

Improved diurnal rainfall timing over land is evidently not a robust benefit of

superparameterization. In the standard low-resolution implementation, when the

4 km CRM orientation is switched from zonal (Figure 4.14 b) to meridional and an

interactive ocean model is coupled to the atmosphere (Figure 4.14 d), the simulated

local time of peak continental rainfall reverts to occurring too early in the day, as in

the conventionally parameterized models . Similarly, when the resolution at both

resolved scales is increased from 400-700 km to 200 km at the exterior resolved

scale, and from 4 km to 1 km in the interior resolved scale, superparameterization

(Figures 4.14f-h) has very little influence on the continental daily rainfall timing

(Figure 4.14e). There is more influence of superparameterization on diurnal rainfall

timing in the only MMF in the ensemble that includes aerosol effects and multi-
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moment cloud microphysics (MACM; Figure 4.14h) in an identical high resolution

configuration (Figure 4.14f). It is possible that the apparent improved diurnal

rainfall timing in SPCAM3.0 was a fortuitous coincidence somehow connected to

the choice of very coarse resolution in the exterior model (400-700 km) and coarse

4 km resolution in the interior model.

In the following chapter, regional sensitivity studies focus on oceanic diurnal

precipitation and the mechanisms that link it to the representation of diurnal con-

vective heating and moistening over adjacent land in the SP-CAM3.0 (Chapter

5). The nocturnal maximum over the Central US is re-visited in Chapter 6. In-

spired by the above analysis, these are aspects of the diurnal rainfall cycle where

superparameterized climate simulations offer new learning opportunities.



Chapter 5

Non-local control of the marine

diurnal rainfall cycle by land

Chapter 3.2 asked the following questions regarding the connection between

land and the oceanic diurnal cycle:

1. Can coarse resolution climate projection models capture observed

tropical diurnal subsidence waves over the ocean? Section 5.1 fo-

cuses on the representation of large-scale diurnal subsidence waves equator-

ward of the diurnal-inertial resonance latitude. Such waves have become a

recent topic of interest in the literature, due to new constraints from satel-

lite scatterometer data, which are here brought to bear to investigate climate

model simulations of long-range remote control of the oceanic diurnal rainfall

cycle.

2. Does super-parameterization alter the remote control of the marine

diurnal rainfall cycle by land? Section 5.2 analyzes the effect of super-

parameterization on the simulated atmospheric diurnal water budget over a

large swath of tropical ocean.

143
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3. How do land-sea control mechanisms relate to the observed Gulf

Stream diurnal rainfall pattern? Section 5.3 seeks to understand the

mechanisms supporting the observed boreal summer diurnal rainfall cycle

over the Gulf Stream, which is a robust feature of JJA climate that has

not received much attention in the literature. An ensemble of conventional

and prototype super-parameterized climate model simulations, some of which

capture the observed pattern of rainfall variability, and some of which do not,

is analyzed over the Gulf Stream.

5.1 Climate model representation of tropical di-

urnal subsidence waves

Figure 5.1 shows a recent analysis of the observed diurnal cycle of ocean sur-

face divergence by Wood et al. (2009). Diurnally resolved satellite surface wind

retrievals are rare but were available from a brief time period during which a pair

of overlapping wind scatterometer satellite missions together provided 4× daily

sampling surface winds over the ocean. The fitted 24-hour diurnal cycle of sur-

face inferred wind divergence1 exhibits amplitude fringes extending outwards from

coastlines (Figure 5.1a) and co-incident coherent diurnal phase striations (Figure

5.1b). Together, these are clear signatures of long-range remote control of the

marine diurnal cycle by diurnal heating over land.

Wood et al. (2009) showed that a very high resolution (40 km) operational

forecast analysis model could reproduce many of these observed subsidence wave

features, but emphasized that it is unknown to what degree these features are

captured by coarse resolution climate projection models.

The following analysis makes a contribution in this regard, by documenting the

1Equivalently, through continuity, surface wind diverence represents free tropospheric
subsidence.
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a)

b)

Figure 5.1: “Diurnal amplitude (a), and local time of maximum diurnal surface
divergence (b) for April-September 2003 from the tandem SeaWinds data (left
panels).” Reproduced from Wood et al. (2009) Figure 1.
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representation of long-range subsidence waves in a conventional climate model and

a prototype super-parameterized climate model. Can coarse resolution climate pro-

jection models and prototype super-parameterized climate models reproduce the

diurnal remote control of surface divergence that is captured by the scatterometer

data of Wood et al. (2009)?

Figure 5.2 contrasts the mean state JJA surface divergence pattern in an ensem-

ble of super-parameterized and conventionally parameterized climate simulations,

relative to the scatterometer results derived inWood et al. (2009). All of the models

capture the gross aspects of the pattern associated with the general circulation: Di-

vergence associated with subsidence over the subtropical gyres, convergence in the

ITCZ, the Warm Pool, the Indian Ocean, and over the Gulf Stream and Kuroshio

Currents. Super-parameterization evidently enhances the mean state convergence

over the Bay of Bengal and western tropical Pacific, co-incident with known areas

of anomalous JJA rainfall biases in SPCAM3.0. The Great Red Spot JJA model

bias is clearly associated with an anomalous mean state convergence zone, Figure

5.2 b), as discussed by Luo and Stephens (2006). The orientation of the embedded

CRM has a large impact on the mean state convergence zones co-incident with the

Great Ret Spot, to the east of Asia, consistent with the findings of Khairoutdinov

et al. (2005) (Figures 5.2 d,e). Interestingly, a similar sensitivity to CRM orien-

tation is also apparent in superparameterized simulated simulations over the Gulf

Stream, to the east of North America.

Figure 5.3 contrasts the amplitude of the 24-hour surface divergence harmonic

in simulations and observations. All of the climate models capture amplitude

fringes around the coastlines representing non-local control of the marine diur-

nal cycle by land. For the coarser resolution spectral models (Figure 5.3a,b) the

horizontal extent of these fringes is largest and super-parameterization results in

additional amplitude in the Western and equatorial Pacific, and removes ampli-

tude to the west of Africa. For the higher resolution, finite volume models (Figure
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a)

b)

c)

d)

e)

f )

Simulations

Seawind Observations

Figure 5.2: (Left) simulated JJA vs. (right) observed MJJAS composite diurnal
cycle of surface divergence, contrasting an ensemble of coarse resolution climate
models. The observational panel is reproduced from Wood et al. (2009).
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5.3c-e), super-parameterization adds missing diurnal surface divergence amplitude

in the Bay of Bengal, South China, and coastal waters of the Maritime Continent.

In general, super-parameterization boosts the level of diurnal surface divergence

amplitude over the Western and Central equatorial Pacific, with curious sensitivity

to the CRM orientation (Figure 5.3b,d,e). Interestingly, none of the models cap-

ture the coherent, dual-band amplitude structure of the observed wave amplitude

in the Central-Eastern Pacific immediately to the north and south of the equator.

Figure 5.4 contrasts the phase of surface divergence in the models with the

scatterometer observation composite. All of the models except CAM3.0 capture the

strikingly zonal phase lines associated with an Eastern equatorial Pacific diurnal

subsidence wave, though the simulations appear to erroneously extend this wave

feature far into the Western Pacific where it is not observed. The phase lines

are more zonal in the simulations than in the observations, consistent with the

description of this feature as a wave sourced from the ITCZ (Wood et al., 2009),

which is also overly zonal in the mean state of most of the models (Figure 5.2).

Super-parameterization appears to extend the meridional range of these simulated

waves and to slow their phase speed to more realistic values. But the super-

parameterized models also contain similar waves with zonally oriented phase lines

where they are not observed in nature (e.g. east of S. America, west of Australia,

and east of the Phillipines in Figure 5.4 d,e).

The observed long-range westward coastal propagation of a surface divergence

wave through the sub-tropical stratocumulus decks west of California, South Amer-

ica, West Africa, and southern Africa, is not captured by the simulations. The

failure of super-parameterized climate models to capture these non-local external

influences on simulated stratocumulus variability is somewhat at odds with the

realism of local internal stratocumulus diurnal variability documented at a single

SPCAM3.0 grid-point in the sub-tropical Pacific by Khairoutdinov et al. (2008).

Also, both of the conventionally parameterized simulations (Figures 5.4a,c) exhibit
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a coherent subsidence wave band east of Japan (phase lines oriented to the north-

east) that is absent in SPCAM3.5 and also not detected in the observations. It is

unknown why these aspects of large scale diurnal subsidence are poorly simulated.

Of all the models, CAM3.0 alone fails to capture the zonal phase lines in

the Eastern Pacific (Figure 5.4a) but instead exhibits curiously localized concen-

tric subsidence wave phase striations emanating from South America and Africa.

Evidently, super-parameterization corrects this unrealistic wave structure (SP-

CAM3.0; Figure 5.4b), but why? In the following analysis, CAM3.0 and SP-

CAM3.0 are examined from a water budget perspective to find out.

5.2 Effects of super-parameterization on the trop-

ical ocean diurnal water budget

This section expands on previous work by analyzing the signature of long-range

subsidence waves via their effect on four independent components of the vertically

integrated atmospheric water budget. Philosophically, this budgetary approach

emphasizes the relationship of such waves to the simulated diurnal rainfall cycle,

the focus of this dissertation.

The budget (i.e. conservation) equation of vertically integrated water is written

as follows.
∫

ρ
∂q

∂t
(z) dz = −

∫

▽ · (ρqvH) dz + E − P (5.1)

Here, q(z) is the vertically varying sum of all (vapor and otherwise) water

constituent concentrations in the model, expressed as a mixing ratio, E is a source2

term through the base of the column due to evapotranspiration, and P is a sink

term due to surface rainfall. The first term on the right hand side represents the net

2Strictly speaking, this is only usually a source term. Whereas evaporation is always a source
of water to the atmospheric column, transpiration can produce modulating sink effects when
plants inhale vapor. This is not an issue here as the budget will be applied over ocean columns.
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lateral inflow or outflow of total water due to moisture convergence (divergence)

associated with vapor and condensate advection by vertically varying horizontal

winds vH(z). All terms are expressed in units of kg/m2/s.

From this budgetary perspective, long-range oceanic diurnal surface divergence

waves are indirectly connected to diurnal rainfall via the moisture storage3 budget

term, and directly related via the lateral column moisture convergence budget

term4. Both of these terms in the vertically integrated water budget can play a

role in supporting the oceanic composite diurnal rainfall cycle.

Two model simulations in the above ensemble were uniquely configured to pro-

duce sufficient output to constrain four terms of the vertically integrated water

budget independently. The first is CAM3.0, which uses a cumulus parameteriza-

tion that rigidly depletes undilute CAPE with a 2 hour timescale. The second is

SPCAM3.0, in which the cumulus parameterization is replaced with a 4km hori-

zontal resolution, 128 km extent, zonally oriented CRM. Both models are run with

identical forcings (climatological SSTs), on 26 vertical levels, with T42 spectral

truncation (400-700 km effective horizontal resolution). The diurnal composite is

analyzed during boreal winter (DJF) to avoid complications associated with the

Great Red Spot rainfall bias in SPCAM3.0 during boreal summer (JJA).

Does super-parameterization alter the simulated diurnal water balance over the

tropical ocean in climate models? On first inspection, the answer appears to be

“no” (Figures 5.5 a,b). The composite diurnal rainfall cycle, and the composite

cycle of all other terms in the column water budget that balance rainfall, is nearly

identical in SPCAM3.0 and CAM3.0. Both models show peak ocean rainfall occur-

ring near 3am, associated with anomalous lateral water convergence and drawdown

3This is the term on the left hand side of the budget equation. Surface divergence (con-
vergence) is connected to free tropospheric subsidence (uplift) through the continuity equation,
which is in turn associated with adiabatic cooling (warming) corresponding via the Clausius-
Clapeyron relation to a decrease (increase) in moisture holding capacity.

4The exponential decrease with height of atmospheric water vapor implies that the surface

divergence disproportionately dominates the net column moisture divergence.
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Figure 5.6: As in Figure 5.5 but unfolding the zonal variability in the composite
budget, and including land points. Each descending subplot shows the local time
- longitude structure for each of the four terms in the water budget, comparing
(left) CAM3.0 and (right) SPCAM3.0. The composite diurnal cycle is repeated
twice for clarity.

of the column reservoir. However, a curious coherence in the inter-model anomaly

(Figures 5.5 c) of diurnal moisture convergence (cyan lines) and diurnal moisture

storage (green lines) suggests there is more to the story.

Figure 5.6 shows that the apparently negligable water cycle differences between

SPCAM3.0 and CAM3.0 ocean grid-points in the horizontal average are an artifact

of over-compositing. Unfolding the zonal variations behind the average, a striking

regional difference in the two models is revealed in the time-longitude structure of

the composite diurnal cycle of water convergence (Figure 5.6a,b) and water storage

(Figure 5.6c,d) in SPCAM3.0 and CAM3.0. In CAM3.0 there is an apparent large
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scale westward (eastward) propagation of a diurnally initiated convergence and

storage signal from equatorial South America (Africa) into the eastern Pacific

(western Indian ocean)5.

The dramatic column moisture convergence wave in CAM3.0 is a sign of unreal-

istically severe remote control by tropical land on the remote atmospheric diurnal

water cycle. This is evident in its horizontal scale; the signal extends 5000 km to

the west of South America (45 deg E; zonal extent of fitted dashed line in Figure

5.6c), which is far too large compared to the observed extent of land-ocean phase

coherence in the 10S-10N band for the scatterometer observations of surface wind

convergence shown previously (Figure 5.1).

What is the source of this unrealistically severe remote control by land of the

marine diurnal rainfall cycle in CAM3.0? One clue is that the propagating signal

is well fit by a phase speed of approximately 50 m/s, which is consistent with

a deep barotropic gravity wave6. The obvious nearby source of deep barotropic

heating is latent heating associated with the dramatic rainfall cycle over equatorial

landmasses in CAM3.0 (Figure 5.6g), which is clearly located in the source zone

of the propagating disturbance.

One effect of super-parameterization is a reduction in the amplitude of the

tropical land diurnal rainfall cycle. This was previously discussed in analysis of

the 24-hour rainfall harmonic (Section 4.2) and attributed to entrainment humid-

ification barriers by DeMott et al. (2007). The reduction in rainfall amplitude can

also be seen in Figure 5.6h).

Evidently, one counter-intuitive non-local benefit of tempering the diurnal la-

tent heating cycle over tropical landmasses using super-parameterization is the

5The absence of this diurnal wavelike convergence and storage feature in SPCAM3.0 underlies
the over-ocean coherent budgetary differences noted in Figure 5.5.

6Recall from Equation 2.2, the gravity wave phase speed cg = N/m. Substituting for the
vertical wavenumber m ≡ 2π/H where H = 12km, corresponding to a heating throughout the
depth of the troposphere, and Brunt-Väisälä frequency N = 0.013 consistent with a tropical
moist adiabatic lapse rate, yields cg ≈ 50 m/s.
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elimination of an unrealistically large-scale remote control mechanism on the at-

mospheric diurnal water balance over the ocean. The overly strong offshore prop-

agation in CAM is due to an overly intense diurnal heating cycle over land, em-

phasizing how important realistic simulation of diurnal rainfall and convection is.

5.3 A model-informed explanation for the Gulf

Stream diurnal rainfall pattern

Several published studies have remarked tangentially on the regionally anoma-

lous7 observed diurnal convection cycle over the Gulf Stream (Meisner and Arkin,

1987; Schmetz and Liu, 1988; Kondragunta and Gruber, 1996; Janowiak et al.,

2007; Carbone and Tuttle, 2008) but the causes and mechanisms that support its

observed composite regional structure are a matter of ongoing debate.

Some studies have speculated on the possible physics that could explain the

observed pattern. For instance, regarding the southwestern section of the Gulf

Stream where rainfall is in range of coastal radar near Carolina, Carbone and

Tuttle (2008) hypothesized that local surface fluxes associated with warm Gulf

Stream waters play a key role:

Nocturnal rainfall is quite frequent and extensive off of the Carolina
coasts ... Because of its frequency, persistence, and relatively distant
offshore maximum, the bulk of this rainfall occurrence is likely asso-
ciated with lower boundary forcing from warmer Gulf Stream waters.
[(Carbone and Tuttle, 2008)]

Janowiak et al. (2007) wondered if organized orographic convective systems gen-

erated non-locally upstream over Appalacian topography are responsible for an

7In many parts of the world, regions of anomalously large mean convection are also regions of
enhanced diurnal variance (Bergman and Salby, 1996). The Gulf Stream is no exception in this
regard.
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interesting change in the local timing of maximum rainfall within the Gulf Stream

region with distance offshore:

.... an early morning maximum in [oceanic] precipitation near the
eastern [US] Atlantic coast ... occurs later in the day to the east of
that region. This feature is likely the result of two factors: one being
the formation of convective systems near midday over the Appalachians
that advect to the east and the other being the re-amplification of some
of those systems and formation of new systems at night and in the
early morning when the Gulf Stream becomes a source for atmospheric
instability and rising motion.[citetJanDagKou07]

Two studies have offered more than speculation, invoking numerical models to

determine mechanisms relevant to the regional composite structure of Gulf Stream

diurnal rainfall (Alliss and Raman, 1995a; Ruane, 2010). Alliss and Raman (1995a)

focused only on the coastal Carolina region of the Gulf Stream. Their analysis of

the statistical relationship of high cloud diurnal frequency from infrared observa-

tions and an operational analysis estimation of boundary layer convergence and

advection from land led them to conclude “that atmospheric dynamics play a sig-

nificant role in the diurnal cycle of high cloudiness [over the Gulf Stream]”. In

examining the internal statistical relationships between various components of the

water cycle within a state of the art regional reanalysis model, the North American

Regional Reanalysis, Ruane (2010) found that:

...precipitation in the warm and nearly saturated air over the ...
Gulf Stream ... reacts strongly to diurnal variations in moisture flux
convergence. [Ruane (2010)]

In summary, existing work suggests atmospheric dynamics and local moisture

convergence are key to the Gulf Stream diurnal rainfall pattern. But a clear ex-

planation of how these two factors interplay to produce the observed pattern of

diurnal rainfall is lacking in the literature.
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Figure 5.7: a) JJA mean 2000-2006 rainfall rate from the TRMM 3B42 observations
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times. The dashed line corresponds to constant local solar time.

The following work aims to contribute to this gap. An ensemble of conventional

and super-parameterized simulations that use different techniques to represent sub-

grid convection are analyzed over the Gulf Stream. Simulations that produce a

realistic pattern of Gulf Stream rainfall diurnal evolution provide an opportunity

to diagnose in more detail the mechanisms supporting Gulf Stream rainfall physics

from unobservable vantage points. Comparing the realism of ensemble members

with well characterized differences in their treatment of sub-grid convection pro-

vides additional clues as to the relevant physics of Gulf Stream diurnal rainfall.

Results

Figure 5.7 shows that the Gulf Stream diurnal rainfall cycle is a well defined

feature of JJA climatology in the TRMM 3B42 observations, which does not appear
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to be well explained by insolation timing. Two horizontal averaging regions are

defined for process analysis, one for coastal land, and another in an oceanic transect

oriented northeastward over the localized Gulf Stream rainfall feature.

Figure 5.7 b) shows the observed composite diurnal cycle in the Gulf Stream

averaging region, which peaks at 12 Z (approximately 8 am local time). Figure

5.7c) retains the longitudinal variability in the diurnal composite, showing the peak

time varies as a function of longitude8, and that the largest regional contributor

to the horizontal average diurnal variability is in the coastal waters adjacent to

Carolina. The dashed line in Figure 5.7 c) shows the diurnal phase speed associ-

ated with the passage of the sun, emphasizing that at the different endpoints of

the transect, the peak rainfall occurs at different local times. The local time of

maximum precipitation is 0530 LST at the northeastern (most offshore) transect

terminus compared to 1000 LT the southwestern (most coastal) terminus. Clearly,

something more complicated than a simple local day-night difference in insolation

or radiative cooling controls the diurnal rainfall timing in this Gulf Stream region.

But what?

How well can a suite of climate models capture the salient features of Gulf

Stream diurnal rainfall variability discussed above? Figures 5.8 and 5.9 contrast

simulations of diurnal rainfall across an ensemble of coarse resolution climate mod-

els that treat sub-grid convection differently (see Appendix A for a description of

the models). Although the models exhibit wildly different mean rainfall rates over

the Gulf Stream region9 (Figure 5.8a), all but one model (CAM3.0 T42) captures

the observed morning maximum (Figure 5.8b). Furthermore, when zonal variabil-

8Janowiak et al. (2007) also point this out.
9There are many possible reasons for inter-model mean state and diurnal variance differences.

It is worth mentioning that a perfect match to observations cannot be expected in an uncontrolled
inter-comparison such as this. For instance, the sea surface temperatures used to drive the models
are not the same that occurred in nature. Also, many of the models are prototypes that have not
had their mean energy balance “tuned”. Especially in the superparameterized models, significant
cloud biases can distort the energy balance. Of concern here however is the timing of peak diurnal
rainfall, changes in timing along the Gulf Stream transect, and the mechanisms supporting this.
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ity is retained in the diurnal composite, all but one model also realistically captures

the change in local timing of maximum precipitation with distance offshore (Figure

5.9).

Interestingly, the only model that does not capture these basic aspects of the

observed diurnal rainfall chronology is CAM3.0 T42, which unlike all other models

uses an undilute CAPE-based closure in its sub-grid cumulus parameterization.

This model alone produces an overly weak Gulf Stream diurnal rainfall cycle, with

a modest afternoon maximum (Figure 5.8b, magenta line) and does not capture

the coherent change in peak rainfall timing along the Gulf Stream transect (Figure

5.9e). Since it is well known that mass flux parameterizations closed on undilute

CAPE are under-sensitive to free atmosphere humidity (Guichard et al., 2004;

Grabowski et al., 2006), this may be interpreted as a hint that free tropospheric

diurnal moisture variations play a role in the observed pattern of Gulf Stream

rainfall variability, as also suggested by Ruane (2010).

Analysis of the vertically integrated water budget within the models also sug-

gests that diurnal fluctuations of free tropospheric moisture are important to the

observed pattern of Gulf Stream diurnal rainfall (Figure 5.10). From a column

water budget perspective, Gulf Stream precipitation represents a sink (blue line)

that must be balanced by sources, such as surface latent fluxes (black line) and

vertically integrated horizontal vapor convergence (red line), as well as other terms

captured by the budget residual (dashed line)10. A symmetry in the diurnal vari-

ation suggests that tropospheric diurnal moisture variations may be important

to the simulated pattern of Gulf Stream diurnal precipitation. A similar inter-

nal balance between rainfall and low-level moisture convergence was hinted at in

the correlation budget analysis of a modern regional reanalysis product by Ruane

(2010).

10Here, the residual represents the net effect of other processes that are not explicitly discern-
able from the simulation output, such as storage and depletion of the total column water water,
and horizontal convergence of non-vapor water species.
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Figure 5.10: The simulated Gulf Stream diurnal cycle of JJA precipitation (blue
line), expressed as a sink to the column water budget, compared to two balancing
source terms, latent fluxes (black line) and vertically integrated moisture conver-
gence (red line). The dashed red line shows the effect of diurnal wind variations
on the vertically integrated moisture convergence (see text for details). The only
model that does not simulate realistic Gulf Stream rainfall a) has a dominant
balance between precipitation and latent heat fluxes whereas the other models
b)-f) suggest diurnal variations of moisture convergence play an important role in
balancing the Gulf Stream rainfall cycle..
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To summarize findings thusfar, two key features of the pattern of Gulf Stream

diurnal rainfall (morning maximum in the average, and-along transect variability

in the local timing) are captured by all but one member of an ensemble of climate

models. Two lines of evidence in turn suggest free tropospheric moisture variations

as a mechanistic link to the Gulf Stream diurnal rainfall pattern:

1. The only climate model that did not capture the pattern is well known to be

convectively under-sensitive to free tropospheric moisture fluctuations.

2. The climate models that do capture the pattern exhibit a diurnal water

budget balance between column moisture convergence and diurnal rainfall.

Of course, cause and effect are difficult to untangle from composite budget

analysis and balances therein. But this motivates the question: Is there a plausible

mechanism involving moisture convergence that could explain the difference in local

timing of maximum rainfall at the northeastern versus southwestern ends of the

Gulf Stream transect?

First, it is important to determine whether the diurnal variability of the verti-

cally integrated moisture convergence term,

M = −
∫

▽ · (vHqv)
dp

g
, (5.2)

is primarily due to diurnal fluctuations in horizontal winds, vH, or in vapor con-

centration, qv, or a combination of both. Observations of column water vapor

suggest qv has a weak diurnal variability (Dai et al., 2002; Li et al., 2008), so it is

reasonable to expect that diurnal wind fluctuations dominate M , but this is im-

portant to verify in the models. One way to find out is to expand the water vapor

concentration qv into the sum of a daily mean and diurnal anomaly component,

i.e. qv = qv + q′v, such that

M = −
∫

▽ · (vH.qv)
dp

g
+

∫

▽ · (vH.q
′

v)
dp

g
. (5.3)
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Figure 5.11: Height-time section unfolding the vertical structure of the diurnal
moisture convergence column water budget term (red line in Figure 5.10) expressed
as a layer mass-weighted contribution to the total column tendency..

The dashed red line in Figure 5.10 corresponds to the first term on the right

hand side of Eq. 5.3, which is evidently a very good approximation to the total

moisture convergence M (i.e. it is nearly indistinguishable from the solid red line

on the figure). This suggests that, more fundamental to moisture convergence are

diurnal horizontal wind fluctuations over the Gulf Stream, and that their interac-

tion with the mean vapor distribution is what provides a key balance to diurnal

rainfall in the models.

It is logical to expect that, since moisture content is higher in the lower at-

mosphere, it is in fact the diurnal variation of low-level winds that mediates the

majority of the diurnal moisture convergence signal. Figure 5.11 shows that indeed

this is the case. For all of the models the majority of the column vapor convergence

diurnal variation is contributed beneath the 800 hPa pressure surface. Thus, in

searching for a mechanism that explains the along-transect change in local timing

of peak rainfall, it is necessary to understand the diurnal pattern of low-level wind

variations.

What is the origin of low-level diurnal wind variations over the Gulf Stream?

Figure 5.12 shows a regional map of the amplitude of the fitted 24 hour harmonic
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of surface winds in the region. All models exhibit a diurnal wind amplitude fringe

that extends from the land into the ocean, suggestive of a large scale sea breeze

circulation, i.e. non-local control of the marine diurnal cycle by circulations set up

by more vigorous land heating/cooling (see Section 2.1.2).

Figure 5.13 shows that the diurnal phase of the surface winds is consistent

with a large scale land-sea breeze circulation. The local time of most southerly

(onshore) winds is at the end of the day (6pm-9pm), i.e. after land has been

maximally heated by daytime insolation and the surface pressure gradient force

is thus onshore . Conversely, the local time of most westerly (offshore) winds is

the end of the evening (3am-6pm), i.e. after land has been cumulatively cooled by

nocturnal infrared cooling, and the surface pressure gradient force is offshore.

Together, Figures 5.12 and 5.13 demonstrate that in all models the diurnal

low-level wind fluctuations over a distance of several hundred kilometers offshore

are coherently linked to land forcing.

Discussion and Conclusions

To summarize the above analysis,

• Model intercomparison and model budget analysis suggest free tropospheric

moisture variations help support the pattern of Gulf Stream diurnal rainfall.

• Diurnal low-level wind variations are suggested to dominate the column mois-

ture convergence.

• Harmonic analysis shows the diurnal wind phase is coherently linked to land

via. what looks like a giant sea-breeze circulation.

In other words, the model intercomparison suggests that a large-scale sea breeze

circulation, and its associated diurnal perturbations to column humidity may be
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in radiative heating (dashed lines) is amplified by the convective heating (solid
lines; radiative plus convective heating).

responsible for the difference in local timing of Gulf Stream diurnal rainfall with

distance offshore. This is an alternative explanation to the advective mechanism

speculated by Janowiak et al. (2007) but is consistent with the results of Ruane

(2010) supported by internal budget diagnostics from regional reanalyses.

It is interesting to note that differences in the diurnal phasing of convective

heating over land versus ocean can act dynamically as a positive feedback to sus-

tain an especially large scale and deep sea breeze circulation in this region, by con-

vectively amplifying the diurnally reversing land-sea radiative contrast (Christo-

pher Bretherton, personal communication). Figure 5.14 illustrates this effect in the

model output through an analysis of the column energetics for the coastal land and

Gulf Stream averaging areas defined previously in Figure 5.7a. The horizontally

averaged diurnal cycles of column radiative heating (dashed lines), vs. convective

heating (dotted lines) and their net (solid lines) are shown for the coastal land and

Gulf Stream regions in Figures 5.14 a,b respectively. Evidently, the land-ocean

contrast (difference; Figure 5.14c) of radiative heating (dashed lines) is greatly

amplified by the latent heating (solid lines; radiative+convective heating). This
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Figure 5.15: Pressure-time sections comparing the structure of the simulated com-
posite diurnal cycle of convective heating over the coastal land horizontal averaging
region (gridpoints marked ‘o’ in Figure 5.7a).

effect is quite clear in all the models.

One interpretation of the inability of a single ensemble member - CAM3.0 T42 -

to capture the Gulf Stream diurnal rainfall pattern is that the sub-grid convection

schemes in climate models must be sufficiently sensitive to free tropospheric mois-

ture variations to capture the diurnal rainfall cycle over the Gulf Stream. CAM3.0

T42, which uses an Akarawa-Schubert mass flux cumulus parameterization vari-

ant closed on undilute CAPE, does not reproduce the water budget balance or

rainfall pattern. Modifications in CAM3.5 that introduced dilution in the mass

flux scheme’s closure, and super-parameterized versions of CAM, both improve

the simulation of Gulf Stream diurnal rainfall.

Another interpretation of the inability of the CAM3.0 T42 ensemble member

to simulate the Gulf Stream diurnal rainfall cycle has to do with the nature of

the convective heating structures set up over coastal land grid points, and as-

sociated teleconnective wave implications. Figure 5.15 compares the simulated

height-time diurnal structure of the horizontally averaged coastal land convective

heating. Convection in all the models acts to spread the radiative surface heat-

ing into the mid-troposphere during the afternoon and evening, but in the later

stages the vertical structure in CAM3.0 lacks a baroclinic component associated
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with surface cooling. This low-level convective cooling is especially apparent in the

superparameterized simulations, in which it represents the later stages of explicitly

resolved deep convection, which contain strong evaporatively cooled downdrafts.

Mapes (1993) has shown the first baroclinic convective heating mode in the tropics

is associated with a 20 m/s wave of low-level convergence. It is possible that such a

baroclinic wave component excited over coastal land could play a role in instigating

the low-level moisture convergence seen to balance Gulf Stream diurnal rainfall in

the other models (Christopher Bretherton, personal communication); consistently,

the required travel time to connect land to ocean is approximately 6 hours (400

km).

The idea of land controlling the oceanic diurnal cycle is not new, but these

results lend weight11 and add new regional detail to speculations by Dai and Deser

(1999) and Dai (2001) based on sparse marine station data, that the composite

early morning maximum of oceanic diurnal rainfall may be a remote response to

land forcing:

The [global] diurnal phase patterns of surface wind divergence (Dai
and Deser, 1999) suggest that there exists a large-scale diurnal circula-
tion in which surface air converges and rises over continents (except for
the innermost parts) and diverges and sinks over large nearby oceanic
areas in the afternoon and early evening and opposite occurs in the
early morning. This thermally driven land-ocean diurnal circulation
may contribute to the general pattern of afternoon rainfall maxima
over land areas and early morning rainfall maxima over the adjacent
oceans. [(Dai, 2001)]

Refinements here added to this picture over the Gulf Stream region include the

strong coupling of the radiatively driven sea breeze circulation to convective heat-

ing, and the possible role of convectively excited baroclinic gravity waves on the

11There is some uncertainty about the conclusions drawn in Dai and Deser (1999) due to the
way they reduce noise associated with sampling issues in the marine surface station data (Wood
et al., 2009)
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coast in mediating the required convective phase lag for amplification via low level

moisture convergence.

One limitation of the above column water budget analysis is that it contained a

significant residual that also plays a role in balancing diurnal moisture convergence.

Unfortunately sufficient model output was not available to satisfactorily close the

budget. One logical speculation is that moisture storage decreases (increases)

associated with sea breeze related adiabatic uplift cooling (subsidence warming)

over the Gulf Stream are also important to the water budget. Further analysis is

required to explore this issue.

Evidently, in super-parameterized models the nature of the sea breeze circu-

lation is sensitive to the arbitrary choice of orientation of the embedded CRM

(Figure 5.9c,d). It is unknown why this is the case. One interpretation is that

wind shear-convection couplings can act to feed back on the simulated circulation;

which dimension of the shear is transmitted to the CRM (i.e. in which plane it

is oriented) would therefore matter. Consistent with this view, there is a mod-

est increase in the amplitude of diurnal zonal wind variations when the CRM is

oriented zonally as opposed to meridionally (Figure 5.12 g,i). Another factor is

the interaction of the diurnal cycle with an unrealistically enhanced mean state

convergence zone over the Gulf Stream when the embedded CRM is in a zonal

configuration (Figure 5.2 d,e) as also occurs to the east of Asia (i.e in the Great

Red Spot model bias) for unknown reasons.

Finally, it could be argued that it is somewhat unsatisfactory to draw conclu-

sions about nature from free-running coarse resolution global model simulations12

that have not been constrained by data. From this perspective, there is a need

to extend the above analysis to see if the proposed mechanism is borne out in

best-estimates of the atmospheric state, i.e. optimal combinations of models and

12It could also be argued that the above model-intercomparison strategy fulfils a useful sec-
ondary objective of characterizing the representation of the Gulf Stream diurnal mode for the
purpose of evaluating the realism of several climate projection models.



172

data, and in high resolution simulations that treat convection explicitly. Such

work is beyond the scope of this dissertation, but is an obvious avenue for future

work. In the meantime, the proposed mechanism should be cautiously viewed as a

model-informed hypothesis for why the boreal summer Gulf Stream diurnal rainfall

pattern looks the way it does.



Chapter 6

Evidence for slow-manifold

control of the Central US

nocturnal rainfall maximum

Climate projections of future rainfall by current generation global climate mod-

els (GCMs) are especially uncertain in the Central US, as well as other continental

interiors during the warm season. The 2007 Fourth Assessment Report (AR4) of

the Intergovernmental Panel on Climate Change (IPCC) shows that the ensemble

of conventional GCMs cannot even agree on the sign of rainfall changes in these

heavily populated parts of the world.

A fundamental reason for this inadequacy is that conventional GCMs cannot

capture the physics of diurnally propagating organized mesoscale convective sys-

tems (MCSs). In nature, such systems deliver much of the warm seasonal mean

rainfall to the continental interior in the lee of topography (Laing and Fritsch,

1997). In the Central United States as much as half of summer rain is linked

to these eastward propagating systems originating over the Rockies (Jiang et al.,

2006). But in atmospheric climate models MCSs are below the affordable grid res-

173
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olution for climate-scale integration and are not properly represented by statistical

cumulus parameterization schemes (Moncrieff and Liu, 2006). These parameteriza-

tions are generally cast rigidly in terms of a local buildup (usually within intervals

of 15 to 60 minutes) of instability metrics like convective available potential energy

(CAPE). Thus they cannot admit non-local diurnal convective physics governing

MCS organization and propagation in nature, which take place over several hours,

and involve non-equilibrium, often non-local physics. As a result, the ensemble

members of the AR4 GCMs do not simulate propagating episodes of convection

and disagree wildly about precipitation trends in the lee of mountains, such that

there is low confidence in long term projections of seasonal-to-climate scale rainfall

variations over continents around the world.

The above issues associated with convective parameterization in climate mod-

els are in stark contrast to the successful simulation of MCS-type organization

afforded by (nonhydrostatic) cloud-system resolving models (CRMs) with a com-

putational mesh of about 1 km. This success is summarized in the review paper

on MCSs by Houze (2004), and on cloud-system models by Tao and Moncrieff

(2009). In particular, Moncrieff and Liu (2006) showed that MCS initiated over

the Continental Divide and their subsequent eastward travel were reliably simu-

lated by a cloud resolving model, as comparisons of simulated precipitation with

radar measurements indicated.

This chapter asks, is it possible for the multi-scale global climate mod-

eling approach to admit the physics of propagating diurnal convection in

continental interiors? Section 3.3 described how asking this question is useful

in the context of an ongoing controversy in the literature regarding “fast-manifold”

vs. “slow manifold” control over the propagation of organized convection in the

lee of the Rockies. Analysis in Chapter 4 showed no indication of propagating

diurnal surface precipitation in the central United States in global diagnostics of

the diurnal rainfall mode, despite broad improvements in simulated diurnal rainfall
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variability overall. However in this work, the MMF model was configured with a

coarse horizontal spectral resolution at the exterior scale, and 4 km cloud-system

resolving model horizontal resolution in the interior (SPCAM3.0). At this early

stage of multi-scale modeling research it is not known whether the lack of propa-

gating US convective systems represents a tunable deficiency due to this particular

model configuration, or a fundamental restriction of the physics admitted by the

idealizations in the multi-scale approach as argued by Ovtchinnikov et al. (2006).

This chapter demonstrates that indeed, under a slightly different configuration

than was employed in Chapter 4, propagating Central US organized convection

can be represented in a multi-scale global model. Evidence of the signal emerges

when the exterior model is upgraded to a finite-volume dynamical core at 1.9

◦× 2.5 ◦ resolution, and the embedded cloud-system resolving model resolution

is increased from 4 km to 1 km. To investigate the realism of the propagating

convective signal in this configuration, simulated storm propagation and genesis

characteristics are analyzed, and the effects of the superparameterization approach

on regionally relevant diurnal circulations and mean thermodynamics are explored.

Section 6.1 describes the conventional and multi-scale versions of the global

climate model that are analyzed and their configuration. In Section 6.2 the Cen-

tral US diurnal convection signal is evaluated in the models, and the phase speed

statistics of propagating events in the multi-scale model are analyzed. In Section

6.3, simulated thermodynamics and orographic diurnal circulations are compared

in the model with and without the embedded explicit convection and evaluated

against observations. In Section 6.4, the simulated orogenesis mechanism, dynam-

ical evolution, and multi-scale structure of an individual organized propagation

event is evaluated. In Section 6.5, the simulated physics are discussed in light of

established analytic theory, and a conceptual framework is developed to illustrate

potential multi-grid convective propagation pathways in the multi-scale model.



176

6.1 Models, observations and simulation design

Two heavily composited dynamically consistent best estimates of the observed

atmospheric state, the Rapid Update Cycle (RUC) operational data assimilation

model and the European Centre for Medium-ranged Weather Forecast (ECMWF)

analyses, are used as a baseline for model evaluation.

The two climate models compared in this study are identical in every respect

other than their treatment of sub-grid convection and boundary layer effects. One

is a standard global climate model (GCM), the NCAR Community Atmosphere

Model (CAM). The other is a Multiscale Modeling Framework (MMF), called

Super-Parameterized CAM (SP-CAM). In CAM, sub-grid convection is handled di-

agnostically by statistical cumulus parameterizations and boundary layer schemes

(Zhang and McFarlane, 1995; Collins et al., 2004) while in SP-CAM these mod-

ules are replaced by an embedded, interactive, prognostic idealized cloud-system

resolving model.

Previous publications that document diurnal rainfall in “SP-CAM” simulations

have been based on an implementation of the Khairoutdinov and Randall cloud-

system resolving model (Khairoutdinov and Randall, 2003) embedded in an older

version of CAM3.0 that used a semi-Lagrangian global spectral dynamical core

at T42 resolution (Khairoutdinov et al., 2005; McFarlane et al., 2007; DeMott

et al., 2007; Khairoutdinov et al., 2008). Hereafter, this original implementation is

tagged SP-CAM3.0. In Chapter 4, analysis of the diurnal cycle of surface rainfall in

SP-CAM3.0 at T42 horizontal truncation (approximately 350 to 700 km effective

horizontal resolution) indicated no evidence of propagating precipitation systems

in the central United States (Pritchard and Somerville, 2009b,a).

In this chapter an updated version of SP-CAM is analyzed, in which essentially

the same cloud-system model is embedded in a more recent development version of

CAM (development software tag CAM3.5.32), hereafter called SP-CAM3.5. A key
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advantage of SP-CAM3.5 over SP-CAM3.0 is that the exterior model dynamics

are formulated as a finite volume dynamical core, such that the sub-grid response

(including collective cloud-resolving model effects) is not smeared out by spectral

dynamics. Furthermore, the conventional convection parameterization in CAM 3.0

was updated in CAM3.5 to include effects of convective momentum transport and

dilution of convective plumes by increased entrainment (see Section 2.2.2).

SP-CAM3.5 and CAM3.5 are configured at 1.9◦×2.5◦ horizontal resolution (ap-

proximately 230 km × 230 km at 40 ◦ N), with 30 vertical levels. In SP-CAM3.5,

the inner cloud-system resolving model domain is two dimensional (height-longitude),

on a vertical grid co-located with the outer model’s interior 28 levels. The GCM

time-step (which is also the multi-scale coupling interval) is 30 minutes.

CAM3.5 and SP-CAM3.5 are driven identically, with a prescribed climatolog-

ical sea surface temperature annual cycle and modern orbital and greenhouse gas

parameters. The model runs freely, i.e. no data assimilation is applied. Simulations

were initialized on May 1, and the first month considered a spin-up period. Three

months’ output are analyzed (JJA), which are sufficient to statistically character-

ize the key features of warm season central US diurnal variability that distinguish

the two models from each other and from observations.

6.2 Propagating diurnal convection

Figure 6.1 shows the classic “reduced transect” signature of propagating rain-

fall systems in the central US in SP-CAM3.5. The time-longitude structure of

the mid-tropospheric heating rate due to sub-grid physics for CAM3.5 and SP-

CAM3.5 (a model convection proxy) is compared against an independent observa-

tional convection proxy (IR brightness temperature at 11 microns observed from

geosynchronous orbit during an arbitrary summer, 2005). In nature (Figure 6.1a)

convective phase lines are tilted, evidence of eastward diurnal convective propaga-
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Figure 6.1: Reduced transect comparison of the time-longitude structure of warm
season diurnal convective activity in the lee of the Rocky Mountains between 35-
45N a) as observed in 2005 from spaceborne infrared imagers, and b) as diagnosed
from the total physics package temperature tendency averaged between 350 hPa
and 750 hPa in the free-running CAM3.5 and c) SP-CAM3.5 simulations.
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tion in the Central US. This observed propagation signal is modulated on synoptic

timescales, with consecutive packets of enhanced propagating diurnal convection

occurring in intermittent episodes. While both models simulate intermittent peri-

ods of enhanced diurnal US convection on synoptic timescales, only in SP-CAM3.5

are these episodes composed of consecutive, coherent, nocturnally persistent, di-

urnally propagating convective events. In SP-CAM3.5, convective phase lines are

tilted but in CAM3.5 they are flat (Figure 6.1b,c). The diurnal convection signal in

CAM3.5 is sun-synchronous, short-lived, and does not propagate. The embedded

explicit convection model in SP-CAM3.5 improved the space-time structure of the

Central US diurnal convection cycle.

The phase and propagation speeds of simulated organized convection in the

lee of the Rockies in SP-CAM3.5 are derived from analysis of the standard devia-

tion of the physics package temperature tendency across tropospheric model levels

(hereafter called ζ). Due to the characteristically intense vertical dipole heating-

atop-cooling structure of these organized convective systems (see Section 6), ζ is a

convenient model proxy for the simulated storm location. Long-lived propagating

convective systems in a sheared environment are a product of interaction between

environmental shear and dipole-like latent heating, formed by latent heat released

in mesoscale slantwise ascent and the evaporation of precipitation in mesoscale

descent as described in the review paper of Moncrieff (2010, in press).

Figure 6.2 shows Hovmöller maps of ζ for each simulated nocturnal storm in SP-

CAM3.5 at the latitude of its maximum convective heating. The zonal phase speed

cx (slope of white line) was estimated for each propagation event by numerically

fitting a phase line segment Gaussian envelope function of the form

F (x, t) = exp

(

(x− x0 − cxt)
2

σ

)

where σ ≈ 65 km and (x0, cx) were constrained using Monte Carlo variation

and optimal pattern correlation of the assumed form F . This approach is similar



180

LS
T

a) c
x
= 20 m/s

 

 18

0

6

ζ (K/d)

b) c
x
= 20 m/s c) c

x
= 12 m/s

LS
T

d) c
x
= 7 m/s

18

0

6

e) c
x
= 12 m/s f) c

x
= 7 m/s

LS
T

g) c
x
= 7 m/s

18

0

6

h) c
x
= 15 m/s i) c

x
= 10 m/s

LS
T

deg E

j) c
x
= 19 m/s

260 270

18

0

6

deg E

k) c
x
= 17 m/s

EVENT A

260 270
deg E

l) c
x
= 15 m/s

260 270

Figure 6.2: Time-longitude section showing the standard deviation across tropo-
spheric model levels of the physics package temperature tendency (a storm location
proxy) and fitted zonal phase speed (overlain line) for 12 of 13 propagating con-
vective events simulated by SP-CAM3.5 in the lee of the Rockies.
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to that applied in Matsui et al. (2010).

Figure 6.3a.) shows that the ensemble of simulated orogenic convective events

in SP-CAM3.5 travel eastward at speeds in the range of 7 to 20 m/s. Reassuringly,

this is within the range of the observed zonal speed of orogenic mesoscale convective

systems in the lee of the Rockies, determined from radar reflectivity data to range

from 7 to 30 m/s (Carbone et al., 2002).

In nature the travel speed of mesoscale convective systems involves both an

advective and a propagating component (i.e. the systems are not simply advected

by the mass- and/or buoyancy-weighted mean tropospheric flow; Carbone et al.

(2002); Moncrieff (1981)). The zonal propagation speed, cx − u of the simulated

orogenic convective events in SP-CAM3.5 was determined by subtracting the mass-

weighted mean tropospheric zonal wind u =
∫ pTTL
p0

udp
∫ pTTL
p0

dp
from the zonal speed, where

u was averaged horizontally in space and in time along the lines overlain in Figure

6.2.

Figure 6.3b.) shows a histogram of cx − u. Most of the simulated convective

systems exhibit a zonal propagation in excess of 2 m/s relative to the tropospheric

background flow, typically propagating in the direction of the ambient westerlies.

As in Carbone et al. (2002), the median implied steering level (height at which

the travel speed equals the environmental flow) for the simulated events is in the

range of 400-500 hPa (Figure 6.3c.))

6.3 Regional flows, thermodynamics, and synop-

tics

Observations indicate that episodes of orogenic propagating diurnal convection

in the lee of the Rockies are associated with conditions of synoptic uplift, zonal

geostrophic flow aloft, low-level shear, and higher than usual regional water vapor
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content (e.g., Maddox, 1983; Laing and Fritsch, 2000; Jirak and Cotton, 2007).

Carbone and Tuttle (2008) describe how two aspects of the composite regional

diurnal dynamics in the lee of the Rockies – the Great Plains Low-Level Jet (LLJ)

and mountain-plains solenoid (MPS) – “conspire” to promote a dynamical en-

vironment conducive to the upscale development and nocturnal enhancement of

propagating convective systems initiated upstream over the Continental Divide.

In this section, these thermodynamic and dynamic aspects of CAM and SP-CAM

behavior are evaluated against baseline RUC analyses.

Figure 6.4 contrasts the climatological warm season thermodynamic state in

the two global models against the RUC observational analysis over the Central

United States. In CAM3.5 the warm season atmosphere is too dry (precipitable

water bias ranging from -2 mm to -10 mm). In SP-CAM3.5, there is more moisture

available to feed convection (+2 to +4 mm). It is conceivable that the propagating

convective signal in SP-CAM3.5 is related to this improvement in summertime US

climate. But offline sensitivity tests rule this out: even when constrained to follow

SP-CAM3.5’s climate trajectory on inter-diurnal timescales, CAM3.5 does not

admit a propagating convective signal (not shown).

Figure 6.5 contrasts the upward branch of the simulated composite mountain-

plains solenoidal (MPS) circulation in CAM3.5 and SP-CAM3.5 with the baseline

representation in the operational Rapid Update Cycle data assimilation model. As

described in Carbone and Tuttle (2008), the thermally driven nocturnal reversal

of the solenoid, from daytime conditions of strong ascent during the day over the

Continental Divide and broad subsidence over the Central Plains (Fig 6.5 a.), to

strong descent over the Continental Divide and weak ascent over the Plains (Fig

6.5b.) corresponds to a Plains uplift environment favorable for sustaining noctur-

nal mesoscale convective systems. The western, upward branch of the solenoidal

circulation is only weakly simulated by both climate models, perhaps due to the

coarse model resolution (smooth low orography) inhibiting local topographically
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driven convection associated with this uplift regime (Lee et al., 2008). However,

the non-local daytime Plains descent phase of the MPS is better represented in

SP-CAM3.5. (Fig. 6.5c. vs. Fig. 6.5e.). A similar non-local improvement occurs

in SP-CAM3.5 in a descending circulation adjacent to the Appalachian mountain

chain.

In nature the descent phase of the mountain-plains solenoid produces a subsi-

dence inversion (barrier to convective ascent) over the Great Plains, which traps

daytime surface buoyancy over a vast area (Carbone and Tuttle, 2008). As a result,

the CAPE generated by daytime surface heating accumulates and is focused into a

narrow leeside zone by easterly upslope surface density flows (Dirks, 1969; Tripoli

and Cotton, 1989a). Mountain generated cumulonimbus advecting off the Rockies

can tap into this concentrated potential buoyancy reservoir, which in the presence

of deep zonal shear, can produce rapid upscale growth into mesoscale convection

systems (Tripoli and Cotton, 1989a). Figure 6.6 shows that the strength of the

capping inversion is too weak in CAM3.5, but is strengthened using the embedded

explicit convection approach in SP-CAM3.5. This is consistent with SP-CAM3.5’s

improved representation of the daytime descent phase of the solenoidal circulation

discussed above, and suggests SP-CAM3.5 more readily concentrates accumulated

Plains CAPE in the leeside convergence zone.

The northern terminus and eastern flanks of the low-level jet circulation are im-

portant sources of localized low-level nocturnal moisture convergence, temperature

advection, and low-level vertical shear, which help sustain organized convective

systems into the night along distinct latitude “corridors” (Tuttle and Davis, 2006;

Trier et al., 2006; Jirak and Cotton, 2007; Trier et al., 2010). Figure 6.7 evaluates

the warm season composite nocturnal evolution of the 850 hPa moisture conver-

gence zones associated with the low-level jet circulation in the two models against

diurnally composited Rapid Update Cycle data. The analyses show a broad zone

of moisture convergence from 265-270E and 38-45N, which intensifies from 10pm
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Figure 6.7: Maps over the central United States comparing the nocturnal evolution
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Level Jet (LLJ) and its associated moisture convergence (shading; ▽ · (qVH)) in
(top) the 2003 Rapid Update Cycle analysis, compared to global simulations using
(middle) CAM3.5 and (bottom) SP-CAM3.5.
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(5Z) to 4am (11Z) local time (Figure 6.7a.-c.), tracking the northeastern terminus

of the evolving low-level jet circulation as it veers increasingly eastward through-

out the night. Dual local vapor convergence maxima emerge in the early morning

hours of the composite RUC data, centered at 32-34N / 262E and 38-40N / 270E

(Figure 6.7c.). The northernmost of these maxima has previously been linked to

a corridor of preferred MCS propagation at 40N (Tuttle and Davis 2006).

Like most coarse resolution climate models, the resolved physics of SP-CAM3.5

and CAM3.5 admit the essential ingredients for thermally driven orographic low-

level jet dynamics (Ghan et al., 1996). However the chronology and structure of

the associated 850 hPa moisture convergence zones are different in the two models.

In CAM3.5 there is only a single broad zone of nocturnal maximum convergence in

the nocturnal composite (Fig. 6.7d.-f.). In contrast, SP-CAM3.5 exhibits a dual

maximum nocturnal moisture convergence structure, as in the data (Fig. 6.7g.-

i.). In SP-CAM3.5, LLJ vapor transport and the nothern convergence maximum

extend farther north than in CAM3.5 and observations. The preferred latitude

of orogenic convective complexes in SP-CAM3.5 coincides with the northernmost

moisture convergence maximum at 45N.

Figure 6.8 contrasts the shear characteristics of the low-level jet circulation in

the observations and models. Wind shear below 3 km is an important organiz-

ing influence for MCS generation in nature, and is modulated diurnally by the

low-level jet. In the RUC data, maximum anomalous low-level shear occurs near

local midnight (7Z) in a compact zone between 30N and 40N, and weakens into

the morning. Both climate models reproduce this aspect of the LLJ, but in SP-

CAM3.5 the zone of enhanced nocturnal shear extends farther north, to almost

50N. Although low-level shear cannot influence convection by design of the cumu-

lus parameterization in CAM3.5 (except though convective momentum transport,

which reduces the shear), its zonal component is an organizing influence on 2D

convection in the embedded cloud resolving model arrays in SP-CAM3.5.
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Reassuringly, similar synoptic conditions accompany simulated propagating di-

urnal convection events in SP-CAM3.5 as are observed in nature. Figure 6.9 shows

the anomalous (with respect to warm season model climatology) sea level pressure,

precipitable water and vertically integrated water vapor transport, q·V for 12 prop-

agation episodes that took place during the single-summer SP-CAM3.5 simulation.

Most of the propagation events occur during periods of synoptic uplift (anoma-

lously low surface pressure) in the lee of the Rockies (Fig 6.9 a,b,d,e,g,h,j). The

remaining events occur during conditions of anomalously high precipitable water

(Figure 6.9 c,f,i,k,l). The signature of a southerly jet structure in the anomalous

water vapor transport vector field for several events (Fig. 6.9 d,e,f,g,j,k,l) further

suggests that enhanced moisture convergence and wind shear due to low-level jet

flow into the Great Plains also plays a role in generating organized propagating

nocturnal convection in SP-CAM3.5.

6.4 Genesis and multi-scale structure of a prop-

agating event

This section focuses on a specific simulated propagation event (hereafter Event

A; the topmost tilted phase band in 6.1c) for additional physical process analysis.

Event A was chosen for in depth analysis because the weather state in SP-CAM3.5

over the central US was dominated by abnormally zonal geostrophic flow aloft, due

to the positioning of a synoptic long-wave pattern (Figure 6.10). This is an ideal

environment to test the model’s unsteady orogenesis mechanism against a classic

conceptual dynamical model developed by Tripoli and Cotton (1989a) (hereafter

TC89) around a historical case study of observed mesoscale convective system

orogenesis that took place in a similar weather state.

Figure 6.11 shows the evolution of condensate and large scale horizontal winds
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Figure 6.10: SP-CAM3.5 500 hPa geopotential height (km) showing the synoptic
state during a simulated 3-day packet of consecutive diurnal orogenic convection
propagation.

during Event A. Initially (Fig. 6 a), two condensate structures (contours) are

visible. The westernmost is Event A, near 250 E, an organized convective system

that has just begun to form. The easternmost (270 E) is a mature convective

system that was generated 24 hours prior near 250E, but has since traveled twenty

degrees (1700 km) to the east, at about 20 m/s. The formation of Event A occurs

during conditions in which the zonal westerlies are deeply sheared and a shallow

easterly upslope surface wind layer converges near 260E (Fig. 6 a.,c.,e.,g.). As

in the TC89 model, condensate is first produced by locally forced deep mountain

convection at 2030Z (Fig. 6a,b; contours). Upscale development occurs around

0000Z when the system reaches the leeside convergence zone (Fig. 6 c.). Convection

weakens at 0430Z and re-intensifies by 1130Z, where it coincides with the LLJ

inflow. A northerly wind component near 500 hPa develops along the western

flank of the organized convective system, suggesting flow balance on the large

scale grid. Such balance is clearly evident for the mature organized convective

system generated the previous day (Fig. 6.11b.,d.,f. ), which exhibits a classic

stacked cyclone-anticyclone signature.
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Figure 6.11: Height-longitude structure at 40 N showing the time evolution of
(left) zonal and (right) meridional wind during Event A. Condensate concentration
contours are superimposed for values of (0.005, 0.01, 0.1, 1) g/kg.
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dθ/dz.
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Figure 6.12 shows the vertical velocity and stability during the same period.

At 2030Z, the Plains inversion traps locally generated surface instability in a thin

boundary layer. To the west the cloud topped afternoon boundary layer is deep.

The leeside convergence zone causes upward motion near 260E (Figure 6.12 a.).

This plume supplies zonally converged, inversion-trapped Plains instability up-

wards and feeds convection expansion. Convective heating aloft is straddled by

mesoscale downdrafts (Figure 6.12 e.; 255E, 270E at 300 hPa). In the mature

phase, deep vertical velocity associated with convective heating produces local

breaks in the capping inversion (Figure 6.12c., d.; 275E at 800 hPa).

Figure 6.13 visualizes both resolved grids in SP-CAM3.5 simultaneously dur-

ing the propagation event the day before Event A, showing evidence of multi-grid

convection-dynamics interactions across the two resolved scales. Propagating 3D

condensate meta-strucures transcend individual embedded explicit convection sub-

domains but exhibit morphology on larger scales that is reminiscent of observed

mesoscale convective systems (deep precipitating system “core”, leading ice/virga

anvil). The condensate structure of the embedded cloud resolving model states

show distinct organization resulting from 2D shear and cold pool effects. The fact

that the system coherently propagates across many embedded cloud model subdo-

mains while retaining its meta-structure emphasizes interaction between the two

resolved physical scales.

6.5 Discussion

Dynamical considerations

Theoretical investigations have shown that as well as the convective available
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potential energy (CAPE) normally associated with deep convection, the highly or-

ganized mesoscale convective system (MCS) is partly sustained by the mean-flow

kinetic energy and the work done by the horizontal pressure gradient. These dy-

namical forms of energy are fundamental to the convective organization process

and the interaction of environmental shear with latent heating atop evaporative

cooling (see review by Moncrieff 2010). This dipole-like heating projects onto the

first baroclinic gravity wave mode and is important for injecting kinetic energy

upscale (Pandya and Durran, 1996; Moncrieff and Liu, 2006; Correia et al., 2008).

The mesoscale circulations occur as distinctive regimes of organized airflow (Mon-

crieff, 1981). The simplest possible (i.e., archetypal) dynamical model distinguishes

the following regimes of slantwise MCS-type convective overturning: i) a purely

propagating system where the relative inflow derives entirely from ahead of the

system; ii) a symmetric system where the updraft and downdraft have comparable

depth; iii) a system that contains hydraulic jump-like ascent in the cooling region

(Moncrieff 1992; their Fig. 2). These three regimes are distinguished by a measure

of dynamical efficiency, i.e., the quotient of the work done by the horizontal pres-

sure gradient and the kinetic energy available from shear. None of these slantwise

circulations is present in CAM (or any standard climate model) because, firstly,

traditional convective parameterizations do not represent the salient dynamics of

convective organization and, secondly, the horizontal resolution of the model is

insufficient to explicitly simulate these circulations.

The above analysis has shown that organized circulations occur in SP-CAM3.5.

A salient question concerns their realism. Figure 6.14 shows the dipole-like heat-

ing for a dozen propagating events in SP-CAM3.5, and the zonal component of

airflow relative to the traveling systems, i.e., (u′, ω) = (u − cx, ω). In most of

the events a distinctive overturning solenoidal circulation exists ahead of the sys-

tem (e.g. Figure 14 g; rotational relative circulation centered near 270 E and 500

hPa), in broad agreement with TC89. However, the depth of the surface east-
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Figure 6.14: Pressure-longitude sections at 2am local time, showing storm-relative
zonal flow (solid streamlines) atop the convective heating structure (temperature
tendency due to the embedded CRM; thin contours at 10 K/day increments, neg-
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erly inflow is unusually deep, ranging from 4 km to 7 km (Figure 6.14 b,e,k,l).

A prevalent feature of this inflow is the up-down circulation that traverses the

system front-to- rear, sometimes featuring deep vertical displacement (e.g., Fig-

ure 6.14 b,k), consistent with the above archetypal hydraulic jump regime. This

regime contrasts with orogenic propagating MCSs over the continental US conti-

nent simulated by Moncrieff and Liu (2006) and Trier et al. (2006) and verified

against a continental-scale radar network. Those simulations are consistent with

the symmetric archetypal regime. It is not understood why the SP-CAM3.5 con-

vective systems tend to have a prevalent jump-like morphology. Among possible

explanations is that evaporative cooling (associated with the cloud-microphysical

parameterization in the embedded explicit convection with emphasis on the strati-

form region and mesoscale downdrafts) is too strong. In summary, the morphology

of the airflow organization simulated by SP-CAM3.5 differs from the natural world,

and also from cloud-system simulations, e.g. Grabowski and Moncrieff (2001), and

the above dynamical efficiency with emphasis on the simulated horizontal pressure

gradient. A basic study of these important aspects while necessary is beyond the

scope of this dissertation.

Role of dipole-heating in shear-flow compared to cold-pool triggering

It was argued above that the basic reason why SP-CAM3.5 generates orga-

nized propagating convection is that the embedded cloud-system resolving models

produce the dipole heating required for mesoscale convective organization in shear

flow. The upper-tropospheric latent heating overlies a deep evaporative cooling

layer that typically extends from the surface to 600 hPa in the model. As ex-

plained above, the dipole-like diabatic heating is linked to the propagation physics

of MCS in shear flow on the coarse SP-CAM3.5 outer grid. The convective heating
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profiles associated with the mesoscale convective systems project favorably onto

first baroclinic gravity wave modes. Such a slow-manifold control of the propa-

gating systems in SP-CAM3.5 is evidenced by the dynamical balance in Figure

6.11. This property is consistent with the convectively generated potential vor-

ticity propagation mechanism of Raymond and Jiang (1990) and Li and Smith

(2010). Indeed, convectively generated diurnal potential vorticity anomalies are

routinely spawned by the organized convective events in SP-CAM3.5 (not shown).

On the other hand, cold-pools in the form of density currents generated by con-

vective downdrafts impinging on the underlying surface and/or convectively gen-

erated gravity-waves have an important local effect on the fine-scale cloud-system

resolving grid. The density currents continually trigger fresh cumulonimbus, which

in a sheared environment, organize upscale into mesoscale convective systems (e.g.,

Thorpe et al., 1980; Rotunno et al., 1988a; Lafore and Moncrieff, 1989). However,

contrary to the implications of Carbone et al. (2002); Carbone and Tuttle (2008)

and others, neither cold pools nor gravity waves can explain the propagating MCS

simulated by SP-CAM3.5. The periodic lateral boundary conditions imposed on

the cloud-system resolving model, a key aspect of the MMF approach that makes

it scalable for massively parallel climate modeling, trap the density-currents within

each fine-scale domain, hence precluding long-range interaction on the coarse grid.

Multi-grid propagation of organized convection across scales

Figure 6.15 is a framework for how convective signals can propagate over many

GCM grid-boxes in a multi-scale model despite the restriction of lateral periodicity

in the embedded cloud-system resolving models. Consider a thought experiment

in which (1) the resolved tendency in the outer (large-scale; LS) model of SP-

CAM has just produced organized convection in the embedded explicit convection
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Figure 6.15: Conceptual schematic illustrating how multi-grid propagation of con-
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propagation can only occur as mediated by the LS model.
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model at horizontal location x1. Consequently, (2) the CRM induces a convective

heating typical of organized convection (i.e. containing a deep stratiform cooling

layer) onto the LS model at x1. This sub-grid diabatic forcing projects onto first

baroclinic LS waves, such that on the following LS timestep, (3) resolved convection

information at x1 propagates, as mediated by resolved LS wave dynamics, to an

adjacent horizontal location x2. The LS model at x2 (4) transmits received wave-

induced perturbations of temperature, momentum, and shear to its embedded

CRM via the nudging terms that link the LS to the CRM. Provided the CRM

at x2 is initially in a state that is susceptible to convecting in response to such

perturbations, non-local convection propagation can occur, despite the fact that

the CRMs are isolated and periodic. The limiting timescale for the communication

of convective information between the two scales is the large-scale model timestep.

When it is less than the lifetime of individual cumulus elements or organized 2D

cumulus systems, as in the simulation here (30 min), stages of the horizontal mean

plume lifecycle in the CRM can interact with dynamical modes resolved by the

large-scale model.

Figure 6.16 shows how the scale interface in SP-CAM3.5 was re-designed via the

embedded explicit convection approach, emphasizing the introduction of sub-grid

memory. The inclusion of a prognostic convective system lifecycle is a crucial extra

degree of freedom that allows sub-grid heating profiles in SP-CAM3.5 to respond to

organizing environmental influences such as wind shear or convectively-generated

organized flows. In CAM3.5, sub-grid convective heating is slave to the resolved

dynamical tendency of a single instability metric accumulated during a single GCM

time step. On the other hand, in SP-CAM3.5, resolved tendencies of temperature,

water, momentum, and condensate are instead applied as a forcing on a prog-

nostic embedded explicit convection integration. The consequent heating profile

adjustment is determined by the cloud-system resolving model under this forc-

ing. Being an integration rather than a diagnostic calculation, the explicit cloud-
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system resolving model physics is, in part, determined by the initial conditions.

In other words, memory exists at the smallest resolved scale in the multi-scale

modeling framework. As such, if instability is generated by large-scale tempera-

ture and moisture advection and shear, the CRM will tend to develop organized

convection, i.e. propagating mesoscale convective systems. In a separate context,

organization memory was recently introduced in the sub-grid convection package

of a conventional global model in Mapes and Neale (2011), who also demonstrate

improvements on diurnal timescales.

Role of the dynamical core in the outer model

Chapter 4 showed no evidence of propagating systems in the central US in a

previous version of SP-CAM (SP-CAM3.0), which was run using a slightly different

multi-scale model configuration. At that time, this deficiency was attributed to the

assumption of periodicity in the embedded cloud-system resolving models. Revis-

iting these results (not shown), some evidence of propagating convective heating

signatures is found in SPCAM3.0, but nothing close to that reported herein for

SP-CAM3.5. This is likely in part a resolution issue: in offline resolution sensi-

tivity tests with SP-CAM3.0 at higher spectral resolution (T85, or 175-350 km)

evidence of propagating convective heating (latent heat release) is apparent in the

lee of the Rockies, but no propagating rainfall signatures (not shown).

The further improvement reported here using SP-CAM3.5 in finite volume

mode at comparable horizontal resolution (approximately 250 km) highlights the

importance of the choice of dynamical core in the outer model. The grids on which

large-scale and cloud resolving model effects were computed in SP-CAM3.0 were

inconsistent. Physics tendencies computed on the non-aliasing Gaussian grid in

SP-CAM3.0 are not fully recognized by the spectral dynamics, which has fewer
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degrees of freedom. This may prevent latent heating that is barely resolved on

the grid from realistically interacting with the spectral dynamics (David Randall,

personal communication).

Figure 6.17 illustrates this effect visually: A compact, localized 400 hPa di-

abatic heating anomaly induced by the embedded CRMs during Event A in SP-

CAM3.5 is horizontally interpolated using spectral routines to a 128×256 Gaussian

grid, using triangular (T85) truncation. Although the Gaussian grid has higher

“resolution” than the 1.9◦× 2.5◦ finite volume grid, the resulting heating anomaly

is more diffuse, emphasizing that a spectral dynamical core cannot support the

small-scale waves excited by localized heating anomalies in the finite volume model.

Whilst Figure 6.15 depicts the cloud resolving and large-scale models on an equiva-

lent horizontal grid, this is only true for SP-CAM3.5 as a result of the finite volume

dynamical core.

It is unknown to what extent the propagating signal in SP-CAM3.5 was enabled

due to increasing the horizontal resolution of the embedded CRM from 4 km to

1 km. Existing documentation of the sensitivity of MMF simulations to varying

the CRM grid spacing is insufficient to anticipate the effect of quadrupling CRM

resolution on deep nocturnal US convection. Marchand and Ackerman (2010)

examine only low cloud mean sensitivities to CRM resolution, and Khairoutdinov

and Randall (2001) smooth their results with a 12 hour filter. In the face of

limited computing resources for this analysis, an interior model resolution of 1 km

was chosen to optimally admit key physics of 2D squall line organization based on

the explicit CRM experience of Lafore and Moncrieff (1989) and Moncrieff and Liu

(2006). The sensitivity of the result to this CRM resolution choice remains to be

determined.
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Figure 6.17: a) A snapshot showing the horizontal extent of the 400 hPa SP-
CAM3.5 heating signature during a nocturnal propagating convective event on its
1.9 ◦× 2.5 ◦ finite volume horizontal grid. b) Diffuse representation of the same
field after spectral horizontal interpolation to triangular truncation at T85.
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6.6 Conclusion

Current generation global climate model projections of future hydrologic changes

are especially uncertain in the lee of mountain chains due to deficiencies in conven-

tional convective parameterization that were not designed to represent organized

convective systems. This is strikingly apparent in the Central US, where such

systems account for much of the warm season climatological rainfall.

The above analysis documents nocturnally persistent orogenic midlatitude warm

season convection in the lee of the Rockies in a coarse resolution global climate

model that uses the embedded explicit convection approach to represent sub-grid

convection (i.e., a multiscale modeling framework). Analysis shows that the sim-

ulated propagating events in terms of propagation speed, synoptic forcing, and

characteristic scale of the simulated events are within the observed range. Mean

moisture content, stability of the Great Plains capping inversion, and mountain-

plains solenoidal circulation are concurrently improved due to the embedded cloud

resolving model approach. Storm-relative flow is realistically solenoidal at mid-

tropospheric levels ahead of the simulated systems, but the simulated low-level

penetrative easterly inflow is two to four times too deep.

In nature, propagating diurnal convective systems are also observed to occur

over Africa, Indonesia and South America, among other places. It is currently

unknown if SPCAM3.5 can produce such tropical organized propagating diurnal

convection - due to the substantial data volume of the inner model, output for the

simulation reported here was restricted to a North American subregion. Global

output from the older spectral version of SP-CAM3.0 does not appear to contain

propagating convection west of Colombia, or around the Indonesian islands, at

either T42 or T85 horizontal resolution (not shown). But since SP-CAM3.0 also did

not admit significant Central US propagating convection, which has since turned

out to exist in SP-CAM3.5, the question is still open for the time being: Can
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the multi-scale modeling approach admit propagating orogenic diurnal convection

in the tropics, where geostrophic dynamics have less control on scale interactions

between the cloud resolving model and large-scale grids?

Other issues associated with the simulated organization of airflow in the evap-

oratively cooled (mesoscale) downdraft region remain to be understood. Follow-on

sensitivity studies of the nocturnal organized US convection documented herein

would be useful to clarify the convective propagation mechanisms across the two

resolved scales in the multi-scale modeling approach. This chapter has advocated

that cloud-system resolving simulations of organized convective heating project

onto first baroclinc gravity wave modes in the large scale model, which in turn

mediate dynamically consistent convective lifecycle responses in non-local cloud

resolving models. However, other propagation mechanisms may exist within the

possible multi-grid degrees of freedom in multi-scale modeling frameworks (e.g.

large scale advection of condensate or vapor anomalies impacting non-local cloud

resolving model behavior via its total water equation). Further testing is needed

that can discriminate between such mechanisms (for instance with dual-grid water

and energy budget calculations at the time resolution of scale coupling).

Limitations of the scope of this study open important new research questions

in regard to the multi-scale modeling approach, for example:

• Did the zonal orientation of the two dimensional cloud-system resolving mod-

els in this simulation optimize the ability for SP-CAM3.5 to respond to the

all-important effects of zonal shear in the lee of the Rockies on the propa-

gating systems?

• To what extent would multi-grid propagation have occurred if the 2D cloud-

system resolving models had been oriented meridionally?

• Should the fixed cloud-system resolving model orientation be relaxed in

MMFs, for example, through a random rotation of the 2D array to represent
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the 3D effects of large scale wind shear on convective organization?

• Should the alignment be chosen in terms of dynamical criteria, such as the

mean vertical shear direction?

• To what extent was the propagating signal enabled by the increase in the

horizontal resolution of the embedded explicit convection grid from 4 km to

1 km?

A fundamental issue is the role of momentum transport by organized convection

which differs from the convective momentum transport parameterized in CAM3.5

as a mixing process that decreases shear. Organized convective momentum trans-

port has the opposite effect – it can increase vertical shear in certain atmospheric

layers, e.g., low-level shear which is basic to mesoscale convective systems and their

scale-interaction properties.

In the meantime, the broader implication of this chapter is that multi-scale

modeling frameworks admit some of the missing diurnal physics of orogenic orga-

nized propagating convection over continents that are conspicuously absent from

contemporary global climate models. Crucially, this occurs despite the fact that

fast-manifold processes are artificially restricted and cannot have a long-range ef-

fect in the superparameterization approach. This is consistent with a slow-manifold

interpretation of the dynamics that control the eastward traveling organized con-

vection signal in the Central US (Tripoli and Cotton, 1989a; Raymond and Jiang,

1990; Li and Smith, 2010). The result is also a glimmer of hope that with additional

understanding and refinement the multi-scale approach to climate modeling may

help improve longer term hydrologic climate forecasts in heavily populated parts of

the world where diurnal physics project onto climate timescales and conventional

climate model projections disagree.

Chapter 6, in part, is a reprint of material as it appears in Orogenic propagating

precipitation systems over the US in a global climate model with embedded explicit
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convection 2011. Pritchard, Michael S., Moncrieff, M. W., and Somerville, R. C.

J., Journal of the Atmospheric Sciences, in press. The dissertation author was the

primary investigator and author of this paper.



Chapter 7

Summary

The work in this dissertation is motivated by the problem that cloud processes

are poorly represented in global climate projection models, to the point where even

the most simply forced mode of convective variability – the diurnal rainfall cycle

– is not well simulated. Distortion of a fundamental mode of simulated convec-

tive variability in current climate erodes faith in model projections of how cloud

processes may feedback on future climate change, a key problem for society. Fur-

thermore, it prevents the application of global climate models to better understand

the physical mechanisms underlying unresolved aspects of the observed climatolog-

ical diurnal rainfall pattern, where simulations might otherwise provide scientific

insight.

This dissertation has first sought to clarify to what extent distorted simulation

of global diurnal rainfall in climate projection models may be remedied through

the use of a new technique for handling cloud processes – cloud superparame-

terization. Superparameterized climate models (i.e. MMFs) deploy thousands of

embedded high resolution models of explicit convection inside a coarse resolution

global climate model, replacing conventional statistical “parameterizations” for

the effects of sub-grid cloud processes. Unlike fully global cloud resolving mod-
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els, prototype MMFs are already computationally affordable for the problem of

climate projection, but are also still in their infancy such that their performance

and appropriateness for this application has not been completely evaluated.

Chapter 4 (Pritchard and Somerville, 2009b,a) evaluates the effect of superpa-

rameterization on the simulated diurnal rainfall mode from a number of diagnostic

perspectives not previously explored in the literature, using a recent multi-satellite

rainfall data product as a baseline. This is intended not only as a contribution

to the community assessment of the MMF technology’s potential for reducing

cloud-related uncertainties for the problem of future climate projection, but also

to identify regions where the technique may already offer new opportunities for

understanding unresolved aspects of the observed diurnal rainfall cycle.

The results affirm a previous finding that in its typical configuration1 simu-

lated peak rainfall timing over most continents is favorably shifted from noon to

late afternoon as a result of superparameterization. Several previously unappre-

ciated improvements of diurnal rainfall due to super-parameterization are discov-

ered: It becomes less well fit by a simple 24-hour sinusoid over the most energetic

diurnal rainfall regimes, more horizontally inhomogeneous within continents and

oceans, and more faithful to observed structural transitions across coastlines than

the conventional climate model. A multi-model intercomparison of several recent

SP-CAM variants suggests that while improved diurnal timing over land is not

a robust effect of superparameterization, the other main improvements outlined

above are. Regional deficiencies of overly vigorous diurnal rainfall are found in

the superparameterized model associated with the Andean topography, and mean

state rainfall biases during boreal summer in the Western Pacific. The space-time

variability of the diurnal rainfall over the Gulf Stream look particularly realistic.

Empirical orthogonal function decomposition of the diurnal composite is found to

be a particularly compact diagnostic technique for summarizing many of the above

1In other words, at a coarse exterior (interior) horizontal resolution of 400 km (4 km).
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effects.

A second objective of this dissertation is to seek insight from superparameter-

ized simulations towards understanding unresolved diurnal rainfall mechanisms in

nature, in two regimes where the approach can offer new insight. The first is over

the ocean, where remote control by circulations set up over land are thought to

play a role in the observed oceanic diurnal rainfall pattern, which is not completely

understood. The unique ability of superparameterized simulations to handle con-

vection explicitly while still treating global scales provides a useful perspective.

The second is over the Central US, where trade-offs in the superparameteriza-

tion approach situate it conveniently in the midst of a debate about the role of

small-scale vs. large-scale dynamics in underpinning a regional nocturnal rainfall

maximum.

Chapter 5 focuses on the diurnal rainfall cycle over oceanic regimes where gauge

data are sparse, and trustworthy satellite constraints on the space-time structure

of rainfall have only recently provided adequate sampling. In the subtropics and

tropics, several aspects of diurnal remote control by land are poorly simulated in

an ensemble of conventional and superparameterized climate projection models.

For the worst performing conventional climate projection model, superparameter-

ization appears to offer some benefits by removing an unrealistic deep barotropic

gravity wave emanating from land. The source of this wave is shown to be unreal-

istically extreme diurnal latent heating over tropical landmasses, a consequence of

using an undilute CAPE closure in implementing the Arakawa-Schubert cumulus

parameterization.

In the extratropics, model analysis over the boreal summer Gulf Stream diur-

nal rainfall regime suggests that diurnal moisture convergence associated with an

especially large scale sea breeze circulation provides a key budgetary balance to

the observed rainfall pattern. The observed pattern is well simulated by all but

one model, for which it is argued that under-sensitivity of the cumulus parameter-



215

ization to free tropospheric humidity, and distortions in the vertical structure of

convective heating over coastal land, play joint roles in suppressing Gulf Stream

diurnal rainfall. Column energetics indicate a strong convective amplification of

the land-sea radiative contrast that drives the sea breeze circulation in the simula-

tions. This dynamical coupling to deep convection may help explain the fact that

the Gulf Stream regime is a regionally anomalous feature of the boreal summer

climatological diurnal rainfall composite.

Finally, Chapter 6 addresses the issue of the Central US warm season nocturnal

rainfall maximum, itself a symptom of long range propagating organized convection

traveling eastward from the Rockies. The rate of eastward travel, which situates

the rainfall maximum where it exists in nature, is in debate in that it can arguably

be controlled either by fast manifold processes (density currents, gust fronts) or

slow manifold processes (regional semi-geostrophic circulations, potential vortic-

ity advection, large scale gravity wave dynamics) or some combination thereof.

Chapter 6 presents new evidence supporting the slow-manifold view, in that a su-

perparameterized simulation – which artificially restricts the spatial scale of fast

manifold processes – is shown to capture the essence of the observed signal. This

result is surprising in that it has been previously argued that the assumption of

periodic boundary conditions in the embedded cloud model should prohibit prop-

agating nocturnal Central US convective systems in superparameterized simula-

tions (Ovtchinnikov et al., 2006). A conceptual model is thus developed describing

how new pathways are available in the re-engineered subgrid interface of MMFs

to mediate such diurnal propagation that are not available in conventionally pa-

rameterized climate models. An argument is proposed, drawing on ideas from the

literature, suggesting that the propagating convection signal in superparameterized

simulations may be mediated by large-scale first-baroclinic gravity wave interac-

tions with a prognostic organization lifecycle, emphasizing the physical importance

of preserving convective “memory” at the inner resolved scale.



Appendix A

Model nomenclature

These are the conventionally parameterized and superparameterized (SP) ver-

sions of the Community Atmosphere Model (CAM) and Community Climate Sys-

tem Model (CCSM)1 that are analyzed in this dissertation:

1CCSM means CAM coupled to an interactive ocean model.
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Acronym Horizontal resolution Dynamical
core

Convection
scheme

CAM3.0 T42 (∼ 300-700 km) Spectral;
semi-
Lagrangian

Conventional
parameteriza-
tion; Zhang-
McFarlane
closed on undi-
lute CAPE.

SPCAM3.0 T42 (∼ 300-700 km) Spectral;
semi-
Lagrangian

Super-
parameterization;
32 CRM
columns 4 km
apart, arranged
east-west.

SPCCSM3.0 T42 (∼ 300-700 km) Spectral;
semi-
Lagrangian

Super-
parameterization;
32 CRM
columns 4 km
apart, arranged
east-west.

CAM3.5 1.9◦ × 2.5◦ (∼ 250 km) Finite-
volume

Conventional
parameteriza-
tion; Zhang-
McFarlane
closed on dilute
CAPE.

SPCAM3.5 1.9◦ × 2.5◦ (∼ 250 km) Finite-
volume

Super-
parameterization;
64 CRM
columns 1
km apart, ar-
ranged either
east-west (xz)
or north-south
(yz).
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