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ABSTRACT OF THE DISSERTATION 

 
Studying human development by single-cell profiling of primary human tissues and genetic 

perturbations of novel developmental models 
 
 

by 
 
 
 

Yan Wu 
 
 

Doctor of Philosophy in Bioengineering 
 

University of California San Diego, 2020 
 

Professor Kun Zhang, Chair 
Professor Prashant Mali, Co-Chair 

 
 
 

Understanding human development is critical to understanding human evolution, 

treating developmental disorders, and creating regenerative therapeutics. Single-cell 

methods have enabled the high-resolution profiling of developmental trajectories and novel 

organoid models have facilitated a greater understanding of difficult to access developmental 

periods, especially through the use of perturbation experiments. Here, we used a novel multi-

lineage developmental model along with profiling of the developing human prefrontal cortex 

to better understand human development and evolution. First, we developed a novel 

visualization method, Similarity Weighted Nonnegative Embedding (SWNE), which both 

preserves the structure of single-cell datasets and enables key marker genes and relevant 
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genesets to be embedded alongside the cells. We then leveraged a novel multi-lineage 

developmental model, the teratoma, to study the role of key developmental genes. We 

conducted a pooled CRISPR knockout screen of those regulators in the teratoma with a 

single cell RNA-seq readout, enabling us to better understand the function of these genes 

across all major human lineages. Finally, we used both single-cell RNA-seq and single-cell 

chromatin accessibility profiling to study the role of human accelerated regions (HARs), 

genomic regions thought to influence human-specific evolution, in human corticogenesis. 

The chromatin accessibility enabled us to assess the activity of HARs in specific 

developmental cell types and link those HARs to genes using co-accessibility of the HARs 

and gene promoters, while the RNA-seq enabled us to validate the expression of those HAR-

linked genes. 



 

1 

INTRODUCTION 

Deciphering the processes that underlie how humans develop from a single-cell 

embryo to a multi-trillion cell person has long been a goal of developmental biologists. A 

greater understanding of the molecular biology of human development can help clinicians 

better treat or manage developmental diseases, such as Autism Spectrum Disorder, as well 

as offer the potential to harness the regenerative power of development for treating disease 

and injury, such as in repairing cardiac tissue after a heart attack (DiCicco-Bloom et al. 2006; 

Xin, Olson, and Bassel-Duby 2013). Additionally, understanding human specific development 

can shed light on the evolutionary origins of humans as a species(Arthur 2002; Levchenko et 

al. 2018).  

Genomic assays that can shed light on the gene expression, chromatin accessibility, 

or transcription factor binding sites of developing tissues have shed light on the dynamic 

developmental processes (Y. Y. Zhu et al. 2001; de la Torre-Ubieta et al. 2018; Jolma et al. 

2013). However, these methods have traditionally relied on pooling cells to obtain a bulk 

signal, potentially obscuring heterogeneity among individual cells. Many developmental 

processes exist along a continuum between progenitor and mature cell populations, requiring 

us to measure things like gene expression at a single-cell level (Marioni and Arendt 2017; 

Griffiths, Scialdone, and Marioni 2018). Thus, advances in our ability to profile gene 

expression and chromatin accessibility at a single-cell level have unlocked our understanding 

of processes such as hematopoiesis and neurogenesis (Macosko et al. 2015; Rosenberg et 

al. 2018; Cao et al. 2019; Buenrostro et al. 2015; B. B. Lake et al. 2017; Paul et al. 2015; 

Dulken et al. 2017).  

These single-cell datasets are extremely high-dimensional, meaning they measure up 

to hundreds of thousands of variables for each cell. In single-cell RNA-seq each variable 

corresponds to a gene, and oftentimes tens of thousands of genes will be relevant for a given 
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dataset (Macosko et al. 2015). In single-cell chromatin accessibility, each variable 

corresponds to a genomic region, which oftentimes results in the measurement of 

accessibility at hundreds of thousands of genomic regions (Buenrostro et al. 2015). One 

approach to understanding these datasets is to visualize the relationships between cells in 2 

or 3 dimensional scatterplot (Becht et al. 2018; Kobak and Berens 2019). Ideally these 

visualizations would maintain both the structure of the data while facilitating interpretability.  

While much research has been done on generating visualizations that can faithfully 

distinguish different cell types while preserving global structures, such as distances between 

cell types and trajectories, very little work has been done on ensuring that these 

visualizations are easily interpretable (Becht et al. 2018; Kobak and Berens 2019; Moon et 

al. 2019). We developed a method, Similarity Weighted Nonnegative Embedding (SWNE), 

which can preserve global structure at least as well as existing methods while enabling key 

cell type marker genes, as well as genesets to be visualized alongside the cells (Wu, 

Tamayo, and Zhang 2018). These marker genes and genesets serve as landmarks to guide 

the viewer through the single-cell dataset, allowing for greater interpretability.  

Another key aspect of understanding human development is the use of model 

systems. Since human development itself is difficult to study in an ethical manner, model 

systems such as animals or cell culture models are key research tools that can be analyzed 

and perturbed. Animal models, however, oftentimes fail to recapitulate human specific 

features of development, especially brain development (Hodge et al. 2019). 2D culture 

models are limited in their ability to generate mature cell types due to the lack of 3D cellular 

context (Camp et al. 2017). And while 3D organoid models are able to more faithfully 

recreate human developmental cell types, they are limited to a single lineage (such as kidney 

or brain), while development is fundamentally a multi-lineage process (Combes et al. 2019; 

Velasco et al. 2019). We harnessed the multi-lineage power of the teratoma in order to 
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generate a model of human development that can capture all major germ layers and 

developmental lineages, while also creating a 3D vascularized environment where cells can 

mature. We demonstrated this multi-lineage functionality using a CRISPR knockout screen of 

key developmental regulators in teratomas, assessing the effect of the knockouts using 

single-cell RNA-seq. 

 

  Finally, understanding human specific development can help with 

understanding human evolution. One approach to dissecting the molecular biology behind 

human evolution is to look for Human-specific Accelerated Regions (HARs) via comparative 

genomics(Pääbo 2014; Levchenko et al. 2018). These are regions of the genome that are 

thought to be of functional importance, while also showing signs of increased mutation in the 

human specific branch of the evolutionary tree (Pääbo 2014; Levchenko et al. 2018). While 

there have been efforts to study the biological role of these HARs using organoid systems, 

enhancer reporter assays, and chromatin capture analysis, the cell-type specific role of these 

HARs in human brain development has yet to be assessed (Kanton et al. 2019; Doan et al. 

2016; Capra et al. 2013; Won et al. 2019; Ryu et al. 2018). We generated a single-cell 

chromatin accessibility and gene expression atlas of human cortical development from week 

16 and week 18 prefrontal cortex. The single-cell map of chromatin accessibility enabled us 

to directly assess the activity of HARs in each developmental cell type, as well as identify 

genes that appear to be regulated by these HARs, enabling us to dissect the cell-type 

specific role of these HARs during development.  
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CHAPTER 1. Developing a single-cell visualization method that preserves data 

structure and facilitates data interpretation 

 

1.1. Introduction 

Single cell gene expression profiling has enabled the quantitative analysis of many 

different cell types and states, including human brain cell types (Lake et al. 2016; Lake et al. 

2017) and cancer cell states (Tirosh et al. 2016; Puram et al. 2017), while also enabling the 

reconstruction of cell state trajectories during reprogramming and development (Trapnell et 

al. 2014; Qiu et al. 2017; Setty et al. 2016). Recent advances in droplet based single cell 

RNA-seq technology (Macosko et al. 2015; Lake et al. 2017) as well as combinatorial 

indexing techniques (Cao et al. 2017a; Rosenberg et al. 2017) have improved throughput to 

the point where tens of thousands or even millions of single cells can be sequenced in a 

single experiment, creating an influx of single cell gene expression datasets. In response to 

this influx of data, computational methods have been developed for latent factor identification 

(Buettner et al. 2017), clustering (B. Wang et al. 2017), cell trajectory reconstruction (Qiu et 

al. 2017; Setty et al. 2016), and differential expression (Kharchenko, Silberstein, and 

Scadden 2014). However, visualization of these high dimensional datasets is critical to their 

interpretation, and existing visualization methods often distort properties of the data, while 

lacking in biological context.  

A common visualization method is t-Stochastic Neighbor Embedding (t-SNE), a non-

linear visualization method that tries to minimize the Kullback-Leibler (KL) divergence 

between the probability distribution defined in the high dimensional space and the distribution 

in the low dimensional space (Maaten and Hinton 2008; van der Maaten 2014). This property 

enables t-SNE to find local patterns in the data that other methods, such as Principal 

Component Analysis (PCA) (Abdi and Williams 2010) and Multidimensional Scaling (MDS) 
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(Kruskal 1964), cannot (Maaten and Hinton 2008). However, t-SNE often fails to accurately 

capture global structure in the data, such as distances between clusters, making interpreting 

higher order features of t-SNE plots difficult. While a recent method, UMAP, addresses the 

issue of capturing global structure in discrete datasets, it seems to still distort single cell gene 

expression trajectories (McInnes and Healy 2018).  

Additionally, visualizations such as t-SNE and UMAP lack biological context, such as 

which genes are expressed in which cell types, requiring additional plots or tables for 

interpretation. Dual-tSNE creatively addressed this issue by plotting genes and samples in 

parallel tSNE plots, which enabled users to link gene expression in one plot to specific 

samples in the partner plot, and vice versa (Huisman et al. 2017). Genetically Weighted 

Connectivity Analysis linked gene sets to the physical connectome using spatial 

transcriptomics (Ganglberger et al. 2018), and Onco-GPS enabled users to embed 

biologically interpretable factors alongside samples (J. W. Kim et al. 2017). However, to our 

knowledge, there are still no methods that allow for features and samples to be embedded 

onto the same plot. 

Here, we developed a method for visualizing high dimensional single cell gene 

expression datasets, Similarity Weighted Nonnegative Embedding (SWNE), which captures 

both local and global structure in the data, while enabling the genes and biological factors 

that separate the cell types and trajectories to be embedded directly onto the visualization. 

SWNE adapts the Onco-GPS NMF embedding framework (J. W. Kim et al. 2017) to 

decompose the gene expression matrix into latent factors, embeds both factors and cells in 

two dimensions, and smooths both the cell and factor embeddings by using a similarity 

matrix to ensure that cells which are close in the high dimensional space are also close in the 

visualization. In this way, SWNE maintains fidelity when visualizing the global and local 

structure of the data for both developmental trajectories and discrete cell types.   
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1.2. Results 

1.2.1 SWNE overview and methodology 

SWNE combines Nonnegative Matrix Factorization (NMF) and Shared Nearest 

Neighbors (SNN) networks to generate a two dimensional visualization of both genes and 

cells. First, SWNE uses NMF (Lee and Seung 1999; Franc, Hlaváč, and Navara 2005) to 

create a parts based factor decomposition of the data (Figure 1a). The number of factors (𝑘) 

is chosen by selecting the highest k that results in a decrease in reconstruction error above 

the decrease in reconstruction error for a randomized matrix (Frigyesi and Höglund 2008) 

(Methods). With NMF, the gene expression matrix (𝐴) is decomposed into: (1) a genes by 

factors matrix (𝑊), and (2) a factors by cells matrix (𝐻) (Figure 1a). SWNE then uses the 

similarity matrix, specifically an SNN network (Houle et al. 2010a), to smooth the 𝐻 matrix, 

resulting in a new matrix 𝐻௦ . SWNE calculates the pairwise distances between the rows 

of the 𝐻௦  matrix, and uses Sammon mapping (Sammon 1969) to project the distance 

matrix onto two dimensions (Figure 1a). Next, SWNE embeds cells relative to the factors 

using the cell scores in the unsmoothed 𝐻 matrix, and embeds genes relative to the factors 

using the gene loadings 𝑊 matrix. Finally, SWNE uses the SNN network to smooth the cell 

coordinates so that cells which are close in the high dimensional space are close in the 

visualization (Figure 1a).  

 

1.2.2 SWNE faithfully captures local and global structure in simulated datasets 

To benchmark SWNE against t-SNE, UMAP, and other visualization methods, we 

used the Splatter single-cell RNA-seq simulation method (Zappia, Phipson, and Oshlack 

2017) to generate two synthetic datasets. We generated a 2700 cell dataset with five discrete 

groups, where Groups 2 – 4 were relatively close and Groups 1 & 5 were further apart 
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(Figure 1b). We also generated a simulated branching trajectory dataset with 2730 cells and 

four different paths, where Path 1 branches into Paths 2 & 3, and Path 4 continues from Path 

3 (Figure 1b).  

For the discrete simulation, the t-SNE plot qualitatively distorts the cluster distances, 

making Groups 1 & 5 closer than they should be to Groups 2 – 4 (Figure 1c). The SWNE 

and UMAP plots both accurately show that Groups 1 & 5 are far from each other and Groups 

2 – 4, while still separating Groups 2 – 4 (Figure 1c). PCA, LLE, and MDS do a better job of 

accurately visualizing cluster distances, but have trouble visually separating Groups 2 – 4 

(Figure S1a). For the branching trajectory simulation, the t-SNE and UMAP plots incorrectly 

expand the background variance of the paths, while the SWNE plot does a better job of 

capturing the important axes of variance, resulting in more clearly defined paths (Figure 1d). 

PCA, LLE, and MDS again do a better job of capturing the trajectory-like structure of the 

data, but still expand the background variance more than SWNE (Figure S1b). 

To quantitatively benchmark the visualizations, we developed metrics to quantify how 

well each embedding captures both the global and local structure of the original dataset. For 

the discrete simulation, we calculated the pairwise distances between the group centroids in 

the original gene expression space, and then correlated those distances with the pairwise 

distances in the 2D embedding space to evaluate the embeddings’ ability to capture global 

structure (Methods). To evaluate local structure, we calculated the average Silhouette score 

(Rousseeuw 1987), a measure of how well the groups are separated, for each embedding 

(Methods). For maintaining global structure, SWNE outperforms t-SNE, performs similarly to 

UMAP, and performs about as well as PCA, MDS, and Diffusion Maps (Figure 1e). SWNE 

also outperforms every other method, including t-SNE and UMAP, in cluster separation 

(Figure 1e).  



 

8 

For the trajectory simulation, since we know the simulated pseudotime for each cell, 

we divide each path into groups of cells that are temporally close (Methods). We then 

evaluate global structure by calculating pairwise distances between each path-time-group in 

the original gene expression space and the 2D embedding space, and then correlating those 

distances (Methods). We can evaluate local structure by constructing a ground truth 

neighbor network by connecting cells from adjacent pseudotimes, and then computing the 

Jaccard similarity between each cell’s ground truth neighborhood matches and its 2D 

embedding neighborhood (Methods). SWNE outperforms t-SNE and UMAP in capturing 

global structure, and performs about as well as PCA, MDS, and LLE (Figure 1f). For 

capturing neighborhood structure, SWNE again outperforms every other embedding, 

including t-SNE and UMAP (Figure 1f). Finally, both the qualitative and quantitative 

benchmarks show that SNN smoothing of the cell and factor embeddings is critical to 

SWNE’s performance, especially for capturing local structure in the data (Figure 1e2b, 1f, 

Figure S1a, S1b). 

We assessed how changing the number of factors affects both the quantitative of 

qualitative performance of SWNE on the trajectory and discrete simulated datasets. Visually, 

using too few factors results in sub-optimal cluster separation, while using too many factors 

results in only a minor decrease in visualization quality (Figure S1c, S1d). The quantitative 

performance of SWNE is fairly robust across the number of factors used, although again 

there is more of a penalty for using too few factors than too many (Figure S1e, S1f).  

Additionally, we assessed SWNE’s runtime alongside UMAP and t-SNE on simulated 

datasets. It seems like SWNE scales linearly with the number of samples, and visualizes 

50,000 cells using the top 3,000 over-dispersed genes in about 8 minutes (Supplementary 

Files). In comparison, t-SNE and UMAP visualize the same dataset, using the top 40 
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principal components as input, in about 8 minutes and 2 minutes respectively 

(Supplementary Files). 
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Figure 1:  SWNE overview and ability to capture local and global structure in simulated 
datasets. (a) The gene expression matrix (𝐴) is decomposed into a gene loadings matrix (W) 
and a factor matrix (𝐻) using NMF, selecting the number of factors by taking the highest 
number of factors that still results in a reduction in reconstruction error above noise(Frigyesi 
and Höglund 2008) (Methods). The factor matrix (𝐻) is smoothed using the SNN network, 
and factors (rows of 𝐻) are embedded in 2 dimensions via Sammon mapping of their 
pairwise distances. Cells are embedded relative to the factors using the cell scores matrix 
(𝐻), and selected genes are embedded relative to the factors using the gene loadings matrix 
(𝑊). Finally, the cell embeddings are refined using the SNN network. (b) Simulating a 
discrete dataset with five clusters, and a branching trajectory dataset with four paths. (c) 
SWNE, t-SNE, and UMAP plots of the simulated discrete dataset (see Figure S1e for 
additional plots). (d) SWNE, t-SNE, and UMAP plots of the simulated trajectory dataset (see 
Figure S1f for additional plots). (e) Quantitative evaluation of SWNE and existing 
visualization methods on the discrete simulation. Global structure is evaluated by correlating 
pairwise cluster distances in the embedding with distances in the gene expression space. 
Cluster separation is evaluated with the Silhouette score. (f) Quantitative evaluation of 
SWNE and existing visualization methods on the trajectory simulation. Global structure is 
evaluated by dividing each path up into time steps, and correlating pairwise path-time-step 
distances in the embedding with distances in the gene expression space. Local structure is 
evaluated by taking the Jaccard similarity of the nearest neighbors in the embeddings with 
the true nearest neighbors. 



 

11 
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1.2.3 Illuminating the branching structure of hematopoiesis 

We then applied SWNE to analyze the single cell gene expression profiles of 

hematopoietic cells at various stages of differentiation(Paul et al. 2015). Briefly, single cells 

were sorted from bone marrow and their mRNA was sequenced with single cell RNA-

seq(Paul et al. 2015) (Figure 2a). The differentiation trajectories of these cells were 

reconstructed using Monocle2(Qiu et al. 2017), a method built to identify branching 

trajectories and order cells according to their differentiation status, or “pseudotime” (Figure 

2a). The branched differentiation trajectories are shown in the tree in Figure 2a, starting from 

the monocyte and erythrocyte progenitors (MP/EP) and either moving to the erythrocyte (Ery) 

branch on the right, or the various monocyte cell types on the left(Qiu et al. 2017). We 

selected the number of factors for SWNE using our error reduction above noise selection 

method (Figure S2a, S2b, Methods). 

We benchmarked SWNE performance on the hematopoiesis dataset using the same 

metrics we applied to the simulated trajectory dataset. To evaluate global structure, we 

divided the cell type clusters into groups that are temporally close according to their 

Monocle2 pseudotime, and then correlated pairwise distances between each cluster-

pseudotime-group in the original gene expression space with distances in the 2D embedding 

space (Methods). We evaluated local structure by computing the Jaccard similarity between 

each cell’s neighborhood in the gene expression space and its neighborhood in the 

embedding space (Methods). SWNE outperforms t-SNE and UMAP, as well as other 

embedding methods, when it comes to maintaining global structure in the dataset (Figure 

2b). SWNE performs about as well as UMAP in capturing neighborhood structure, and is 

slightly out-performed by t-SNE (Figure 2b). 

Qualitatively, the SWNE plot does a better job of capturing the two dominant 

branches: erythrocyte and the monocyte, and shows that those two branches are the primary 
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axes of variation in this dataset (Figure 2c). While the t-SNE plot captures the correct 

orientation of the cell types, it disproportionately expands the more differentiated cell types, 

obfuscating the branch-like structure of the data (Figure 2c). The UMAP plot also 

disproportionately expands the mature cell types, while placing the monocyte and erythrocyte 

branches too far apart. Qualitatively, SWNE, t-SNE and UMAP seem to all visually separate 

the cell types well. However, none of the methods accurately orient the different monocyte 

cell types in the monocyte branch, most likely because the variance is dominated by the 

erythrocyte – monocyte split, and the extent of differentiation.  

We also used Monocle2 to calculate differentiation pseudotime for the dataset, which 

is a metric that orders cells by how far along the differentiation trajectory they are (Qiu et al. 

2017). We then overlaid the pseudotime score on the SWNE, t-SNE, and UMAP plots 

(Figure 2d, 2e). In the SWNE plot, there is a clear gradient of cells at different stages of 

differentiation along the two main branches (Figure 2d). The gradient in the t-SNE and 

UMAP plots is not as visible, most likely because t-SNE and UMAP obscure the branching 

structure by expanding the more differentiated cell types (Figure 2e).  

Additionally, we compared the SWNE visualization with the two types of trajectory 

plots generated by Monocle2, which uses reversed graph embedding (RGE) to learn the 

underlying graph that best represents the data (Qiu et al. 2017). The Monocle2 plot of two 

RGE components is able to resolve the main erythrocyte and monocyte branches, but cannot 

visually separate the monocyte cell types (Figure S2c). With ten RGE components, 

Monocle2’s tree-based visualization can resolve the different monocyte branches (Figure 

S2d). Nevertheless, SWNE is able to both capture the two main branches of the data while 

still visually separating the monocyte cell types (Figure 3c). Additionally, the Monocle2 

visualizations assume the data is continuous, and are specific to the Monocle2 analysis 
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framework, while SWNE makes no such assumptions and is meant to be used for both 

discrete cell types/states and continuous cellular trajectories (Qiu et al. 2017).  

Furthermore, SWNE provides an intuitive framework to show how specific genes and 

biological factors contribute to the visual separation of cell types or trajectories by embedding 

factors and genes onto the visualization. We used the gene loadings matrix (𝑊) to identify 

the top genes associated with each factor, as well as the top marker genes for each cell type, 

defined using Seurat (Butler et al. 2018; Satija, Butler, and Hoffman 2018) (Methods, 

Supplementary Files). We chose five factors and five genes that we found biologically 

relevant (Figure 4a, 4c, Supplementary Files). The genes are: Apoe, Flt3, Mt2, Sun2, and 

Gpr56. The factors are: Inflammation, Epigenetic regulation, Metal binding, HSC 

maintenance, and Early erythrocyte differentiation, and factor names were determined from 

the top genes associated with each factor (Supplementary Files). These factors and genes 

enable the association of biological processes and genes with the cell types and trajectories 

shown in the data visualization. For example, erythrocytes (Ery) are associated with metal 

binding and express Mt2, a key metal binding protein, while neutrophils (Neu) are associated 

with inflammation (Figure 2c). Additionally, the embedded factors and genes allow for 

interpretation of the overall differentiation process (Figure 2d). Undifferentiated progenitors 

(MP/EP) express Apoe, granulocyte-monocyte progenitors (GMP) express Flt3, while more 

differentiated neutrophils (Neu) express Sun2 (Figure 2d).  
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Figure 2: Illuminating the branching structure of hematopoiesis. (a) Paul et al sorted 
single hematopoietic cells from bone marrow, sequenced them with single cell RNA-seq 
(Mars-Seq), and identified the relevant cell types. The hematopoiesis trajectories were 
reconstructed using Monocle2, and the cells were ordered according to their Monocle2 
differentiation pseudotime. (b) Quantitative evaluation of SWNE and other embeddings on 
the hematopoiesis dataset. Global structure is evaluated by dividing cell type clusters into 
groups of cells with similar pseudotime, and correlating pairwise cluster-pseudotime-group 
distances in the embedding with distances in the gene expression space. Local structure is 
evaluated by taking the Jaccard similarity of the nearest neighbors in the embeddings with 
the nearest neighbors in the gene expression space. (c) SWNE plot of the hematopoiesis 
dataset, with selected genes and biological factors displayed (see Figure 4a, 4c, 
Supplementary Files for gene and factor annotations), alongside the t-SNE and UMAP 
plots. (d) SWNE, t-SNE, and UMAP plots of the hematopoiesis dataset, with developmental 
pseudotime calculated using Monocle2 overlaid onto the plot.  

 

 



 

16 

 

 

  



 

17 

1.2.4 Creating an interpretable map of the human visual cortex and cerebellum 

We also applied SWNE to a single nucleus RNA-seq (snDrop-Seq) human brain 

dataset (Lake et al. 2017) from the visual cortex (13,232 cells) and the cerebellum (9,921 

cells) (Figure 3a). Briefly, single nuclei were dissociated from the visual cortex and 

cerebellum of a single donor and sequenced using snDrop-Seq (Figure 3a) (Lake et al. 

2017). Again, the number of factors for SWNE was selected using the error reduction above 

noise method (Figure S2e, S2f). 

As with the hematopoiesis dataset, SWNE is able to visually separate cell types while 

providing an intuitive framework to visualize the contributions of specific genes and factors to 

that visual separation (Figure 3b). We selected four factors (Myelin formation, Cell 

Junctions, Glutamate transport and Axon projection) and ten genes (PLP1, GRIK1, SLC1A2, 

LHFPL3, CBLN2, NRGN, FSTL5, POSTN, DCC, DAB1, NTNG1) to embed onto the SWNE 

plot using cell type markers and gene loadings (Figure 4b, 4d, Supplementary Files), 

adding biological context to the spatial placement of the cell types (Figure 3b). CBLN2, a 

gene known to be expressed in excitatory neuron types (Seigneur and Sudhof 2017), is 

visually close to Layer 2/3 excitatory neurons (Ex_L2/3) and GRIK1, a key glutamate 

receptor (Sander 1997), is close to  inhibitory neurons (Figure 3b, Figure 4d). Additionally, 

the Myelin formation biological factor is near Oligodendrocytes (Oli), consistent with their 

function in creating the myelin sheath (Bunge 1968) (Figure 3b). The Cell junction biological 

factor is very close to Pericytes (Per) and Endothelial cells (End), reinforcing their functions 

as the linings of blood vessels, while the Axon projection factor is close to the excitatory 

neuron clusters, reflecting their role in transmitting action potentials (Figure 3b).  

We also demonstrate that SWNE is able to project data across technologies by 

projecting a 3000-cell cortical neuron dataset, generated from a different individual, using 

Smart-seq+ on a Fluidigm C1 microfluidic system onto the snDrop-Seq SWNE embedding 
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(Figure 3a) (B. Lake et al. 2016). The Smart-seq+ protocol generates full length, total RNA 

without UMIs while the snDrop-Seq system generates 3’ mRNA tags with UMIs (Figure 3a) 

(Lake et al. 2016; Lake et al. 2017). Despite the major differences in technologies, the 

cortical neuron cell types in the C1 data project onto the same locations where the 

corresponding cell types in the snDrop-Seq data were embedded (Figure 3c). Plotting the 

C1 and snDrop-Seq data together shows that the technology specific batch effects are 

minimal (Figure S2g). Thus, SWNE’s ability to project new data onto existing embeddings 

can be used to integrate datasets across technologies and individuals.   

t-SNE (Figure 3d) and UMAP (Figure 3e) are also able to visually separate the 

various brain cell types. Again, t-SNE seems to distort distances between cell types. For 

example, the Inhibitory neuron 7/8 (In7/8) cluster is equidistant from both the In6 cluster and 

Oligodendrocyte Progenitors (OPCs) (Figure 3d). Based off of their biological functions, 

In7/8 and In6 should be close and both clusters should be far from OPCs. Both SWNE and 

UMAP are able to more accurately visualize cluster distances (Figure 3b, 3e). UMAP in 

particular seems to generate the qualitatively cleanest visual separation between cell type 

clusters, while also maintaining the global structure of the data (Figure 3e).  
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Figure 3: Creating an interpretable map of the human visual cortex and cerebellum. (a) 
Single nuclei were dissociated from the human cortex and cerebellum, and sequenced using 
both single nucleus Drop-Seq (snDrop-Seq) and the Fluidigm C1 platform (Lake et al. 2016; 
Lake et al. 2017). snDrop-Seq uses unique molecular indexes (UMIs), and only captures the 
3’ end of mRNA transcripts. The C1 method does not use UMIs and captures full length total 
RNA. (b) SWNE plot of cells from the visual cortex and cerebellum generated using snDrop-
Seq, with selected genes and factors displayed (see Figure 4b, 4d, Supplementary Files 
for gene and factor annotations). (c) C1 data projected onto the snDrop-Seq SWNE 
embedding. The grey inset outlines the region where cortical neurons are embedded. (d) t-
SNE plot of cells from the visual cortex and cerebellum generated using snDrop-Seq. (e) 
UMAP plot of cells from the visual cortex and cerebellum generated using snDrop-Seq. 
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1.2.5 Validating and assessing gene embeddings 

To check if the embedded genes in the hematopoiesis and human brain datasets are 

indeed informative, we plotted the top cluster log fold-change vs top factor loading log fold-

change for each gene (Figure 4a-b). Genes with high cluster specific expression are more 

likely to be biologically relevant, and genes that have high factor loading specificity are more 

likely to be visually informative. The genes we chose to embed for both datasets fell above 

the cluster and factor log fold-change cutoffs (Figure 4a-b). Additionally, we generated cell 

type expression heatmaps for the embedded genes to show in which cell type(s) each 

embedded gene is expressed (Figure 4c-d). 

 We also evaluated where differentially expressed (DE) genes and non-

differentially expressed (non-DE) genes would be embedded. To start we looked at 

examples of where DE and non-DE genes would embed. We picked the DE genes and non-

DE genes by ranking genes in each dataset by the average of the cluster log fold-change 

and the factor log fold-change, and picking genes from the top and bottom of the list. For the 

hematopoiesis dataset, we chose Apoe as the DE gene, specific to monocotyte and 

erythrocyte progenitors (MP/EP), and Snap29 as the non-DE gene, overlaying their 

respective expression levels onto the SWNE plot (Figure 4e). Apoe is visually close to 

MP/EP cell type, while Snap29 seems to be equidistant from all cells (Figure 4e). For the 

human brain dataset, we chose PLP1, an oligodendrocyte (Oli) marker, as the DE gene, and 

CADM2 as the non-DE gene. Again, PLP1 embeds close to the cluster that expresses it, 

while CADM2 embeds near the middle of the plot (Figure 4f). For a more systematic 

evaluation of gene embedding locations, we generated heatmaps of gene embedding 

locations. For the hematopoiesis dataset, DE genes tend to embed near the edges of the 

plot, while non-DE genes mostly embed towards the center (Figure 4g). For the human brain 
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dataset, the DE genes are slightly more spread out but the non-DE genes still mostly embed 

near the center (Figure 4h). 
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Figure 4: Identifying and validating gene embeddings. (a – b) Top cluster expression log 
fold-changes vs top factor loading log-fold changes for genes in the hematopoiesis (a) 
(Figure 2) and human brain (b) (Figure 3) datasets, with genes chosen for embedding 
labeled. Genes with both high cell type and factor log fold-changes are high quality 
candidates for embedding (top right quandrant). (c – d) Cell type specific gene expression for 
embedded genes in the hematopoiesis (c) (Figure 2) and human brain (d) (Figure 3) 
datasets. (e) An example of a differentially expressed gene (Apoe) and a non-differentially 
expressed gene (Snap29) embedded onto the hematopoiesis SWNE plot with corresponding 
expression overlaid (Figure 2). (f) An example of a differentially expressed gene (PLP1) and 
a non-differentially expressed gene (CADM2) embedded onto the human brain SWNE plot 
with corresponding expression overlaid (Figure 3). (g) Heatmap showing the locations of 
embedded differentially expressed and non-differentially expressed genes on the 
hematopoiesis SWNE embedding. (h) Heatmap showing the locations of embedded 
differentially expressed and non-differentially expressed genes on the human brain SWNE 
embedding. 
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1.3 Discussion 

1.3.1 SWNE improves visualization fidelity for both continuous and discrete datasets  

Interpretation and analysis of high dimensional single cell gene expression datasets 

often involves summarizing the expression patterns of tens of thousands of genes in two 

dimensions, creating a map that shows viewers properties of the data such as the number of 

cell states or trajectories, and how distinct cell states are from each other. However, while t-

SNE, the most popular visualization method, can visualize subtle local patterns of expression 

that other methods cannot, it often distorts global properties of the dataset such as cluster 

distances and sizes (Figure 1e, 1f). This is especially apparent in t-SNE visualizations of 

developmental datasets, as t-SNE tends to exaggerate the size of cell types instead of 

visualizing the axes of differentiation (Figure 2c, 2d). While UMAP, a more recent 

visualization method, addresses these issues for discrete datasets (Figure 3e), it also has 

limitations when visualizing continuous time-series data with developmental trajectories, and 

actually performs worse than t-SNE in capturing the trajectories in some cases (Figure 2b, 

2c, 2d).  

Here, we integrated NMF with a Nearest Neighbors smoothing method to create 

SWNE, a visualization method that preserves global and local properties of the data for both 

continuous and discrete datasets. A key factor in SWNE’s performance is the Shared 

Nearest Neighbors (SNN) network weighting. Without SNN weighting, the quantitative and 

qualitative performance of SWNE drops off (Figure 1e, 1f, S1a, S1b). We believe SNN 

weighting reduces the effect of biological or technical noise, collapsing the data onto the 

biologically relevant components of heterogeneity. Surprisingly, this ability to minimize noise 

enables SWNE to capture local structure in the data better than t-SNE, and in some cases, 

UMAP (Figure 1e, 1f). This ability to capture local structure enables SWNE to be effective at 

illuminating the branch-like structure in developmental trajectory datasets (Figure 1f, 2c, 2d). 
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1.3.2 SWNE adds biological context to visualizations and projects data across technologies 

Additionally, t-SNE, UMAP, and other existing methods only display cells, forcing 

important biological context, such as cell type marker genes, to be shown in separate plots. 

One of SWNE’s key advantages is that the nonnegative factor embedding framework allows 

for embedding of genes and cells on the same visualization. The factors act as a skeleton for 

the data, as both cells and genes are embedded relative to these factors. The closer a group 

of cells is to a gene or a factor on the visualization, the more of that gene or factor the cells 

express (Figure 4e, 4g). If one thinks of visualizations as maps, these embedded genes and 

factors act as landmarks, adding key biological waypoints to features of the visualization. 

Embedding genes and factors also streamlines the presentation of the data, eliminating the 

need for separate plots of marker genes or gene sets.  

Batch effects in single cell RNA-seq are a well-known issue, and multiple methods 

have recently been developed for dataset integration (Butler et al. 2018; Haghverdi et al. 

2018). SWNE’s framework enables new data to be projected onto an existing SWNE 

embedding, which we demonstrated by projecting data generated using the Fluidigm C1 

microfluidic system onto an embedding generated from snDrop-Seq (Figure 3c). Despite the 

differences between the Fluidigm C1 and snDrop-Seq technologies, the C1 cortical neuron 

cell clusters map closely to the corresponding snDrop-Seq cell clusters in the embedding. 

Thus, SWNE’s ability to project data onto existing embeddings can be used to analyze 

datasets across technologies or individual patient samples. 

 

1.3.3 SWNE limitations and future work 

SWNE’s runtime is currently dominated by the NMF decomposition, so future work 

could focus on improving NMF speed, or substituting NMF with a faster matrix decomposition 
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method such as f-scLVM or Pagoda/Pagoda2 (Buettner et al. 2017; Fan et al. 2016). More 

recent methods that enable the decomposition of heterogeneity such as Nonnegative 

Independent Factor Analysis (NIFA) and deep learning methods such as Single-cell 

Variational Inference (scVI) could also improve the interpretability and performance of the 

matrix decomposition (Mao et al. 2020; Lopez et al. 2018). Additionally, SNN weighting 

occurs sequentially after embedding the cells, factors, and genes. This causes the genes 

and factors to sometimes be further from cell clusters than they should be, although they are 

still generally closest to the most relevant cell cluster. Future work could involve developing a 

more elegant method that allows factor embeddings to shift relative to the cell embeddings. 

Finally, hyperbolic embeddings have been shown to be a very useful visualization for 

continuous trajectories, as they simultaneously enable a continuous modeling of lineage 

trees (Klimovskaia et al. 2019). 

Overall, we developed a projection and visualization method, SWNE, which captures 

both the local and global structure of the data for continuous and discrete datasets, and 

enables relevant biological factors and genes to be embedded directly onto the visualization. 

Capturing global structure enables SWNE to address issues of distortion that occurs with t-

SNE and in some cases, UMAP, creating a more accurate map of the data. Capturing local 

structure with the SNN network smoothing enables SWNE to accurately visualize the key 

axes of variation. This enables SWNE to illuminate differentiation trajectories that are not 

apparent in other visualizations, such as t-SNE or UMAP. Finally, embedding key marker 

genes and relevant biological factors adds important biological context to the SWNE 

visualization. As single cell gene expression datasets increase in size and scope, we believe 

that SWNE’s ability to create an accurate, context-rich map of the datasets will enable more 

complete and meaningful biological interpretation. 
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1.4 Supplemental Figures and Supplemental Table Captions 
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Supplementary Figure 1: SWNE model selection stability and additional visualizations 
of simulated datasets. Related to Figure 1. (a) Additional visualizations for the discrete 
simulation: SWNE without SNN weighting, PCA, locally linear embedding (LLE), 
multidimensional scaling (MDS). (b) Additional visualizations for the trajectory simulation: 
SWNE without SNN weighting, PCA, locally linear embedding (LLE), multidimensional 
scaling (MDS). (c) SWNE visualizations of the discrete simulation across a range of 𝑘. (d) 
SWNE visualizations of the trajectory simulation across a range of 𝑘. (e) Quantitative 
evaluation of SWNE performance across a range of 𝑘 for the discrete simulation. (f) 
Quantitative evaluation of SWNE performance across a range of 𝑘 for the trajectory 
simulation. 
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Supplementary Figure 2: Factor selection plots and additional visualizations of the 
hematopoiesis and human brain datasets. Related to Figures 2 and 3. (a) Factor 
selection for the hematopoiesis dataset (Figure 2). The optimal number of factors is when 
the decrease in reconstruction error above noise falls below zero (Methods) (b) 
Hematopoiesis factor selection plot across five randomizations to demonstrate stability 
(Figure 2). (c) Monocle2 reversed graph embedding (RGE) plots of two RGE components 
with cells labeled by cell types and pseudotime (Figure 2). (d) Monocle2 reversed graph 
embedding complex tree plots generated from ten RGE components with cells labeled by cell 
types and pseudotime (Figure 2). (e)  Factor selection for the human brain dataset (Figure 
3, Methods). (f) Hematopoiesis factor selection plot across five randomizations to 
demonstrate stability (Figure 3). (g) Cortical neurons generated using the Fluidigm C1 
system projected onto human brain data generated from single nucleus Drop-Seq 
(snDropSeq), labeled by the technology used to generate the cells (Figure 3).  
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1.5 Materials and Methods 

1.5.1 Normalization, variance adjustment, and scaling 

We normalize the gene expression matrix by dividing each column (sample) by the 

column sum and multiplying by a scaling factor. Batch effects were normalized by a simple 

model, adapted from Pagoda2 (Barkas et al. 2018; Fan et al. 2016), that subtracts any batch 

specific expression from each gene. We used the variance adjustment method from Pagoda 

(Fan et al. 2016) to adjust the variance of features, an important step when dealing with 

RNA-seq data. Briefly, a mean-variance relationship for each feature is fit using a 

generalized additive model (GAM) and each feature is multiplied by a variance scaling factor 

calculated from the GAM fit. Feature scaling is also performed using either a log-transform, 

or the Freeman-Tukey transform. 

 

1.5.2 Feature Selection 

We recommend using feature selection to identify biologically relevant features/genes 

before running SWNE, as the NMF algorithm scales poorly with the number of features. Both 

Pagoda2 and Seurat offer feature selection methods that select overdispersed, and we have 

included an SWNE function for feature selection based off of the Pagoda2 method. 

 

1.5.3 Nonnegative Matrix Factorization  

We use the NNLM package (X. Lin and Paul C Boutros 2016) to run the Nonnegative 

Matrix Factorization (NMF). Equation 1 shows the NMF decomposition: 

𝐴 = 𝑊𝐻     (1) 

Where 𝐴 is the (features x samples) data matrix, 𝑊 is the (features x factors) feature 

loading matrix, and 𝐻 is the (factors x samples) low dimensional representation of the data. 

The NMF initialization method can affect the embedding, and we offer an Independent 
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Component Analysis (ICA) initialization, a Nonnegative-SVD (NNSVD) initialization, and a 

purely random initialization. We have found that ICA initialization works well with most 

datasets, and is set as the default option. For datasets with a large number of features, ICA 

can be fairly slow so we use SVD as a pre-processing step for the ICA initialization. 

 

1.5.4 Model Selection 

To select the number of factors for NMF, we use the method developed by Frigyesi et 

al where we compare the decrease in reconstruction error for the input matrix with the 

decrease in reconstruction error for a randomized matrix. We take the highest number of 

factors such that the decrease in reconstruction error for the input matrix is still higher than 

the decrease in error for the randomized matrix (Frigyesi and Höglund 2008). Specifically, we 

calculate the reconstruction error for both the input matrix and the randomized input matrix 

for a range of factors. We then compute decrease in reconstruction error with an increasing 

number of factors (k) for both matrices, and subtract the decrease in error for the randomized 

matrix from the decrease in error for the input matrix to create an error reduction above noise 

metric. We select the maximum number of factors before this error reduction above noise 

falls below zero (Figure S2a-b, S2e-f).  

 

1.5.5 Generating the SNN matrix 

In order to ensure that samples which are close to each other in the high dimensional 

space are close in the 2d embedding, we smooth the NMF embeddings with a Shared 

Nearest-Neighbors (SNN) matrix, calculated using code adapted from the Seurat package 

(Satija, Butler, and Hoffman 2018; Butler et al. 2018). Briefly, we calculate the approximate k-

nearest neighbors for each sample using the Euclidean distance metric (in the Principal 

Component space. We then calculate the fraction of shared nearest neighbors between that 
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sample and its neighbors. We can then raise the SNN matrix, denoted here as 𝑆, to the 

exponent 𝛽: 𝑆′ = 𝑆ఉ. If 𝛽 > 1, then the effects of neighbors on the cell embedding 

coordinates will be decreased, and if 𝛽 < 1, then the effects will be increased. Finally we 

normalize the SNN matrix so that each row sums up to one. 

 

1.5.6 Weighted Factor Projection 

We adapt the Onco-GPS (J. W. Kim et al. 2017) methodology to embed the NMF 

factors onto a two dimensional visualization. First, we smooth the 𝐻 matrix with the SNN 

matrix using Equation 2:  

𝐻௦௧ = 𝐻 ∗ 𝑆    (2) 

We then calculate the pairwise similarities between the factors (rows of the 𝐻௦௧ 

matrix) using either cosine similarity, or mutual information (J. W. Kim et al. 2016). The 

similarity is converted into a distance with equation 3:  

𝐷 = ඥ2(1 − 𝑅)     (3) 

Here, 𝑅 is the pairwise similarity. We use Sammon mapping(Sammon 1969) to 

project the distance matrix into two dimensions, which represent the x and y coordinates for 

each factor. The factor coordinates are rescaled to be within the range zero to one.  

 

1.5.7 Weighted Sample Embedding 

Let 𝐹௫ , 𝐹௬ represent the x and y coordinates for factor 𝑖. To embed the samples, we 

use the sample loadings from the unsmoothed 𝐻 matrix via equations 4 & 5: 

𝐿௫ =
∑ (𝐻𝐹௫)ఈ 

∑ 𝐻
ఈ  

    (4) 

𝐿௬ =
∑ (𝐻𝐹௬)ఈ  

∑ 𝐻
ఈ  

    (5) 



 

36 

Here, 𝑗 is the sample index and 𝑖 is iterating over the number of factors in the 

decomposition (number of rows in the 𝐻 matrix). The exponent 𝛼 can be used to increase the 

“pull” of the NMF components to improve separation between sample clusters, at the cost of 

distorting the data. Additionally, we can choose to sum over a subset of the top factors by 

magnitude for a given sample, which can sometimes help reduce noise. We end up with a 

2 𝑥 𝑁 matrix of sample coordinates, 𝐿. 

 To weight the effects of the SNN matrix on the samples, the sample 

coordinates 𝐿 are smoothed using equation 6: 

𝐿௦ = 𝑆 ∗ 𝐿     (6) 

The smoothed sample coordinates (𝐿௦ ) are then visualized. While we have 

found that an SNN matrix works well in improving the local accuracy of the embedding, other 

similarity matrices, such as those generated by scRNA-seq specific methods like SIMLR, 

could also work. In general, you should use whichever similarity or distance matrix you used 

for clustering. 

 

1.5.8 Embedding features 

In addition to embedding factors directly on the SWNE visualization, we can also use 

the gene loadings matrix (𝑊) to embed genes onto the visualization. We simply use the 𝑊 

matrix to embed a gene relative to each factor, using the same method we used to embed 

the cells in the 𝐻 matrix. If a gene has a high loading for a factor, then it will be very close to 

that factor in the plot, and far from factors for which the gene has zero loadings. To ensure 

that embedded features have both cluster specificity and contain relevant spatial information 

in the SWNE embedding, we plot the top cluster log fold-change against the top factor 

loading log fold-change for each feature, highlighting the embedded features (Figure 4a-b). 

Any features that fall below the cluster log fold-change cutoff or the factor loading log fold-
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change cutoff may not be good candidates for embedding, and SWNE will warn users if they 

attempt to embed those features.  

 

1.5.9 Constructing the SNN matrix from different dimensional reductions 

The SNN matrix can be constructed from either the original gene expression matrix 

(𝐴), or on some type of dimensional reduction. We have found that constructing the SNN 

matrix from a PCA reduction tends to work well, especially in datasets where that follow a 

trajectory or trajectories. We believe this is due to PCA’s ability to capture the axes of 

maximum variance, while NMF looks for a parts-based representation (Abdi and Williams 

2010; Lee and Seung 1999). For datasets where there are discrete cell types, constructing 

the SNN matrix from the NMF factors is often similar to constructing the SNN matrix from 

PCA components. Thus, we default to building the SNN matrix from principal components. 

 

1.5.10 Interpreting NMF components 

In order to interpret the low dimensional factors, we look at the gene loadings matrix 

(𝑊). We can find the top genes associated with each factor, in a manner similar to finding 

marker genes for cell clusters. Since we oftentimes only run the NMF decomposition on a 

subset of the overdispersed features, we can use a nonnegative linear model to project the 

all the genes onto the low dimensional factor matrix. One can also run Geneset Enrichment 

Analysis (Subramanian et al. 2005) on the gene loadings for each factor to find the top 

genesets associated with that factor.  
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1.5.11 Projecting New Data 

To project new data onto an existing SWNE embedding, we first have to project the 

new gene expression matrix onto an existing NMF decomposition, which we can do using a 

simple nonnegative linear model. The new decomposition looks like equation 7: 

𝐴ᇱ = 𝑊𝐻ᇱ   (7) 

Here, 𝐴’ is the new gene expression matrix, and 𝑊 is the original gene loadings 

matrix, which are both known. Thus, we can simply solve for 𝐻’. The next step is to project 

the new samples onto the existing SNN matrix. We project the new samples onto the existing 

principal components, and then for each test sample, we calculate the k closest training 

samples. Since we already have the kNN graph for the training samples, we can calculate, 

for each test sample, the fraction of Shared Nearest Neighbors between the test sample and 

every training sample. With the test factor matrix 𝐻’, and the test SNN matrix, we can run the 

SWNE embedding as previously described to project the new samples onto the existing 

SWNE visualization. 

 

1.5.12 Generating Simulated Datasets 

We used the Splatter (Zappia, Phipson, and Oshlack 2017) R package to generate a 

discrete dataset with five different clusters, estimating parameters from the 3k PBMC dataset 

published by 10X genomics. We generated five distinct clusters (groups), where Groups 1 

and 5 had a differential expressed gene (DEG) probability of 0.3, while Groups 2 – 4 had a 

DEG probability of 0.15. Group 5 contains 1215 cells, Groups 2 – 4 contain 405 cells each, 

and Group 1 contains 270 cells. Thus, Groups 1 & 5 should be relatively distant and Groups 

2 – 4 should be relatively close. To simulate a branching trajectory dataset, we estimated 

parameters from the hematopoiesis dataset from Paul et al. We generated four paths, where 

each path is parameterized by the number of cells in that path and the number of “time-
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steps”, which essentially controls how long the path is. Path 1 branches into Paths 2 and 

Paths 3, and Path 3 continues onto Path 4. Paths 1 & 2 contained 819 cells each, and Paths 

3 & 4 contained 546 cells each. Path 1 had 100 steps, Path 2 was the “longest” path with 200 

steps, and Paths 3 & 4 had 50 steps each. Each cell is assigned to a path, and a time-step. 

For example, Cell2522 might belong to Path1 and time-step 68. 

 

1.5.13 Evaluating Embedding Performance 

To evaluate how well each embedding maintained the global structure of the discrete 

simulation, we correlated the pairwise cluster distances in the 2D embedding with the 

pairwise cluster distances in the original gene expression space. We then calculated the 

average Silhouette score for each embedding, evaluating how well the visualization 

separates the clusters. For the trajectory simulation, we divided each path into “chunks” of 

five time-steps. We correlated the pairwise distances of each “path-time-chunk” in the 

embedding space with the pairwise distances in the gene expression space to evaluate how 

well the embeddings maintained the global structure. To evaluate the local structure, we 

constructed a “ground-truth” neighborhood graph by adding an edge between every cell in 

each path-time-step, and every cell in each neighboring path-time-step. For example, we 

would connect all the cells in Path1 at time-step 23, with all the cells in Path1 and time-step 

24. We then created a nearest neighbor graph for each embedding, and took the Jaccard 

similarity between each cell’s neighborhood in the embedding and the true neighborhood. 

We used the average Jaccard similarity as our “neighborhood score”. 

 We adopted a similar approach to evaluate the hematopoiesis dataset. To 

quantitatively evaluate how well each embedding captured the global structure, we divided 

each annotated cluster into “chunks” of 50 cells by pseudotime calculated using Monocle2.  

We then correlated the pairwise distances of each cluster-time-chunk in the embedding 
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space with the pairwise distances in the gene expression space. To evaluate the local 

structure, we compute the overlap in the 30 nearest neighbors for each cell in the embedding 

space with the nearest neighbors in the gene expression space using the Jaccard similarity. 

We average the Jaccard similarities across all cells as our “neighborhood fidelity score”. 

 

1.5.14 Running UMAP, t-SNE and other dimensional reduction methods 

UMAP and t-SNE were run through the Seurat R package (Butler et al. 2018). We 

first reduced the dimensionality of the gene expression matrix with PCA, and used a variance 

explained elbow plot to select the number of principal components to keep. The principal 

components were used as inputs to UMAP and t-SNE. 

Diffusion maps, Isomap, Locally Linear Embedding (LLE), and Multidimensional 

Scaling (MDS) were run directly on the normalized gene expression matrix. Diffusion maps 

was run using the Destiny R package (Angerer et al. 2015), Isomap and LLE were run with 

the RDRToolbox R package, while MDS was run using the cmdscale function in R. Default 

parameters were used in all cases unless otherwise specified. 

 

1.5.15 Data and Software Availability 

The SWNE package is available at https://github.com/yanwu2014/swne. The scripts 

used for this manuscript are under the Scripts directory. The data needed to recreate the 

figures can be found here:  

 http://genome-tech.ucsd.edu/public/SWNE/hemato_data.tar.gz 

(Hematopoiesis data) 

 http://genome-tech.ucsd.edu/public/SWNE/neuronal_data.tar.gz (Neuronal 

data) 
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The raw data for the hematopoietic and neuronal cells can be found at the GEO 

accessions GSE72857 and GSE97930, respectively. The PBMC dataset can be found at the 

10X genomics website: https://support.10xgenomics.com/single-cell-gene-

expression/datasets/1.1.0/pbmc3k. The simulated datasets can be found at: http://genome-

tech.ucsd.edu/public/SWNE/splatter_simulated_data.tar.gz 
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CHAPTER 2. Assessing the role of developmental regulatory genes using CRISPR 

knockout screens in a novel multi-lineage model of human development 

 

2.1 Introduction 

Current understanding of early human development heavily relies on inference from 

animal models. Experimental embryology approaches and genetic tools in model systems 

such as frogs(Vastag et al. 2011), fish(Farrell et al. 2018), and mice(Pijuan-Sala et al. 2019; 

Cao et al. 2019) have been instrumental in modeling development and have demonstrated 

that many features of early embryogenesis are evolutionarily conserved across 

species(Peter and Davidson 2011; Royo et al. 2011; Y. Lin et al. 2009).  However, it is also 

notable that several aspects are highly species-specific(Richard et al. 2000; Richardson et al. 

1997; Raff 1996). While there have been studies on human embryonic development(Y. Zhu 

et al. 2018; J. A. Miller et al. 2014), such studies are limited by a scarcity of relevant 

biological material and key ethical constraints. Thus, there has been a push to establish 

models specific to human development.  

Human embryonic stem cells (ESCs), induced pluripotent stem cells (iPSCs), as well 

as other cell lines have been used as developmental models by directing differentiation of 

ESCs or iPSCs into various cell types. These studies have shed light on processes such as 

lineage bifurcation(Yao et al. 2017) and heterogeneity(J. Wang et al. 2017) during human 

neuronal development, as well as the presence of discrete cell states during early ESC 

differentiation(Jang et al. 2017). Additionally, systematic perturbation screens in these cell 

culture models have looked at the key regulators of differentiation(Parekh et al. 2018) and 

reprogramming(Tsunemoto et al. 2018). However, human development takes place in 3-
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dimensions, which is difficult to capture with a 2-dimensional monolayer(Liu et al. 2018; 

Brown, Quadrato, and Arlotta 2018).  

Newer methods for modeling human development use organoid systems. Organoids 

are 3D “mini-organs” derived from pluripotent stem cells (PSCs) or adult progenitors in which 

the cells spontaneously self-assemble into differentiated functional cell types which 

somewhat mimic their in vivo counterpart structurally and functionally(M. Huch and Koo 

2015; Yin et al. 2016; Clevers 2016; Dutta, Heo, and Clevers 2017; Fligor et al. 2018; 

Capowski et al. 2019; Collin et al. 2019). The use of organoids has enabled researchers to 

model human specific development, which is especially beneficial for modeling rare genetic 

diseases or cancers(Bigorgne et al. 2014; Dekkers et al. 2013; D. Gao et al. 2014; Bartfeld et 

al. 2015; Boj et al. 2015; van de Wetering et al. 2015; M. Huch and Koo 2015; Yin et al. 

2016).  However, this system has limitations and challenges. Often tissue types derived are 

immature(Aurora and Spence 2016; Chambers, Tchieu, and Studer 2013) and limited in 

thickness and scale due to the absence of abundant vasculature. Additionally, most organoid 

models can only generate a single or few developmental lineages(Jabaudon and Lancaster 

2018; Yin et al. 2016). For instance, intestinal organoids do not fully recapitulate the intestinal 

epithelium due to a lack of BMP signaling gradients. In addition, there is a lack of cellular 

diversity due to the addition of Wnt proteins, Nicotinamide, and Tgf-β inhibitors preventing 

differentiation of stem cells in vitro(Sato et al. 2009, 2011; Jung et al. 2011; Yin et al. 2016). 

To date, mature endocrine pancreatic tissue has been very difficult to derive properly in vitro 

due the heavy reliance on vasculature and surrounding 3D architecture for proper 

differentiation, which in turn also affects the ability to maintain these in culture for extended 

periods of time(Jacobson and Tzanakakis 2017; M. Huch and Koo 2015).    

We propose here human PSC-derived teratomas as a facile yet powerful model for 

studying human development(Lensch et al. 2007) as: it displays extensive multi-lineage 
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differentiation to all germ layers; is an intrinsically vascularized 3D differentiation system; 

bears regions of complex tissue-like organization; and, its implementation is simple and 

accessible. Early teratoma research revealed that these derive from pluripotent germ cells 

which have a resemblance to cells embryonic in origin(L. Stevens 1967; L. C. Stevens and 

Pierce. 1975; L. Stevens 1962; THURLBECK, WLLIAM M. 1973). These tumors form in 

human patients presumably due to misguided primordial germ cell migration during 

embryogenesis(Nikolic et al. 2016; Saffman and Lasko 1999). PSC-derived teratomas in turn 

are generated by directly injecting PSCs subcutaneously into immunodeficient mice, where 

the cells will attach and differentiate in a semi-random fashion into all three germ layers(Willis 

1934, 1935; THURLBECK, WLLIAM M. 1973; Bocker 2002), and are now the gold standard 

to validate pluripotency and developmental potential of ESC and iPSC lines(Smith, Luong, 

and Stein 2009; Avior, Biancotti, and Benvenisty 2015).  

Leveraging their inherent differentiation potential, there has been some progress in 

the field utilizing teratomas to derive highly sought-after cell types. For instance, recently 

these were utilized to derive skeletal myogenic progenitors by injecting PSCs into the tibialis 

anterior muscle of mice to enrich for muscle cell types in the teratomas that formed in those 

muscles. Thus derived cells were then isolated and utilized in transplant and regenerative 

studies in mice with Duchenne muscular dystrophy(Chan et al. 2018). Additionally, some 

groups have successfully isolated hematopoietic stem cells (HSCs) from teratomas utilizing 

strategies such as HSC enrichment via human umbilical vein endothelial cell (HUVEC) 

pooling(Suzuki et al. 2013; Tsukada et al. 2017; Philipp et al. 2018; Amabile et al. 2019). 

However, the semi-random nature of teratoma development has previously made 

characterization of teratomas difficult, as the different lineages can often be found in close 

spatial proximity.  
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We surmised that with the advent of high-throughput single cell gene expression 

profiling via droplet-based methods(Rosenberg et al. 2018; Cao et al. 2017b; Zheng et al. 

2017; Rosenberg et al. 2017; Macosko et al. 2015; Klein, Mazutis, Weitz, et al. 2015; Ding et 

al. 2019) and facile genetic perturbation toolsets such as CRISPR-Cas9 could enable us to 

address this challenge by enabling systematic analysis and modulation of teratomas at the 

single cell level(Dixit, Parnas, Li, Chen, et al. 2016; Adamson et al. 2016; Datlinger et al. 

2017; Qi et al. 2013; M. Chen and Qi 2017; Akcakaya et al. 2018; Black et al. 2016; Dijk et 

al. 2018). Coupled with histology, and RNA in situ hybridization, we established a 

comprehensive experimental and computational framework to systematically analyze, 

perturb and engineer human PSC-derived teratomas. 

 

2.2 Results 

2.2.1 Teratoma Characterization 

Initially, we wanted to characterize the teratoma to better understand its kinetics, 

architecture, and constituent cell types. Towards this we generated seven teratomas using 

H1 ESCs and characterized their cell types using both single cell RNA-seq and histology, 

with RNA FISH validation. To generate a teratoma, a subcutaneous injection of 5-10 million 

ESCs in a slurry of Matrigel and embryonic stem cell medium was made in the right flank of 

anesthetized Rag2-/-;γc-/- immunodeficient mice (Figure 5A, Methods). Weekly monitoring of 

teratoma growth was made by quantifying the approximate elliptical area of the tumor (mm2) 

(Methods). Kinetic trajectories show an average time point of around 37 days when we can 

begin to outwardly see and measure tumor size. Growth continued for up to 70 days until the 

tumors were of a sufficient size for extraction and downstream analyses (~820 mm2, Figure 

5B). Post-extraction, tumors were assayed for external heterogeneity (i.e. presence of dark 
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pigmented regions, white tough areas, connective tissue, and vasculature) before being cut 

and frozen for sectioning and H&E staining (Figure 5C, Methods). The presence of all 3 

germ layers (ectoderm, mesoderm, endoderm) was validated to confirm pluripotency and 

developmental potential (Figure 5D, Methods). Specific structures were consistently seen 

such as developing airways, retina, fetal cartilage and bone, muscle, vasculature, GI tract, 

and a predominance of connective tissue and neuroectoderm (Figure S3A-J). Remaining 

tissue was dissociated down to the single cell level for single cell RNA sequencing with the 

droplet-based 10X Genomics Chromium platform(Zheng et al. 2017).  

Towards computational analyses, we generated a combined single cell gene 

expression matrix across the 7 teratomas for both human and mouse cells using the 

cellranger(Zheng et al. 2017) pipeline from 10X genomics (Methods, Figure 5A). We 

removed any teratoma specific batch effects by using the Seurat data integration 

pipeline(Stuart et al. 2018), which uses mutual nearest neighbors and canonical correlation 

analysis to correct for batch specific effects, while retaining any batch specific cell types 

(Methods). With this batch-corrected matrix, we clustered the cells using a shared nearest 

neighbors (SNN) community detection algorithm(Houle et al. 2010b), and generated a rough 

biological annotation of the clusters using a k-nearest neighbors classifier(Tarlow et al. 2013) 

trained on the Mouse Cell Atlas(Han et al. 2018). For the human clusters, we further refined 

the cluster annotations manually using canonical cell type markers (Supplementary Files). 

We then visualized both the human and mouse cells with Uniform Manifold Approximation 

and Projection (UMAP)(Becht et al. 2018) scatterplot (Figure 5E). In the human cells, we 

were able to detect 23 cell types across all three germ layers, including endodermal cell 

types (foregut, mid/hindgut), and an abundance of mesodermal cell types (Figure 5E, Figure 

S3K, Supplementary Files). We validated each human cell type by assessing the 

expression of key marker genes using a heatmap (Figure S3L). We also further validated 
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the cell types by correlating the expression of each of the teratoma cell types with the 

expression of cell types from the Mouse Organogenesis Cell Atlas(Cao et al. 2019), 

demonstrating that each teratoma cell generally correlates with at least one fetal mouse cell 

type (Figure S3M). Chondrogenic MSC, Smooth Muscle, and Kidney cells don’t correlate 

well with any fetal mouse cell type while Lens, Hepatocytes, and Notochord cells don’t 

correlate well with any human teratoma cell types (Figure S3M). In the mouse cells, we 

primarily observed invading immune cells, endothelial cells, and stromal cells (Figure S3N, 

Supplementary Files). 
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Figure 5: Comprehensive teratoma characterization. (A) Schematic of general workflow. 
Subcutaneous injection of H1 PSCs in a slurry of Matrigel® and embryonic stem cell medium 
was made in the right flank of Rag2-/-;γc-/- immunodeficient mice. Weekly monitoring of 
teratoma growth was quantified by approximating elliptical area (mm2). Tumors were then 
extracted after 8-10 wks of growth and observed for external heterogeneity before small 
sections were frozen for H&E staining. Remaining tumor dissociated into a single cell 
suspension via standard GentleMACS protocols. Single cell suspension used for scRNA-seq 
(10x Genomics). (B) Growth kinetics of four H1 teratomas. (C) Images of four teratomas 
generated from H1 cells. (D) H&E stains of the four teratoma histology sections. The 
presence of ectoderm, mesoderm, and endoderm confirmed for pluripotency and 
developmental potential. (E) UMAP visualization of cell types identified from single cell RNA-
sequencing of the seven H1 teratomas 
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2.2.2 Teratoma Heterogeneity 

Assessing heterogeneity present in and between teratomas (especially between 

different stem cell lines) is critical to determine repeatability and utility of this model. We 

generated additional teratomas (per Figure 5A) with the H9 and HUES62 ESC lines and the 

PGP1 iPSC line, and then identified how each individual cell line contributed to the cell types 

present (Figure 6A). We visualized all cell types present across all 3 additional cell lines with 

a UMAP scatterplot (Figure 6B) in addition to showing the relative contribution of each cell 

line to the UMAP embedding (Figure S4A). We also assessed the distribution of cell types 

represented in each individual H1 teratoma as well as the individual H9, HUES62, and PGP1 

teratomas (Figure 6C, Figure S4B). We then compared the germ layer representation 

between all teratomas and used the zebrafish model for reference(Wagner et al. 2018) 

(Figure 6D). These data show that in general, most teratomas show a large amount of 

mesoderm and neuroectoderm, with very little endoderm (Figure 6D). This mesodermal 

predominance derives primarily from the MSC/Fibroblast contribution. This holds true with 

individual teratomas from the H1cell line, while teratomas from different cell lines show more 

variability in terms of the MSC/Fibroblast fraction  (Figure 6D, Figure S3K). There is a 

relatively low fraction of endodermal cells in both the teratomas as well as the zebrafish and 

mouse embryos, suggesting that endodermal cells are simply less prevalent during 

development (Figure 6D). Qualitatively, while there is variability in cell type representation 

among the different teratomas, every teratoma contains most of the major cell types (Figure 

6C). By computing the scaled mutual information between cell type assignments and 

teratoma assignments, we can compute a quantitative metric of heterogeneity across 

teratomas (Figure 6E)(J. W. Kim et al. 2016; Velasco et al. 2019). We can see that the cell 

type heterogeneity across the H1 teratomas is similar to that of the patterned brain 

organoids, while the teratomas generated from different cell lines have a much higher level of 
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heterogeneity (Figure 6E). There was only one replicate per cell line teratoma as our main 

goal was to assess the heterogeneity across cell lines versus the heterogeneity within the H1 

cell line, while also demonstrating that we could generate teratomas using multiple cell lines 

(Figure 6E, Methods).  Interestingly, line-specific kinetics were present in regard to teratoma 

growth with PGP1 teratomas growing the fastest and HUES62 the slowest (Figure S4C).  

Another key question in teratoma formation is how many cells engraft into the 

teratoma after stem cell injection. Towards this we used lentiviral barcoding(Guo et al. 2018) 

to assess the fraction of injected PSCs that engraft and go on to form the teratoma. For 3 out 

of the 7 H1 ESC teratomas, prior to PSC injection, cells were transduced with an integrating 

lentiviral ORF barcode (Figure 6F). The barcode consisted of a 25 random base pair 

sequence proximal to the lentiviral 3’ long terminal repeat (LTR) region, and can thus, be 

detected by scRNA-seq (Figure S4D). In this manner cells can be individually labeled prior 

to teratoma formation and teratoma cells that descend from these cells can be later captured 

via scRNA-seq. Transduced PSCs were evenly split: half for teratoma formation and half 

were frozen down for DNA sequencing. By comparing unique barcodes extracted from 

genomic DNA in these two cell populations we can calculate the proportion of cells that 

engraft. Results show that across the three teratomas, over 25% of cells engraft, out of a 

total of 10 million injected cells, which suggests that no major bottlenecking occurs during 

teratoma formation (Figure S4E). This is especially important in the context of using 

teratomas in multiplex screens, as one must ensure that there are enough cells contributing 

to the final tumor to enable an adequately powered high throughput assay.  

We next also tracked barcodes in individual cells by amplifying the expressed 

barcode from scRNA-seq. Since cells from the teratoma with the same barcode originated 

from the same PSC, we were able to track whether certain PSCs were primed to develop 

into certain lineages. For each cell type, we computed a barcode bias score, which reflects 
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the level to which barcodes tend to be enriched or depleted in that cell type and plotted this 

barcode bias, alongside the total number of barcodes detected in each cell type (Figure 6G, 

Methods). We also computed a teratoma bias score for each cell type, which reflects how 

much the proportion of that cell type varies across teratomas and plotted the correlation of 

the teratoma bias score with the barcode bias score (Figure 6H, Methods). We can see that 

retinal epithelium is an outlier with both a high teratoma bias, and a high barcode bias 

(Figure 6H).  Myofibroblast cells also have a relatively high barcode and teratoma bias score 

while Early Neurons, Radial Glia, Mid/Hindgut have high teratoma bias score (Figure 6H). 

Both the barcode bias and teratoma bias scores are scaled by the number of cells in each 

cell type (Methods). . 

Taken together, we found teratomas derived from the same and different cell lines to 

generally contain the same major cell types at 10 weeks of growth. In general, teratomas 

contain a large fraction of MSC/Fibroblast and neuronal cell types, with a fairly small fraction 

of endodermal cell types. Retinal epithelium shows both a high degree of heterogeneity 

across teratomas and a high level of lineage priming as determined by lentiviral barcoding 

assays. The level of heterogeneity between teratomas generated from H1 stem cells is 

comparable to that observed in organoids(Quadrato et al. 2017; de Souza 2017; Velasco et 

al. 2019). There is a much higher level of heterogeneity between teratomas derived from 

different pluripotent cell lines, which reflects known variability across those lines(Ortmann 

and Vallier 2017).  
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Figure 6: Assaying teratoma heterogeneity. (A) Schematic portraying how to generate 
teratomas from multiple cell lines and identifying how lines contribute to cell types (B) UMAP 
scatterplot of all cell types present across 3 PSC lines (H9, HUES62, and PGP1) (C) 
Distribution of cell types represented in each individual teratoma (D) Distribution of germ 
layer representation in each individual teratoma (along with zebrafish and mouse 
comparison). (E) The Normalized Entropy represents how well cell type assignments are 
mixed with teratoma/organoid/cell line identities. A higher Normalized Entropy implies less 
cell type variation between teratomas/organoids/cell lines. The Cell Line Teratomas include 
one teratoma generated from each of HUES62, H9, and PGP1 lines. (F) H1 cells were 
uniquely barcoded at low MOI with lentiviral vectors before teratoma formation. The barcodes 
were counted and assessed for lineage/cell type priming of cells. (G) Number of unique 
barcodes detected in each cell type plotted alongside the cell type bias for specific barcodes 
(computed using the KL divergence of cell type identities with barcode identities scaled by 
the number of cells in each cell type) (H) Teratoma bias for each cell type plotted against 
barcode bias. 
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2.2.3 Teratoma Maturity 

We next assessed the transcriptional similarity of the teratoma cell types to human 

fetal cell types, specifically from the human cortex and gut, demonstrating the teratoma’s 

relevance as a tool for modeling human development. We specifically looked at which which 

human embryonic stage the 10 week teratoma cell types most resemble, projected the 

teratoma data onto the fetal data, and assessed the expression of key cell type marker 

genes (Figure 7A). These results may vary depending on time and/or size allowed for 

growth and size/species of animal used to form the human teratoma. For our analyses we 

thus focused on a specific set of parameters i.e. 10-week old teratomas grown in Rag2-/-γc-/- 

immunodeficient mice. 

Due to the semi-random nature of teratoma differentiation, it is possible that different 

cell types will resemble different stages of embryonic development. Thus, we analyzed 

individual tissue types separately, looking at the neuro-ectoderm and gut  cell types in-depth.  

We first used the cosine similarity metric to compare the average expression of all cells 

belonging to neural subtypes with the average expression of the same subtypes in a (2,300 

cell) fetal brain dataset at different stages of development(Zhong et al. 2018) (Figure 7A, 

Figure 7B). We found that the teratoma neuronal cells had high similarity scores to the 

human prefrontal cortex at weeks 13 – 17 with the highest score for weeks 16 – 17 (Figure 

7B). We sub-clustered the neuro-ectoderm cells and identified additional subtypes, including 

a cluster of early interneurons (Figure 7C, Table 2). Due to the high similarity with week 16 – 

17 human data, we identified those subtypes (Radial Glia, Cycling Progenitors, Early 

Neurons, Early Interneurons) that matched with the cell types seen in a larger 40,000+ cell 

week 17 – 18 dataset also from the human prefrontal cortex for futher analysis(Polioudakis et 

al. 2019) (Figure 7A, Figure 7C).  
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We then generated a Similarity Weighted Nonnegative Embedding (SWNE) of the 

week 17 – 18 human prefrontal cortex cells and projected the teratoma cells from the 

matching subtypes onto the fetal human SWNE (Figure 7A, Figure 7D)(Wu, Tamayo, and 

Zhang 2018). Briefly, SWNE embeds single cell gene expression data in two dimensions, 

similar to t-SNE and UMAP, while preserving more of the global structure and enabling 

genes to be visualized alongside the cells. The closer an embedded gene is to a group of 

cells, the higher the expression level of that gene in those cells(Wu, Tamayo, and Zhang 

2018). We found similar cell types map to similar spatial positions in the SWNE embedding, 

although the teratoma SWNE embedding shows some overlap between cycling progenitors 

and radial glia as well as early interneurons and excitatory neurons (Figure 7D). Additionally, 

the teratoma radial glia cells project onto the fetal intermediate progenitors, suggesting that 

intermediate progenitors might be currently clustering with radial glia in the teratomas due to 

undersampling of cells (Figure 7D).  

To assess the similarity of the teratoma neuro-ectoderm cell types to the fetal 

prefrontal cortex cell types, we defined a panel of neuronal cell type marker genes: DCX, 

NEUROD1, HES5, SOX2, HMGB2, VIM, DLX1 and then correlated the expression of these 

marker genes between the teratoma cells and fetal brain cells for every matched cell type 

(Figure 7A, Figure 7E). We found a fairly high correlation overall, with R = 0.82 for Radial 

Glia, R = 0.93 for Cycling Progenitors, R = 0.84 for Interneurons, and R = 0.77 for Early 

Neurons (Figure 7E). We also looked at the cell type proportions in the fetal prefrontal cortex 

versus the teratoma, showing the matched cell types have similar transcriptional profiles, the 

teratoma has far more progenitor cells such as Radial Glia, and fewer early neurons with no 

detectable mature neurons (Figure 7F). We also ran a differential expression as well as a 

geneset enrichment analysis between the matched teratoma and fetal prefrontal cortex cell 

types to assess the differences between the teratoma and fetal cells (Figure S5A, S5B). All 
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four cell types showed similar top differentially expressed genes as well as genesets, 

suggesting that the main differences between the teratoma and fetal cells are global and not 

cell type specific (Figure S5A, S5B). The teratoma cells have a higher expression of genes 

related to organ morphogenesis while the fetal cells express genes related to methylation, 

suggesting the teratoma cells may not have the same epigenetic signatures as fetal cells 

(Figure S5A, S5B). 

This analysis was repeated with teratoma gut subtypes using a published fetal gut 

dataset as reference(S. Gao et al. 2018). The teratoma gut cells were most similar to week 

8-11 fetal gut age (Figure S5C). We compared marker genes for gut cell types (CDX1, 

CDX2, HHEX, FOXJ1, PAX9, SOX2) between teratoma and fetal cells and found a high 

overall correlation, with an R = 0.96 for foregut and R = 0.97 for mid/hindgut (Figure S5D). 

The projection of fetal gut data onto the teratoma SWNE again shows relatively similar 

spatial positioning (Figure S5E). We see that the teratoma produces less foregut and more 

mid/hindgut than the fetal gut (Figure S5F). When looking at the differences between the 

teratoma and fetal gut cells, we again see that the fetal cells express more methylation 

related genes (Figure S5A, S5B). In this case, the teratoma cells express more genes 

related RNA/DNA metabolism (Figure S5A, S5B). 

To additionally validate these results, the presence of key cell subtypes was further 

validated utilizing RNAScope ISH technology. We probed for the radial glia marker HES5 

which showed high abundance in regions of neuroectoderm in fixed teratoma tissue sections 

(Figure 7F). Additionally, we probed for FOXJ1 (marker for cilia) and by imaging a 

speculative airway in a teratoma tissue section, visualized high abundance of FOXJ1 lining 

the airway, using POLR2A, PPIB, and UBC as positive controls (Figure S5E, Figure S5F). 

Overall, we were able to show that the teratoma neuro-ectoderm and gut cell types are 
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transcriptionally similar to their fetal counterparts, while also identifying the developmental 

stage of the teratoma cells.   
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Figure 7: Assaying teratoma maturity. (A) Teratoma neuro-ectoderm cell types were 
mapped to fetal cortical cell types and the corresponding teratoma cell types were projected 
onto SWNE embeddings of fetal cells. Key marker genes were correlated across matching 
teratoma/fetal cell types, and average expression of teratoma cell types were correlated with 
fetal cell types from different stages of development. (B) Cosine similarity of teratoma brain 
cells with fetal brain cells of different ages.  (C) UMAP embedding of teratoma neuro-
ectoderm sub-clusters. (C) Projection of teratoma neuro-ectoderm cell types onto the SWNE 
embedding of fetal cortical cells. (D) Correlation of the scaled expression of key marker 
genes across Radial Glia, Intermediate Neuronal Progenitors, and Early Neurons. (E) 
Fraction of brain related cell types in the teratoma and fetal cortex. (G) H&E stain (left) and 
RNAScope image (right) of HES5 (radial glia marker) expression. DAPI is a nuclear stain. 4-
10 punctate dots/cell is a positive result. Scalebar = 50µM. 
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2.2.4 Dissecting the Multi-Lineage Effects of Developmental Regulators using a CRISPR 

Knockout Screen in Teratomas 

To establish the utility of the teratoma system for modeling developmental cell fate 

specification and lineage permissibility, we next performed a single-cell genetic perturbation 

screen utilizing CRISPR-Cas9. Towards this we compiled a list of 24 major organ/lineage 

specification genes that are embryonically lethal upon knockout in mice via literature review 

(Table 1). Studying the effects of these genes using cell lines or organoid models would 

require different experiments and different models for each cell lineage. With the teratoma 

model, we can screen the effects of these genetic perturbations in all major lineages in the 

same experiment. Utilizing the CROPseq-Guide-Puro vector backbone, we cloned in 48 

individual single guide RNAs (sgRNAs) directed at each developmental gene (2 sgRNAs per 

gene)(Datlinger et al. 2017) (Figure 8A). In order to perform the CRISPR-Cas9 perturbation 

screen we designed a stable Cas9-expressing iPSC line (PGP1). This line was created via 

knockin of a CAG-spCas9-P2A-EGFP cassette with an upstream T2A linked blasticidin 

resistance gene all into the AAVS1 locus of the PGP1 genome (Figure S6A, Methods). 

Proper integration of our cassette was confirmed via PCR amplification of the left and right 

arm utilizing primers that amplified regions spanning both the PGP1 AAVS1 endogenous 

locus and the engineered cassette (Figure S6B). This was further validated by direct sanger 

sequencing of the arms (Figure S6A). After creating a pooled lentiviral library with our 

sgRNAs, we transduced our engineered PGP1-Cas9 line at a MOI of 0.1 so that each cell 

received approximately one perturbation (Figure 8A). After selection these cells were 

injected subcutaneously into 3 Rag2-/-;γc-/- immunodeficient mice for teratoma formation, 

extraction, and downstream scRNA-seq processing with 10X Genomics (Figure 8A).   

We validated the editing efficiencies of all our guide RNAs using PCR amplification of 

the expected cut site and looking for mutations and indels with CRISPResso (Table 2, 
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Methods). We then selected the top guide targeting each gene with at least a 60% editing 

efficiency which resulted in a total of 16 guides (Table 2, Methods). We then only used 

these top guides for further computational analysis. We also reran the CRISPR-KO screen 

by repooling these top guides and generated 3 additional teratomas (Figure 8A, Methods). 

We successfully captured a median of 118 cells per gene/guide in the original screen and 

1280 cells per gene/guide in the replicate screen (Figure S6C). We were able to capture 

more cells per guide in the replicate screen since we only pooled the top 16 guides, while the 

original screen had a total of 48 guides (Methods). 

In order to ensure consistent cell types across teratomas, we integrated all six 

teratomas across both the original and replicate screen using Seruat v3. We then called cell 

types in the PGP1 teratoma cells using Seurat label transfer with the 7 H1 teratomas serving 

as the reference dataset (Methods). Cell types with fewer than 100 cells were collapsed into 

their closest neighboring cell type, and we visualized the resulting cell types using a UMAP 

plot (Figure S6D, Methods). To determine the total effect of each knockout, we computed 

the Earth Mover’s Distance (EMD) between all cells in each gene knockout with all cells 

belonging to the NTC separately for each screen(W. S. Chen et al. 2020) (Figure 8A, 

Methods). EMD computes the difference in cell type composition between two groups of 

cells, weighted by how transcriptionally distinct the cell types are(W. S. Chen et al. 2020) 

(Methods). We correlated the EMD between each gene and NTC across the original and 

replicate screens, showing that both TWIST1 and RUNX1 have high EMD in with an overall 

pearson correlation of 0.37 (Figure S6E). In order to assess the effects of each gene 

knockout on a given cell type or developmental lineage, we used a ridge regression model to 

separately analyze the original and replicate screens(Dixit, Parnas, Li, Weissman, et al. 

2016) (Figure 8A, Methods). The ridge regression model generated regression coefficients 

that represent the effects of each gene knockout on cell type enrichment/depletion (Figure 
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8A, Methods). For each gene, we plotted the Earth Mover’s Distance between that gene’s 

cells and the NTC cells, as well as the Pearson correlation of the regression coefficients for 

the both the original screen and the replicate screen, giving us a sense of both the effect size 

and reproducibility of each gene knockout. Plotting the average effect size the gRNA 

correlation shows that gene knockouts with strong effect sizes tend to be more reproducible 

(R = 0.69) (Figure 8B, Methods). We highlighted genes with a Pearson correlation of 

greater than 0.4 between the original and replicate screen for further analysis (Figure 8B).  

For the highlighted genes, specifically TWIST1, RUNX1, CDX2, KLF6, and ASCL1, 

we wanted to identify the statistically significant effect of each gene knockout on each 

cluster. We merged the cells from both screens and ran a merged ridge regression analysis 

(Methods). P-values for each gene-cluster coefficient were computed by shuffling gene 

assignments and generating a null distribution, and we computed false discovery rates using 

the Benjamani-Hochberg correction (Methods). We set a significance threshold of FDR = 0.1 

and all gene-cluster coefficients with a larger p-value were set to zero (Methods).  

CDX2 is a known major organ specification gene for the development of the midgut 

and hindgut(N. Gao, White, and Kaestner 2009; Silberg et al. 2002). Interestingly, our data 

shows that cells containing a CDX2 knockout are shifting away from midgut/hindgut tissues 

with enrichment in foregut (Figure 8C, 8D). This has been shown in past literature that CDX2 

knockout shifts the differentiation pathway away from intestine and instead promotes gastric 

activation(T. Kim and Shivdasani 2016; Simmini et al. 2014). TWIST1 also showed a large 

effect size in our screen and is a known transcription factor for epithelial-to-mesenchymal 

transition important in development as well as disease such as metastatic cancers (Figure 

8B)(Kalluri and Weinberg 2009; Yang et al. 2004). Interestingly, our screen validates such 

findings as cells containing a TWIST1 knockout are shifting away from mesodermal cell 

types (muscle, smooth muscle, pericytes, and mesenchymal stem cell/fibroblasts) and 
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enriching for neuro-ectoderm (retinal epithelium, neurons) (Figure 8C, 8D). Studies have 

shown the importance of TWIST1 for mesodermal specification and differentiation(Qin et al. 

2011). We see that RUNX1 knockout results in a depletion of neurons and muscle cell types 

and an enrichment in mid/hindgut, which is consistent with previous mouse and stem cell 

studies that show RUNX1 to be critical for neural crest formation, signaling in gut epithelium 

stem cells, and myoblast proliferation(Umansky et al. 2015; Marmigère et al. 2006; Sarper et 

al. 2018) (Figure 8C, 8D). We showed that KLF6 knockout resulted in a depletion of 

perictyes, which is possibly consistent with its role in promoting endothelial activation during 

vascular repair(Garrido-Martín et al. 2012) (Figure 8C, 8D).  ASCL1 interestingly results in 

an increase in proportion of retinal epithlium and neural progenitors (Figure 8C, 8D). Since 

ASCL1 is key to cell cycle exit and neuronal differentiation, it could be that knocking out 

ASCL1 slows down neurogenesis and results in a buildup of neural progenitors(Castro et al. 

2011). With this CRISPR knockout screen of key developmental regulators, we were able to 

assay the multi-lineage functions of these genes in a human-specific model, something that 

to our knowledge, no other human specific developmental model can currently accomplish.  
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Figure 8: Genetic perturbations. (A) PGP1-Cas9 iPSCs were induced with a CRISPR 
library targeting a panel of 16 key developmental genes with 1 gRNAs per gene. After 
generating 3 teratomas with the PGP1-iPSCs, scRNA-seq was used to identify shifts in cell 
type formation as a result of gene knockouts. We repeated this process with 3 additional 
teratomas to serve as a replicate screen. (B) Average effect of gene knockout on cell type 
enrichment/depletion versus the correlation of cell type enrichment between the original 
screen and replicate screen. Genes with a reproducibility greater than 0.4 (Methods) were 
selected for further analysis. (C) A heatmap of the effect size (regression coefficient) of gene 
knockout enrichment for cell types and germ layers. (D) Scatterplot of individual guide RNA 
effects on cell type abundance for selected genes TWIST1, RUNX1, CDX2, KLF6, ASCL1. 
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2.3 Discussion 

Developmental biology has used in vitro systems such as cell line models and 

organoids, as well as mouse and fly models to elucidate key properties of human 

development.  However, these models have  limitations, such as a lack of tissue maturity, 

thickness, as well as issues with scalability, and efficiency(Meritxell Huch et al. 2017; M. 

Huch and Koo 2015; Yin et al. 2016). The teratoma has the potential to be a fully 

vascularized, multilineage model for human development. While a few studies have opted to 

use the teratoma as a tool to derive rare cell types such as muscle progenitors and 

hematopoietic stem cells(Suzuki et al. 2013; Tsukada et al. 2017; Philipp et al. 2018; 

Amabile et al. 2019; Chan et al. 2018), no study to our knowledge has delved into deeper 

characterization of this potential model for human development.  

In this study, we have shown using scRNA-seq analysis, histological H&E staining, 

and RNA-FISH that the teratoma can give rise to over 20 cell types, ranging from radial glia 

to ciliated respiratory epithelium. We assessed the heterogeneity between teratomas derived 

from the H1 stem cell line, showing that the teratomas have a similar level of heterogeneity to 

that of organoids. We also generated teratomas from H9, HUES62, and PGP1 cell lines, and 

showed that teratoma heterogeneity is significantly higher across different cell lines. We then 

assessed lineage priming in H1 cells through lentiviral barcoding strategies. Additionally, we 

were able to assess the transcriptional similarity of our cell types to fetal mouse single cell 

datasets, and in the case of neuro-ectoderm/gut cell types, fetal human datasets. We also 

performed a developmental CRISPR-Cas9 knockout screen using the teratoma, resulting in 

depletion in midgut/hindgut and enrichment in foregut with the CDX2 knockout, as well as 

depletion in muscle cell types with the TWIST1 knockout. This ability to assess the 

developmental impact of key developmental regulators across a wide variety of cell types is 

unique to the teratoma system. 
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The teratoma’s major advantages are that it can grow to a large size due to its 

vascularization, and it can produce a wide array of cell types from all major developmental 

lineages. We have been able to capture cell types such as Schwann cells that are difficult to 

make with neuronal organoid systems(Philipp et al. 2018; Suzuki et al. 2013; Tsukada et al. 

2017; Amabile et al. 2019; Chambers, Tchieu, and Studer 2013). As we demonstrated with 

our CRISPR-Cas9 knockout screen, the teratoma’s ability to generate cells from all lineages 

enables a comprehensive assessment of the effect of perturbations on development.  

It is important to keep in mind that our observed variability may also be an 

overestimation of the true variability, since we sample such a small sub-population of cells 

from the entire teratoma for scRNA-seq. Additionally, there may be some cell types that are 

more robust in handling standard dissociation and collection protocols. 

Overall, the cost of profiling a single teratoma with the 10X RNA-seq system runs at 

about $1,300 including sequencing costs for ~8000 cells at a sequencing depth of 50,000 

reads per cell. Mouse husbandry and reagents related to teratoma formation (cells, Matrigel, 

media) are relatively cheap in comparison. During teratoma growth, the researcher needs to 

only monitor the mice for health concerns, weights, and tumor measurements if desired. It is 

also possible to inject both flanks of the mouse to generate 2 teratomas per animal. With the 

availability of easy to use analysis tools such as Seurat/PAGODA2, as well as methods for 

integrating datasets (such as CONOS), running a basic clustering and cell type annotation of 

scRNA-seq data is fairly straightforward. 

One limitation of the teratoma system that it shares with organoids is the degree of 

heterogeneity between teratomas, especially for specific cell types like the retinal 

epithelium(de Souza 2017; Phipson et al. 2019; Capowski et al. 2019; Quadrato et al. 2017). 

Thus, the use of internal controls is extremely helpful. For example, in our CRISPR-Cas9 
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screen, each teratoma contained both the knockout guides and the negative controls, 

enabling us to compare cell type proportion shifts within each teratoma without having to 

worry about  heterogeneity between teratomas. Additionally, while the teratoma has regions 

of organization and maturity, it still develops in a semi-random manner. This may prove to be 

a barrier in accessing certain mature cell types that need a highly ordered cellular context to 

develop. This semi-random development results in cell types maturing at different rates, 

which may cause issues when studying temporally sensitive outputs.  Since the teratoma 

contains cell types from all lineages, finding a single dissociation protocol that captures as 

many cell types as possible still remains a challenge. The choice of dissociation method can 

drastically change the cell types profiled in single cell RNA-seq, and it is likely that certain 

cell types are not detected in our single cell assays due to our dissociation 

protocol(Denisenko et al. 2019). Additionally, we may still be underpowered in detecting rare 

cell types or cell subtypes and additional single cell RNA-seq could enable us to resolve 

some missing cell types. For some cell types that we would expect to see in the teratoma, 

such as hepatocytes, it is unclear if they are dropping out due to our dissociation protocol or 

if they are being collapsed into a larger cell type due to undersampling.  

Interestingly, we see different embryonic stages in development depending on tissue 

type analyzed, suggesting teratoma development is asynchronous. We postulate that since 

our teratoma dataset is largely neural in origin, this tissue type may be permitted longer time 

for development and maturity. Conversely, the gut subtypes may appear later in teratoma 

development and thus, in smaller proportions with less maturation.  

One critical future study is assessing the impact of different dissociation methods on 

teratoma cell type proportion. It may be the case that no single dissociation method can 

capture all cell types, and it will be necessary to design specific dissociation protocols to 

capture specific tissues, such as hepatocytes or lung epithelium. Additionally, the ability to 
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achieve greater cell numbers with the most current single cell RNA sequencing protocols, 

such as SPLiT-seq(Rosenberg et al. 2018, 2017) and sci-CAR(Cao et al. 2017b), will be vital 

for identifying additional cell types. A time series analysis of teratomas at multiple stages of 

maturity could help elucidate the developmental pathways that these cell types follow, and 

enable us to compare those pathways with the ones found in human development. 

Additionally, pooling different cell types together with PSCs prior to injection may help aid in 

cellular enrichment/maturity in the teratoma (i.e. HUVECs to enrich for HSC 

populations)(Philipp et al. 2018). Growing patient-specific teratomas could benefit disease 

research through isogenic iPSC lines. This could aid in understanding the disease state in 

various tissues that otherwise may be difficult to recapitulate. Finally, further optimization is 

necessary on the miRNA molecular sculpting technology, specifically generating stable 

miRNA cell lines and and optimizing the timing of GCV administration.  Overall, the teratoma 

has potential to further developmental biology and human disease research and span tissue 

engineering applications. 
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2.4 Supplemental Figures 
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Supplementary Figure 3: Comprehensive teratoma characterization. H&E stains of the 
(A) Choroid plexus (B) Fetal neuroectoderm (C) Retinal pigmented epithelium (D) 
Developing airway (E) Ciliated respiratory epithelium (F) Fetal cartilage. (G) Mesenchyme (H) 
Bone (I) Developing cardiac muscle / skeletal muscle (J) Squamous epithelium (K) The 
fraction of cells that are classified as MSC/Fibroblast across each teratoma. (L) Heatmap of 
top marker genes for each cell type. (M) Correlation of the average expression of each 
human teratoma cell type with the average expression of each fetal mouse cell type. (N) 
UMAP plot of mouse cell types in the H1 teratomas 
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Supplementary Figure 4: Assaying teratoma heterogeneity. (A) UMAP scatterplot 
showing how each line (HUES62, PGP1, and H9) contributes to the various cell type 
clusters. (B) Left: the normalized proportion of each teratoma in every cell type. Right: the 
bias each cell type shows towards specific teratomas. A low bias score means the cell type is 
well mixed across all 7 teratomas. (C) Growth kinetics of 6 teratomas based on cell line 
(HUES62, PGP1, and H9). (D) Lentiviral barcode construct map. (E) Barcoding summary 
statistics for both bulk and single cell assays across the three barcoded teratomas. 
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Supplementary Figure 5: Assaying teratoma maturity. (A) A heatmap of log fold-changes 
for the top differentially expressed genes between matched teratoma neuro-ectoderm and 
fetal cortical cell types. (B) A heatmap of the enrichment scores for top differential genesets 
(via Geneset Enrichment Analysis) between matched teratoma neuro-ectoderm and fetal 
cortical cell types. (C) Cosine similarity of teratoma gut cells with fetal gut cells of different 
ages. (D) Projection of fetal gut cell types onto a teratoma gut SWNE embedding. (E) 
Correlation of the scaled expression of key marker genes across mid/hindgut and foregut 
between teratoma and fetal cell types. (F) Proportion of foregut and mid/hindgut cells in the 
teratoma and fetal gut. (G) A heatmap of log fold-changes for the top differentially expressed 
genes between matched teratoma gut and fetal gut cell types. (H) A heatmap of the 
enrichment scores for top differential genesets (via Geneset Enrichment Analysis) between 
matched teratoma gut and fetal gut cell types. (I) H&E stain (left) as well as FOXJ1 staining 
of ciliated respiratory epithelium at 20x and 63x (right). Scalebar = 50µM (20x) and 20µM 
(63x). (J) Positive (left) and negative (right) RNAScope® control staining. DAPI is a nuclear 
stain. 4-10 punctate dots/cell is a positive result. Scalebar = 50µM. 
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Supplementary Figure 6: CRISPR-KO Screen in Teratomas. (A) Schematic showing 
knock-in of the CAG-spCas9-P2A-EGFP cassette with an upstream T2A linked blasticidin 
resistance gene into the AAVS1 locus thus, creating the Cas9-expressing PGP1 line (above). 
Accompanying validated trace sequences of the left and right arms (below). (B) 2% agarose 
gel confirming proper integration of the CAG-spCas9-P2A-EGFP cassette into the AAVS1 
locus of the PGP1 line via PCR amplification of the left and right arm spanning the 
endogenous locus and the engineered cassette compared to a PGP1 negative control. (C) 
Cells per gRNA and cells per gene for the screen. (D) UMAP projection of PGP1 cell types 
classified using the H1 cell types as a reference. (E) Correlation of the Earth Mover’s 
Distance (EMD) between each gene and the NTC across the original screen and the 
replicate screen.  
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Table 1: Developmental Genes for Screen 

Human 
Gene ID 

Target 
Gene 
Symbol 

Lineage KO phenotype References 
(PMID) 

64321 Sox17 all endoderm die at E10.5, deficient of gut endoderm. In the 
chimeras, few in foregut and completely excluded 
from the mid- and hindgut 

11973269 

1045 Cdx2 intestines (also 
VE) 

rescue the embryos to E11.5 in tetraploid 
chimera, defect in yolk sac circulation 

15136723 

3172 Hnf4a liver, pancreas, 
colon (also VE) 

rescue the embryos to midgestation stages 
(E12.5) in tetraploid chimera 

10691738 

2626 Gata4 heart (also VE) rescue the embryos to E9.5 in tetraploid chimera 15310850 

2627 Gata6 liver (also VE) rescue the embryos to E10.5 in tetraploid chimera 15767668 

861 Runx1 hematopoiesis die at E11.5 8565077 

3170 Foxa2 notochord, all 
germ layer 

die at E11.5. Absence of head process and 
notochord 

8069909 

3651 Pdx1 pancreas die within a few days after birth 7935793 

7080 Nkx2-1 lung die at birth 10706142 

1482 Nkx2-5 heart die at E9-10, heart looping morphogenesis defect 7628699 

6662 Sox9 ductal system, 
chondrocyte 

die at E11.5. In chimeras, excluded from 
chondrogenic mesenchymal 

10319868 

5629 Prox1 lymphatic 
endothelial, 
liver, lens 

die at E14.5 10080188, 
10499794 

6615 Snai1 EMT no mesoderm, die at E8.5 11689706 

7291 Twist1 EMT die at E11.5, defects in head mesenchyme 7729687 

429 Ascl1 neural delayed neuronal differentiation 16677628 

4762 Neurog
1 

neural neonatal lethal, fail to generate the proximal 
subset of cranial sensory neurons 

9539122 

1316 Klf6 hematopoiesis, 
yolk sac, liver 

die at E12.5 16234353 

10365 Klf2 endothelia loss of vessel tone, die at E9.5; Tie2-cre Klf fl/fl 
die E14.5 

17141159 

3280 Hes1 brain die at E12-birth, lethal due to severe neural tube 
defects 

8543157 

2290 Foxg1 brain die at birth, excess of Cajal-Retzius neuron, 
repression of cortical fate 

14704420 

7289 Tulp3 neural die at E14.5, betaIII-tubulin positive cells is 
significantly decreased in the hindbrain 

11406614 

4656 MyoG muscle die immediately after birth with severe skeletal 
muscle deficiency 

8393145 

2625 Gata3 T cell 
development, 
endothelial 
lineage 

die by 11 days post coitum (d.p.c.) 10835639 

2263 Fgfr2 limb formation, 
skin, kidney, 
bone 

lethality at E10–11 because of failures in the 
formation of functional placenta. Fail to form limb 
buds. 

26273516 
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Table 2: Editing Efficiencies of sgRNAs 1-week post transduction in PGP1-PSCs 

sgRNA Editing 
Rate 

Number of Reads Selected for 
analysis and 
repool 

ASCL1-1 88.82% 32222 Yes 

ASCL1-2 100.00% 193295  

CDX2-1 95.78% 477555 Yes 

CDX2-2 84.09% 380163  

FGFR2-1 4.50% 299260  

FGFR2-2 11.89% 351448  

FOXA2-1 47.55% 283036  

FOXA2-2 55.73% 373681  

FOXG1-1 64.73% 350961  

FOXG1-2 46.34% 308417  

GATA3-1 70.51% 242985 Yes 

GATA3-2 55.86% 288202  

GATA4-1 61.46% 188486  

GATA4-2 33.37% 172848  

GATA6-1 68.34% 252259  

GATA6-2 100.00% 4056 Yes 

HES1-1 99.97% 32556 Yes 

HES1-2 97.99% 2535  

HNF4A-1 ND ND  

HNF4A-2 35.98% 369691  

KLF2-1 92.00% 120075 Yes 

KLF2-1 47.75% 143242  

KLF6-1 86.19% 354299 Yes 

KLF6-2 71.22% 314585  

MYOG-1 92.11% 368909 Yes 

MYOG-2 83.86% 462448  

NEUROG1-1 40.20% 456686  

NEUROG1-2 95.34% 120075 Yes 

NKX2-1-1 58.44% 323414  

NKX2-1-2 75.11% 353478 Yes 

NKX2-5-1 92.35% 43639  

NKX2-5-2 100.00% 13884 Yes 

PDX1-1 100.00% 21621  

PDX1-2 94.55% 2201 Yes 

PROX1-1 53.05% 381734  

PROX1-2 66.88% 449641  
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Table 2: Editing Efficiencies of sgRNAs 1-week post transduction in PGP1-PSCs, 
continued 

sgRNA Editing Rate Number of Reads Selected for 

analysis and 

repool 

RUNX1-1 69.57% 406677  

RUNX1-2 99.99% 286718 Yes 

SNAI1-1 36.09% 306442  

SNAI1-2 62.92% 353088  

SOX17-1 34.28% 354167  

SOX17-2 36.82% 455174  

SOX9-1 69.91% 290480 Yes 

SOX9-2 90.23% 334831  

TULP3-1 66.87% 317228  

TULP3-2 98.94% 2457 Yes 

TWIST1-1 80.20% 155792  

TWIST1-2 70.21% 324104 Yes 
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2.5 Materials and Methods 

2.5.1 Cell Culture 

The H1, H9, PGP1, and HUES62 hESC cell line was maintained under feeder-free 

conditions in mTeSR medium (Stem Cell Technologies). Prior to passaging, tissue-culture 

plates were coated with growth factor-reduced Matrigel (Corning) diluted in DMEM/F-

12/Glutamax medium (Thermo Fisher Scientific), and incubated for 30 minutes at 37ºC, 5% 

CO2. Cells were dissociated and passaged using the dissociation reagent Versene (Thermo 

Fisher Scientific). HEK 293T and HeLa were maintained in high glucose DMEM 

supplemented with 10% fetal bovine serum (FBS) and passaged every couple days upon 

confluency with .05% Trypsin-EDTA (Gibco). HUVECs were maintained in EGM-2 (Lonza). 

 

2.5.2 PGP1-Cas9 Clone Generation 

The PGP1 human induced pluripotent stem cell line was a kind gift of Dr. George 

Church at Harvard Medical School. The sgRNA targeting AAVS1 locus of the human 

genome (spacer sequence GGGCCACTAGGGACAGGAT) was cloned into the Lenti-guide-

puro plasmid (Addgene #52963).  To generate the knockin donor plasmid, we cloned the 

CAG promoter followed by a cassette of co-expression of spCas9 and EGFP splitting via the 

P2A sequence into the pCR4-Blunt-TOPO vector (Thermo Fisher Scientific). Two homology 

arms were amplified from upstream (804 bp) and downstream (837 bp) of the sgRNA 

targeting site in AAVS1 genomic locus and constructed into the donor plasmid flanking the 

CAG-spCas9-P2A-EGFP cassette.  Between the upstream homology arm and the CAG 

promoter, we inserted a splice acceptor sequence following by a T2A linked blasticidin 

resistance gene. 
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Human iPSC PGP1 cells were electroporated using 4D-Nucleofector system and P3 

Primary Cell X kit (Lonza) according to the manufacturer's instruction. Briefly, the PGP1 cells 

were dissociated into single cells. 1x106 cells were mixed with 100 μl nucleofection reagents 

and 10 μg DNA (5 μg Cas9 donor + 5 μg sgRNA) and electroporated. The cells were 

recovered with pre-warmed medium and then cultured on inactivated MEF feeders in 10 cm 

dishes with mTeSR medium supplemented with 0.5 μM ROCK-inhibitor. Afterward, the 

mTeSR medium without ROCK-inhibitor was refreshed daily. 2 μg/ml blasticidin were added 

into the culture medium 7 days after electroporation. The cells were cultured without passage 

until clones emerged on the plate. The clones were checked under the microscope and those 

with EGFP expression were picked up and expanded individually. 

To detect genomic integration, the genomic DNA from cultured cells was extracted 

using DNeasy Blood & Tissue Kits (Qiagen). Approximately 500 ng of genomic DNA was 

used for each PCR reaction using KAPA HiFi HotStart Ready Mix (Kapa Biosystems). The 

primer sequences are listed below. 

Left_arm_forward ACTTCCCCTCTTCCGATGTTG 

Left_arm_reverse ATTGTAGCCGTTGCTCTTTCA 

Right_arm_forward GAGCAAAGACCCCAACGAGAAGC 

Right_arm_reverse CTGCCTGGAGAAGGATGCAGGA 

  

The activity of Cas9 in the PGP1-Cas9 cells was further validated by the generation 

of indels at the expected position when guide RNAs were introduced. 

 

2.5.3 sgRNA Design 

The CRISPR-KO sgRNA sequences targeting transcription factor genes were 

obtained from the GPP sgRNA Designer web tool 

(https://portals.broadinstitute.org/gpp/public/analysis-tools/sgrna-design, accessed February 
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2018) as follows. The 24 gene symbols in the table below were converted to Entrez gene IDs 

using Bioconductor package org.Hs.eg.db_3.5.0, and the resulting IDs were submitted 

together with the following parameters: enzyme Sp, taxon human, quota 50, include 

unpicked. From the resulting output, the two guide sequences with the highest “pick order” 

were selected for each target gene. To check the validity of each guide sequence, the 

corresponding context sequence was compared to the human reference genome at the 

predicted cut location using Bioconductor package BSgenome.Hsapiens.UCSC.hg38_1.4.1, 

and the cut location was confirmed to be fully within the target gene coding sequence 

determined using Bioconductor package TxDb.Hsapiens.UCSC.hg38.knownGene_3.4.0. 

Gene symbol Entrez ID sgRNA-1 sgRNA-2 

SOX17 64321 GGCAACGGGTAGCCGTCGAG AGGGCGAGTCCCGTATCCGG 

CDX2 1045 CCGCAGTACCCGGACTACGG CAAATATCGAGTGGTGTACA 

HNF4A 3172 GGGACCGGATCAGCACTCGA GCAATGACTACATTGTCCCT 

GATA4 2626 TGTGGGCACGTAGACTGGCG CCGGCTTACATGGCCGACGT 

GATA6 2627 CGGGACGCCTCAGCTCGACA GCCGACAGCGAGCTGTACTG 

RUNX1 861 CTGATCGTAGGACCACGGTG TGCTCCCCACAATAGGACAT 

FOXA2 3170 ATGAACATGTCGTCGTACGT TCCGTGAGCAACATGAACGC 

PDX1 3651 GGAGAACAAGCGGACGCGCA TATTCAACAAGTACATCTCA 

NKX2-1 7080 GCGAGCGGCATGAACATGAG GGTTGGCGCCGTACCATCCG 

NKX2-5 1482 GTAGGCACGTGGATAGAAGG GAAGACAGAGGCGGACAACG 

SOX9 6662 ACGTCGCGGAAGTCGATAGG TTCACCGACTTCCTCCGCCG 

PROX1 5629 AGTGTCCACAACTTGCGACA CGGGTTGAGAATATAATTCG 

SNAI1 6615 GGGACTCTCCTGGAGCCGAA TGTAGTTAGGCTTCCGATTG 

TWIST1 7291 CGGGAGTCCGCAGTCTTACG AGCGGGTCATGGCCAACGTG 

ASCL1 429 CCAGGTTGACCAACTTGACG AAACGCCGGCTCAACTTCAG 

NEUROG1 4762 CCGCATGCACAACTTGAACG TTGGTGTCGTCGGGGAACGA 

KLF6 1316 TCTGAGGCTGAAACATAGCA GCTGACCAAAACTTCGCCAA 

KLF2 10365 GGTTCGGGGTAATAGAACGC CTTCGGTCTCTTCGACGACG 

HES1 3280 GTGCGAGGGCGTTAATACCG AGCCAGTGTCAACACGACAC 

FOXG1 2290 AGCGCGTTGTAGCTGAACGG CCGCGCCACTACGACGACCC 

TULP3 7289 GGAGTATGACAGTTCACCAA TGAAAGTGTGAACTTCGATG 



 

84 

MYOG 4656 TTACACACCTTACACGCCCA TCGAACCACCAGGCTACGAG 

GATA3 2625 TCCAAGACGTCCATCCACCA CAGGGAGTGTGTGAACTGTG 

FGFR2 2263 CTTAGTCCAACTGATCACGG TGACCAAACGTATCCCCCTG 

 

2.5.4 Library Preparation 

The lentiviral backbone plasmid for the barcode vector was constructed containing 

the EF1α promoter, mCherry transgene flanked by BamHI restriction sites, followed by a P2A 

peptide and hygromycin resistance enzyme gene immediately downstream (ECIH). The 

backbone was digested with HpaI, and a pool of 20 bp long barcodes with flanking 

sequences compatible with the HpaI site, was inserted immediately downstream of the 

hygromycin resistance gene by Gibson assembly. The vector was constructed such that the 

barcodes were located only 200 bp upstream of the 3’-LTR region. This design enabled the 

barcodes to be transcribed near the poly-adenylation tail of the transcripts and a high fraction 

of barcodes to be captured during sample processing for scRNA-seq. 

The lentiviral backbone plasmid for the sgRNAs was the CROPseq-Guide-Puro 

vector (Addgene #86708). To create the sgRNA library, individual sgRNAs were PCR 

amplified utilizing overlapping forward and reverse primers custom designed with flanking 

sequences compatible with the BSMBI restriction sites. The lentiviral backbone was digested 

with BSMBI (New England Biolabs) at 55°C for 3 hours in a reaction consisting of: 

CROPseq-Guide-Puro backbone, 5 μg, Buffer NEB 3.1, 5 μl, BSMBI, 5 μl, H20 up to 50 μl. 

After digestion, the vector was purified using a QIAquick PCR Purification Kit (Qiagen). Each 

sgRNA was then individually assembled via Gibson assembly.  

The Gibson assembly reactions were set up as follows: 1:10 molar ratio of digested 

backbone to sgRNA insert, 2X Gibson assembly master mix (New England Biolabs), H20 up 

to 20 μl. After incubation at 50°C for 1 h, the product was transformed into One Shot Stbl3 

chemically competent Escherichia coli (Invitrogen). A fraction (150 μL) of cultures was 
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spread on carbenicillin (50 μg/ml) LB plates and incubated overnight at 37°C for 15-18hrs 

(miRNA constructs required longer incubation times). Individual colonies were picked, 

introduced into 5 ml of carbenicillin (50 μg/ml) LB medium and incubated overnight in a 

shaker at 37°C. The plasmid DNA was then extracted with a QIAprep Spin Miniprep Kit 

(Qiagen), and Sanger sequenced to verify correct assembly of the vector and to extract 

barcode sequences.  

To assemble the library, individual sgRNA vectors were pooled together in an equal 

mass ratio along with 5 non-targeting control (NTC) sgRNAs which constituted 50% of the 

final pool. 

 

2.5.5 Viral Production 

HEK 293T cells were maintained in high glucose DMEM supplemented with 10% fetal 

bovine serum (FBS). Cells were seeded in a 15 cm dish 1 day prior to transfection, such that 

they were 60-70% confluent at the time of transfection. For each 15 cm dish 36 μl of 

Lipofectamine 2000 (Life Technologies) was added to 1.5 ml of Opti-MEM (Life 

Technologies). Separately 3 μg of pMD2.G (Addgene #12259), 12 μg of pCMV delta R8.2 

(Addgene #12263) and 9 μg of an individual vector or pooled vector library was added to 1.5 

ml of Opti-MEM. After 5 minutes of incubation at room temperature, the Lipofectamine 2000 

and DNA solutions were mixed and incubated at room temperature for 30 minutes. Medium 

in each 15 cm dish was replenished with 25 ml of fresh medium. After the incubation period, 

the mixture was added dropwise to each dish of HEK 293T cells. Supernatant containing the 

viral particles was harvested after 48 and 72 hours, filtered with 0.45 μm filters (Steriflip, 

Millipore), and further concentrated using Amicon Ultra-15 centrifugal ultrafilters with a 

100,000 NMWL cutoff (Millipore) to a final volume of 600-800 μl, divided into aliquots and 

frozen at -80°C. 
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2.5.6 Viral Transduction 

For viral transduction, virus was added at a low MOI (ensuring a single barcode/cell 

or a single sgRNA/cell) to stem cells at 20% confluency alongside polybrene (5 μg/ml, 

Millipore) in fresh mTeSR medium. The following day, medium was replaced with fresh 

mTeSR. Appropriate selection reagent was added 48 hrs after transduction (hygromycin 

[50µg/µL] for barcode / puromycin [0.75µg/µL] for CRISPR KO screen / miRNA-HSV-tk-GFP) 

(Thermo Fisher Scientific) and was replaced daily. For miRNA-HSV-tk-GFP transduced cells 

puromycin selection did not begin until 5-7 days after transduction to allow for enough GFP 

positive cells. For editing in CRISPR KO screen, selection was continued for 5 days prior to 

use for teratoma formation in mice.  

 

2.5.7 sgRNA Editing Rate Validation 

We individually transduced each sgRNA into our PGP-Cas9 cell line in an arrayed 

format and selected with puromycin after 48 hrs and allowed editing to occur for an additional 

5 days (7 days total). From there we retrieved the cell pellets from each individual sgRNA 

and extracted gDNA. We then designed primers upstream and downstream of the expected 

cut site for each individual sgRNA and amplified that region utilizing standard PCR on the 

gDNA extracted from each cell pellet transduced with each individual sgRNA. Each amplicon 

for each sgRNA was then sent out for deep sequencing. The reads we got back were then 

compared to a reference genome and the reads that showed a proper indel or SNP were 

counted as a proper cut and edit. This number was compared to overall reads and the 

percentage was calculated as the effificnecy of edits made for that single sgRNA onto our 

PGP-Cas9 line. 
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2.5.8 Animals 

Housing, husbandry and all procedures involving animals used in this study were 

performed in compliance with protocols (#S16003) approved by the University of California 

San Diego Institutional Animal Care and Use Committee (UCSD IACUC). Mice were group 

housed (up to 4 animals per cage) on a 12:12 hr light-dark cycle, with free access to food 

and water in individually ventilated specific pathogen free (SPF) cages. All mice used were 

healthy and were not involved in any previous procedures nor drug treatment unless 

indicated otherwise. All studies performed in NOD.Cg-Prkdcscid Il2rgtm1Wjl/SzJ (NSG) mice 

and maintained in autoclaved cages.  

 

2.5.9 Teratoma Formation 

A subcutaneous injection of 5-10 million PSCs in a slurry of Matrigel® and mTeSR 

medium (1:1) was made in the right flank of anesthetized Rag2-/-;γc-/- immunodeficient mice. 

Weekly monitoring of teratoma growth was made by quantifying approximate elliptical area 

(mm2) with the use of calipers measuring outward width and height.  

 

2.5.10 Teratoma Processing 

After growth for 70 days on average mice were euthanized by slow release of CO2 

followed by secondary means via cervical dislocation. Tumor area was shaved, sprayed with 

70% ethanol, and then extracted via surgical excision using scissors and forceps. Tumor was 

rinsed with PBS, weighed, and photographed. Tumor was then cut into small pieces in a 

semi-random fashion and frozen in OCT for sectioning and H&E staining courtesy of the 

Moore’s Cancer Center Histology Core. Remaining tumor was cut into small pieces 1-2mm in 

diameter and subjected to standard GentlaMACS™ protocols: Human Tumor Dissociation Kit 

(medium tumor settings), Red Blood Cell Lysis Kit, and Dead Cell Removal Kit. Single cells 
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were then resuspended in .04% BSA for 10X genomics chromium(Zheng et al. 2017) 

platform.  

 

2.5.11 Histology and RNAScope® 

H&E sections from teratomas were confirmed to have the presence of all 3 germ 

layers: ectoderm, mesoderm, and endoderm via microscopy identification. Fresh frozen 

sections were subjected to standard RNAScope® Fluorescent Multiplex Reagent Kit 

protocols following fresh frozen tissue requirements.  

 

2.5.12 Microscopy 

Following 24 hrs of incubation with RNAScope® probes in 4ºC, slides were imaged 

using Zeiss 880 Airyscan Confocal microscope with special thanks to Michael Hu for image 

processing utilizing the UC San Diego Microscopy Core.  

 

2.5.13 Single cell RNA-seq Processing and Genotype Deconvolution 

Using the 10X genomics CellRanger (v2.01) pipeline(Zheng et al. 2017), we aligned 

Fastq files to a combined hg19 and mm10 reference, counted UMIs to generate human and 

mouse gene-expression counts matrices, and aggregated samples across 10X runs with the 

cellranger aggr command. All cellranger commands were run using default settings. 

 

2.5.14 Seurat Data Integration 

Data integration was performed on the aggregated counts matrices for each of the 

following datasets: the 7 H1 teratomas, the 3 PGP1 CRISPR-KO screen teratomas, and the 

4 chimeric teratomas. We used the Seurat v3 data integration pipeline(Stuart et al. 2018; 

Butler et al. 2018). Briefly, we first filtered the counts matrix for genes that are expressed in 
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at least 0.1% of cells, and cells that express at least 200 genes.  We then normalized the 

counts matrix using total-counts normalization, and log-transformed the result. For each 

teratoma, we identified highly variable genes, and selected the top 4000 genes that 

appeared as overdispersed across the most teratomas. We then identified anchor cells, and 

integrated the teratomas to create a batch-corrected gene expression matrix. After batch 

correction, we used a linear model to regress away library depth, and mitochondrial gene 

fraction, and ran Principal Components Analysis (PCA)(Abdi and Williams 2010), keeping the 

first 30 principal components. We then used the PCs to generate a k Nearest Neighbors 

(kNN) graph, setting k = 10, and then used the kNN graph to calculate a shared nearest 

neighbors (SNN) graph(Houle et al. 2010b). We ran modularity optimization algorithm with a 

resolution of 0.4 on the SNN graph to find clusters(Butler et al. 2018).  

 

2.5.15 H1 Teratoma Clustering and Validation 

H1 clusters were assigned to cell types using a two-stage strategy. First, we trained a 

kNN classifier on the Mouse Cell Atlas dataset using k = 40(Tarlow et al. 2013), mapping 

mouse genes to their human orthologs. We projected each cell in the teratoma dataset onto 

the first 40 Principal Components (PCs) of the Mouse Cell Atlas and classified each cell in 

the H1 teratoma dataset using this kNN classifier to generate a rough set of cell type 

assignments for each cluster. We then manually inspected the marker genes for each cluster 

and adjusted the cell type based on the expression of canonical markers (Table 2). Clusters 

that mapped to the same MCA cell type, and expressed similar marker genes were merged. 

Finally, we ran UMAP on the first 30 PCs as input in order to visualize the results(McInnes 

and Healy 2018; Becht et al. 2018). We validated each annotated cell type by computing the 

pearson correlation between the average expression of each cell type and the average 

expression of each broad cell type in the Mouse Organogenesis Cell Atlas(Cao et al. 2019). 
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We used the union of all marker genes for the teratoma cell types and Mouse Organogenesis 

Cell Atlas cell types to perform the correlation analysis.  

In some cases, it was necessary to sub-cluster the cells to achieve greater cell type 

resolution. Specifically we sub-clustered the all cells mapping to ciliated epithelium in order to 

separate retinal epithelium and airway epithelium. Additionally, we sub-clustered the neuro-

ectoderm in order to identify interneurons, peripheral neurons, retinal progenitors, and early 

neuro-ectoderm. In both cases we simply subsetted the gene expression matrix with the cells 

of interest and reran the Seurat analysis pipeline, identifying sub-clusters using known 

marker genes (Supplemental Table 2). 

 

2.5.16 Quantitative Assessment of Teratoma Heterogeneity and Cell Type Bias 

In order to quantify the level of heterogeneity between teratomas we used the 

Normalized Relative Entropy metric from CONOS(Barkas et al. 2019).  

1 −  
∑ 𝑠 × 𝐾𝐿(𝒇𝒌, 𝑭)

ೠ
ୀଵ

log (𝑛௧௧௦) ∑ 𝑠
ೠೞ
ୀଵ

 

Where 𝒇𝒌 is a vector with the number of cells in each teratoma from cluster k, 

𝐾𝐿(𝒇𝒌, 𝑭) is the empirical KL divergence between 𝒇𝒌 and the total number of cells in each 

teratoma, 𝑭. Higher Normalized Relative Entropy means the cell types are more mixed 

across the teratomas and thus the teratomas are less heterogeneous.  

To quantify the heterogeneity/bias of individual cell types across teratomas we simply 

take the KL divergence of the number of cells in each teratoma from that cell type/cluster and 

the total number of cells in each teratoma and then scale by the number of cells in each cell 

type. For each cell type k: 

𝑠 × 𝐾𝐿(𝒇𝒌, 𝑭) 
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2.5.17 Lentiviral Barcode and CRISPR Guide Assignment 

To assign one or more lentiviral/gRNA barcode to each cell, we extracted each 

barcode by identifying its flanking sequences, resulting in reads that contain cell, UMI, and 

barcode tags. To remove potential chimeric reads, we used a two-step filtering process. First, 

we only kept barcodes that made up at least 0.5% of the total amount of reads for each cell. 

We then counted the number of UMIs and reads for each plasmid barcode within each cell, 

and only assigned that cell any barcode that contained at least 10% of the cell’s read and 

UMI counts. The code for assigning barcodes to each cell can be found on GitHub at: 

https://github.com/yanwu2014/genotyping-matrices. 

 

2.5.18 H1 Cell Barcoding Analysis 

We extracted lentiviral barcodes from the genomic DNA fastq files before and after 

teratoma formation for the 3 barcoded H1 teratomas. We counted the number of unique 

barcodes that were supported by at least 10 reads (the reads requirement is to mitigate 

overcounting unique barcodes due to minor sequencing errors) and then computed the 

fraction of unique barcodes that remain after teratoma formation to assess the approximate 

number of cells that are involved in the teratoma formation process. 

We also identified lentiviral barcodes at the single cell level, using the barcode 

assignment strategy described in the Lentiviral Barcode and CRISPR Guide Assignment 

section. For each cell type, we computed its bias for specific barcodes using the same 

relative entropy metric we used to compute teratoma bias. 

𝑠 × 𝐾𝐿(𝒃𝒌, 𝑩) 

Where 𝒃𝒌 is a vector with the number of cells in each barcode from cluster k, 

𝐾𝐿(𝒃𝒌, 𝑩) is the empirical KL divergence between 𝒃𝒌 and the total number of cells in each 

barcode, 𝑩.   
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2.5.19 Developmental Staging Analysis 

In order to assess the developmental maturity of the teratoma cell types, we 

computed the average expression of all cells related to neuro-ectoderm (Radial Glia, 

Intermediate Neuronal Progenitors, Early Neurons) and gut (Oral/Esophageal, Stomach, 

Intestine) cell types and calculated the cosine similarity of the teratoma average expression 

to the average expression of fetal human cells across different time points. We used all 

genes that were detected in both the fetal and teratoma data.  

For the neuro-ectoderm cells, we then sub-clustered those cells and identified 

additional cell types using canonical marker genes (Supplemental Table 2). We then 

matched those neuro-ectoderm sub-clustered cell types to cell types in a larger fetal week 

17-18 single cell prefrontal cortex dataset.  

We next generated Similarity Weighted Nonnegative Embeddings (SWNE)(Wu, 

Tamayo, and Zhang 2018) for the neuronal and gut cell types using the top 3000 

overdispersed genes in each tissue type. Briefly, SWNE uses nonnegative matrix 

factorization (NMF)(Lee and Seung 1999) to decompose a gene expression matrix into 

component factors, embeds the factors in 2D using sammon mapping(Sammon 1969), and 

embeds the cells and key genes in the 2D space relative to the factors. The cell positions are 

smoothed using a shared nearest neighbors (SNN) network. For the neuronal SWNE 

embedding, we used 30 NMF factors and 20 nearest neighbors when computing the SNN. 

For the gut SWNE embedding, we used 20 NMF factors and 30 nearest neighbors. We 

projected teratoma data onto the fetal SWNE, by first projecting the teratoma data onto the 

fetal NMF factors, and generating embedding coordinates. We then smooth the projected 

coordinates by projecting the teratoma data onto the fetal SNN. 
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We then compared the expression of key neuronal/gut marker genes in each 

neuronal and gut cell type by correlating the expression of those markers between the 

teratoma data and the fetal human data. We used the scaled gene expression for both the 

teratoma and fetal data, which involves subtracting the average expression and dividing by 

the standard deviation. 

 

2.5.20 PGP1 Teratoma Screen Analysis 

We first generated a batch corrected gene expression matrix using the method 

described in the Seurat Data Integration section. We projected each cell in the PGP1 dataset 

onto the first 30 principal components of the H1 teratoma dataset, and classified each cell 

using Seurat Label Transfer, collapsing cell types that had fewer than 100 cells into their 

closest cell type(Stuart et al. 2019). Specifically, Airway Epithelium was merged into Foregut 

(Airway epithelium is derived from the foregut epithelium during development), Schwann 

Cells and Melanoblasts were grouped as Schwann Cell Progenitors (SCP), Immune Cells, 

Erythrocytes, and Hematopoietic Stem Cells (HSCs) were grouped as Hematopoietic cells, 

Muscle Progenitors and Cardiac/Skeletal Muscle were grouped as Muscle, all 

MSC/Fibroblast populations were merged, Pericytes and Smooth Muscle were grouped as 

Perivascular Cells, Intermediate Neuronal Progenitors (INP) and Radial Glia were grouped 

as Neuronal Progenitors, and Retinal Neurons were merged into Early Neurons. In order to 

visualize the PGP1 data, we ran UMAP on the projected PCs.  

We assigned CRISPR-KO gene perturbations using the barcode assignment strategy 

described in the Lentiviral Barcode and CRISPR Guide Assignment section. To assess the 

effect of gene knockouts on cell type proportions, we used a ridge regression model with the 

R glmnet package. For each CRISPR gRNA and gene knockout, this resulted in regression 

coefficients for each cell type describing the enrichment or depletion of that gRNA/gene-KO 
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in that cell type. We permuted the gRNA/gene assignments to assign p-values to each 

coefficient representing the probability that coefficient is truly non-zero. For each gene, we 

computed the cell type shift effect size as the sum of the absolute value of each coefficient 

across all cell types with an unadjusted p-value of less than 0.005. The reproducibility of the 

gene knockout was assessed by correlating the cell type effects of the two gRNAs 

associated with that gene. We also used bootstrap resampling with 1000 samples of 90% of 

the cells in each sample in order to compute a bootstrap standard deviation for the effect size 

of each gene.  
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CHAPTER 3. Assessing the cell-type specific function of noncoding regulatory regions 

linked to human evolution using single-cell accessibility and gene expression analysis 

 

3.1 Introduction 

 Modern humans have a remarkable set of complex social and cognitive behaviors, 

which is at least partly driven by human specific neuro-development that results in a brain 

that is exceptional among primates in terms of size, cortical organization, and connectivity(J. 

a Miller et al. 2014; Rilling 2014; Levchenko et al. 2018; Pääbo 2014). One approach to 

understanding these human specific developmental changes is to search for “Human 

Accelerated Regions” (HARs), which are genomic regions that are highly conserved among 

vertebrates but have higher than expected substitution rates on the human specific lineage of 

the evolutionary tree(Pollard et al. 2006; Prabhakar et al. 2006; Bird et al. 2007; Bush and 

Lahn 2008; Lindblad-Toh et al. 2011; Hawkins et al. 2015). The fact that these regions are 

conserved in vertebrates suggests that they are functionally important regions (such as 

regulatory regions), and the high substitution rate in the human lineage suggests that their 

function has been modified specifically in humans(Pääbo 2014).  

Massively Parallel Reporter Assays (MPRAs) have shown that many of these HARs 

function as enhancer regions, with many validated enhancers showing activity during 

embryonic development(Capra et al. 2013; Ryu et al. 2018). Additionally, HAR specific 

sequencing in patients with Autism Spectrum Disorder (ASD) coupled with chromatin 

interaction sequencing (Hi-C) and MPRAs has shown that mutations in HARs that serve as 

active enhancers can disrupt social and cognitive function(Doan et al. 2016). However, 

understanding the role of these HARs across the different cell types present during neuronal 

development remains a challenge. Integrating chromatin interaction maps in the fetal human 

brain with single-cell RNA-seq profiling of human brain development enabled the 
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identification of neuro-developmental risk genes expressed in specific developmental cell 

types that are regulated by HARs(Won et al. 2019). Nevertheless, to our knowledge, there is 

still no study that directly assays the activity of HARs and expression of HAR-linked genes 

with developmental cell-type resolution. 

We performed single-cell chromatin accessibility and gene expression profiling on the 

week 16 and week 18 fetal human prefrontal cortex in order to assess both cell type specific 

activity of HARs and expression of HAR-linked genes. Assaying chromatin accessibility at 

the single-cell level enables us to determine which HARs and HAR-linked regulatory 

elements are active in which developmental cell types, while the single-cell RNA sequencing 

enables us to determine HAR-linked gene expression in those same cell types. Additionally, 

the single-cell chromatin accessibility dataset enables us to generate a map of co-accessible 

regions, supplementing existing chromatin interaction maps of the human fetal cortex and 

enabling us to link HARs to downstream genes with greater accuracy(Pliner et al. 2018; de la 

Torre-Ubieta et al. 2018). 

 

 

3.2 Results 

3.2.1 Identifying chromatin and RNA cell types 

We first profiled the chromatin accessibility of the developing human cortex by 

processing 40,678 single nuclei from the week 16 and week 18 human fetal human cortex 

using scTHS-seq(B. B. Lake et al. 2017) (Figure 9A, Methods). We profiled 7,865 nuclei 

from the same samples using snDropSeq to assess RNA expression, and identified RNA and 

chromatin cell types and trajectories(B. B. Lake et al. 2017; Macosko et al. 2015) (Figure 9A, 

Methods). With the chromatin data, we found cell-type specific accessible sites and 

overlapped them with Human Accelerated Regions mutations to assess the role of these 
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developmental cell types in human evolution(Pollard et al. 2006; Prabhakar et al. 2006; Bird 

et al. 2007; Bush and Lahn 2008; Lindblad-Toh et al. 2011; Hawkins et al. 2015) (Figure 

9A).  

To process the chromatin data, we first used SnapATAC to identify a consensus set 

of 434,899 peaks and generate a matrix of peaks by cells(Fang et al. 2019) (Figure 9A, 

Methods). We used LDA to reduce the dimensionality of the peaks matrix via CisTopic and 

clustered the cells using Seurat(Bravo González-Blas et al. 2019; Stuart et al. 2019) (Figure 

9A, Methods). We then identified co-accessible peaks and generated an estimated gene 

activity matrix using Cicero(Pliner et al. 2018) (Methods). To process the snDropSeq RNA 

data, we used the DropSeq computational pipeline to generate the gene expression matrix, 

Pagoda2 for clustering, and Seurat for visualization and marker gene identification(Macosko 

et al. 2015; Barkas et al. 2018; Stuart et al. 2019) (Figure 9A, Methods).  

We identified cell types in the RNA dataset by matching cluster specific marker genes 

to canonical markers from previous single-cell RNA-seq studies of the human fetal cortex, 

and correlated the RNA cell type with the chromatin gene activity clusters to generate a 

rough map of chromatin cell type identity(Polioudakis et al. 2019) (Figure S7A, Methods). 

We validated the chromatin cell types by visualizing the activity of the same canonical 

markers(Polioudakis et al. 2019) (Figure S7B, Methods). We further validated the cell types 

by correlating the average gene activities of the finalized chromatin cell types with the 

average gene expression of the finalized RNA cell types (Figure S7C).  

We then generated UMAP embeddings of the chromatin dataset using the LDA topics 

and the RNA dataset using the top 50 principal components(McInnes and Healy 2018; Becht 

et al. 2018) (Figure 9B, 9C). In order to visually separate outer and ventral Radial Glia (oRG 

and vRG), we subsetted the binary accessibility matrix to just oRG, vRG, and CycProg cells 

and reran LDA and UMAP using CisTopic (Figure 9D). Both the chromatin and RNA 
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datasets show distinct trajectories for excitatory neurons, starting from the Radial Glia cell 

types (oRG, vRG) and moving through intermediate progenitors (ipEx) and early born 

excitatory neurons (ebEx) to the more mature layer specific excitatory neurons (ExL2/3, 

ExL4, ExL5/6, ExL6b) (Figure 9B, 9C). Other cell types include inhibitory neurons, which 

migrate into the cortex from the Medial Ganglionic Eminence (InMGE) or the Caudal 

Ganglionic Eminence (InCGE) as well as Oligodendrocyte progenitors (OPC) and Microglia 

(Mic)(Polioudakis et al. 2019) (Figure 9B, 9C). Endothelial cells (End) are detected in the 

RNA dataset but not the chromatin dataset (Figure 9B, 9C). 
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Figure 9: A single-cell map of human cortical development. (A) We isolated nuclei from 
week 16 and week 18 human pre-frontal cortex and ran single-nuclei THS-seq and single-
nuclei Drop-Seq in order to assess both the transcriptional and chromatin accessibility states 
of cells through development. We identified cell types for both the RNA and chromatin 
datasets, and then computed cell-type specific accessible sites. We then used overlapped 
those cell type specific accessible sites with Human Accelerated Regions (HARs) and 
disease-linked SNPs to study the roles these developmental cell types play in human 
evolution and disease. (b) UMAP embedding of the chromatin accessibility (scTHS-seq) 
dataset. (c) UMAP embedding of the RNA (snDrop-Seq) dataset. (d) Sub-clustering of 
cycling progenitors (CycProg), outer Radial Glia (oRG), and ventral Radial Glia (vRG) for the 
chromatin dataset. 
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3.2.2 Chromatin Trajectory Inference and GWAS Phenotype Analysis 

 In order to more closely analyze the developmental progression from Radial Glia 

progenitors (oRG, vRG) to early excitatory neurons (ebEx), we subsetted the chromatin 

accessibility dataset to only include oRG, vRG, ipEx, and ebEx cell types (Methods). We 

then reran LDA using cisTopic and generated a new gene activity matrix using Cicero 

(Methods). We embedded the developmental cell types using SWNE, a visualization method 

that enables simultaneous embedding of cells and key features(Wu, Tamayo, and Zhang 

2018) (Figure 10A, Methods). We also embedded the promoter and binding site 

accessibility of NPAS3, NEUROG2, FOXA1, and EOMES, TFs known to play a role in brain 

development(Elsen et al. 2013; de la Torre-Ubieta et al. 2018; Stott et al. 2013; Aydin et al. 

2019; Kamm et al. 2013) (Figure 10A). The closer a group of cells is to the promoter or 

binding site, the greater the accessibility of that promoter/binding site is in that group of cells 

(Figure 10A, Methods). Finally, we fit a trajectory using a principal curve, and estimated the 

pseudotime for each cell as the arc-length of that cell projected onto the principal 

curve(Hastie and Stuetzle 1989) (Figure 10A, S8A, Methods).  

In the SWNE embedding, we can see that for NEUROG2 and FOXA1, the promoter 

becomes accessible far earlier in the developmental trajectory than their binding sites, which 

potentially reflects their roles as pioneer transcription factors(Zaret and Mango 2016; Mayran 

and Drouin 2018) (Figure 10A, S8A). On the other hand, EOMES and NPAS3’s promoters 

and binding sites become accessible at around the same developmental time (Figure 10A, 

S8A). We confirmed this trend by plotting the relative accessibility of the promoters and 

binding sites of EOMES, FOXA1, NEUROG2, and NPAS3 across pseudotime (Figure 10B, 

S8B). Overall, our SWNE embedding of the excitatory neuron developmental trajectory 

enabled the visualization of transcription factor promoter and binding accessibility dynamics. 
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Figure 10: Trajectory Inference. (a) We used SWNE to embed oRG, vRG, ipEx, and ebEx 
cells, as well as the promoter and binding site accessibility of key TFs, and computed a 
developmental trajectory. The closer a cell is to a TF promoter or binding site, the more 
accessible that promoter/binding site is in that cell. (b) Plot of promoter accessibility vs 
binding site accessibility for EOMES, FOXA1, NPAS3, NEUROG2 across pseudotime. (c) 
SWNE embedding of oRG, vRG, ipEx, and ebEx developing human progenitor cell types 
colored by pseudotime 
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3.2.3 Understanding the Function of Human Accelerated Regions in Brain Development 

 Human Accelerated Regions (HARs) are regions of the human genome that are 

thought to play a role in human specific evolution (Figure 11A). HARs are relatively small, 

with a median width of 234 base pairs (bp), and most HARs reside in noncoding regions of 

the genome (Figure S8A, 11B). Thus, our goal was to use our developmental chromatin 

accessibility dataset to understand the cell types these HARs are most active in (Figure 11A, 

11B). We then used Cicero co-accessibility, which is an estimate of the likelihood that two 

genomic regions interact in some way (such as an enhancer region interacting with a 

promoter), to identify distal genes that HARs may be regulating, alongside identifying HARs 

in the promoter regions of key genes(Pliner et al. 2018) (Figure 11A). We integrated our 

Cicero co-accessibility data with previous work mapping genes whose promoters have 

physical contact with HAR regions (via Hi-C) in the fetal human prefrontal cortex to generate 

a combined HAR regulatory network(Won et al. 2019, 2016) (Figure 11A). 

 We compiled 3,168 HARs from five different studies and overlapped those HARs with 

both fetal and adult cell-type specific accessible regions, allowing for a 1kb gap to account 

for any uncertainty in HAR boundaries(Pollard et al. 2006; Prabhakar et al. 2006; Bird et al. 

2007; Bush and Lahn 2008; Lindblad-Toh et al. 2011; Hawkins et al. 2015) (Figure 11A, 

11C, Methods). In order to compute p-value for the enrichment of HARs in the accessible 

regions of each cell type, we established a null distribution by sampling from the union of all 

accessible regions in the developing fetal and adult brains, and all ENCODE DNaseI 

hypersensitive sites(B. B. Lake et al. 2017; Neph et al. 2012) (Figure 11C, Methods). We 

found that developmental progenitors, including developing inhibitory neurons, were highly 

enriched (p-value < 1e-4) for HARs, while layer specific excitatory neurons and adult cell 

types were not enriched (Figure 11C). This suggests that HARs act primarily during human 

development, and not during adulthood. Additionally, HARs primarily act on progenitor cell 
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types such as radial glia (oRG, vRG), intermediate progenitors (ipEx), and early born 

excitatory neurons (ebEx) and not on more mature layer specific excitatory neurons in the 

fetal cortex. 

 While these HARs are primarily located in distal intergenic regions and introns, we 

found that the majority of HARs that intersect a cell-type specific accessible region are linked 

to at least one gene promoter either via co-accessibility or chromatin contact mapping 

(Figure S8B). We identified genes that were linked with these cell-type specific HARs that 

also showed expression in the given cell-type and identified enrichment in Gene Ontology 

(GO) terms via a hypergeometric test(Liberzon et al. 2015) (Figure S8C). This geneset 

enrichment analysis showed enrichment in GO terms related to brain development, such as 

“Glial Cell Differentiation” (P = 1.1E-3) and “GABA-ergic Neuron Differentiation”, and “Pallium 

Differentiation”, as well as more broad terms such as “Single Organism Behavior” (Figure 

S8C). Interestingly the HAR-linked genes specific to fetal inhibitory neuron cell-types showed 

the strong geneset enrichment, suggesting a role for inhibitory neurons in human specific 

development (Figure S8C). We then wanted to look specifically at the cell-type specific HAR-

linked genes, and visualized co-accessibility and expression of the top 8 genes (as ranked by 

co-accessibility with cell-type specific HARs) for each HAR-enriched cell type, with all layer 

specific excitatory neurons (Ex) acting as a negative control (Figure 11D). We found a 

number of genes known to regulate neurogenesis and brain development, such as ARX, and 

PAX6, and MEIS2(Kitamura et al. 2002; Machon et al. 2015; Zhang et al. 2010) (Figure 

11D). However, the gene with the highest HAR co-accessibility was C15orf41, a protein 

coding gene of unknown function that had been previously implicated as linked to anemia but 

to our knowledge has no known role in human brain development(Babbs et al. 2013; Russo 

et al. 2019) (Figure 11D). 
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 We generated a co-accessibility plot for the C15orf41 locus, where each arc 

represents the co-accessibility between an HAR and a gene promoter (Figure 11E). We also 

plotted the accessibility in Radial Glia (RG) cell types as well as all in layer specific excitatory 

neurons (Ex) (Figure 11E). We can see that the promoter region for the C15orf41 transcript 

that contains only the last 3 exons of the gene is a major HAR co-accessibility hub, and is 

also highly accessible in Radial Glia, suggesting that this specific short splice variant of 

C15orf41 (ENST0000563167) is driving the co-accessibility (Figure 11E). We quantified the 

co-accessibility of all C15orf41 and MEIS2 transcripts with all HARs in the region (that were 

co-accessible with at least one promoter region), demonstrating that the C15orf41-short 

splice variant has by far the greatest total HAR co-accessibility (Figure 11F).  
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Figure 11: Understanding the cell-type specific role of HARs. (a) Human Accelerated 
Regions (HARs) are regions of the human genome that have higher than expected mutation 
rates in the human specific branch of the evolutionary tree, suggesting a key role in human 
evolution. We identify cell types where HARs are more accessible than expected and link 
HARs with gene promoters using co-accessibility to identify cell type specific genes regulated 
by HARs. (b) A piechart of the genomic annotation of HARs (c) A log p-value barplot 
showing enrichment of HAR accessibility in human developmental progenitor cell types (d) A 
heatmap showing expression and HAR co-accessibility of the top 8 HAR-regulated genes for 
each HAR-enriched cell type, with all mature excitatory neurons (Ex) as a control. (e) A 
Cicero co-accessibility of the C15orf41 locus (the gene with the highest HAR co-
accessibility). Each arc represents a connection between an HAR and a gene promoter. 
Each tick represents the location of an HAR and the accessibility of all Radial Glia (RG) and 
excitatory neurons (Ex) is displayed. (f) Heatmap quantifying the co-accessibility between 
each C15orf41 and MEIS2 transcript and each HAR in the locus 
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3.3 Discussion and Future Work 

 In summary, we generated 40,678 single-cell chromatin accessibility profiles and 

7,865 single-cell gene expression profiles from the week 16 and week 18 fetal human cortex 

using scTHS-seq. We used SWNE to model the developmental trajectory of cortical 

excitatory neuron progenitors, revealing some transcription factor binding dynamics in the 

process. We then computed cell-type specific accessible sites and used them to identify 

developmental cell types that are enriched in HAR activity. For each HAR-enriched cell type, 

we used Cicero co-accessibility to identify genes regulated by the cell-type specific HARs, 

and found that a specific splice variant of the uncharacterized protein coding gene C15orf41 

had the highest co-accessibility. 

 Our ability to profile chromatin accessibility at the single-cell level was critical to 

understanding the cell-type specific activity of HARs, and computing Cicero co-accessibility 

was extremely helpful in identifying HAR-linked genes. Additionally, coupling chromatin 

accessibility with single-cell RNA-seq enables us to validate the expression of HAR-linked 

genes in the same developmental cell types. This combined accessibility and gene 

expression map of human cortical development led us to identifying a splice variant of 

C15orf41, a protein coding gene of unknown function, as potentially involved in human brain 

development. 

 We are planning on validating the role of C15orf41 in human brain development by 

generating CRISPR knockouts of the short C15orf41 splice variant alongside knockouts of 

the full length variant of C15orf41 in a PGP1 iPSC line with Cas9 knocked in, and generating 

human cortical organoids to assess the functional impact on brain development(Lancaster 

and Knoblich 2014). Additionally, we are planning on validating the activity of HARs co-

accessible with the C15orf41 short splice variant using an enhancer reporter assay in human 

cortical organoids. 
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3.4 Supplemental Figures and Tables 

 

Supplementary Figure 7. (a) Gene activity heatmap of cell type specific marker genes. (b) 
RNA expression heatmap of cell-type specific marker genes. (c) Correlation of average 
chromatin gene activities and average RNA gene expression for each cell type. 
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Supplementary Figure 8. (a) Histogram of HAR sizes in base pairs (b) Fraction of HARs co-
accessible with at least one gene promoter. (c) Heatmap of the hypergeometric enrichment 
of cell-type specific HAR-linked genes in Gene Ontology genesets. 
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3.5 Materials and Methods 

3.5.1 snDropSeq nuclei preparation 

All human tissue protocols were approved by the Office for Human Research 

Protection at Sanford Burnham Prebys Medical Discovery Institute and conformed to 

National Institutes of Health guidelines. Nuclei were prepared with nuclear extraction buffer 

(NEB) as described previously(B. B. Lake et al. 2017). Briefly, fresh-frozen postmortem brain 

tissue was sectioned at 50 µm with a cryostat and placed in 1 ml of ice-cold NEB for 10 min. 

Nuclei were extracted with 10–12 up-and-down strokes of a glass Dounce homogenizer with 

a Teflon pestle in 1 ml of NEB. Samples were passed through a 50-µm filter (Sysmex Partec) 

and then incubated on ice for 10 min. Samples were spun for 5 min at 250–300g, washed in 

PBS + 2 mM EGTA, and resuspended in PBS + 2 mM EGTA supplemented with 1% fatty-

acid-free BSA (Gemini) containing 4′,6-diamidino-2-phenylindole (DAPI). DAPI+ sin- gle 

nuclei were purified by flow cytometry with a MoFlo Astrios (Beckman Coulter) or FACSAria 

Fusion (Becton Dickinson), concentrated at 900g for 10 min, and then used directly for 

droplet encapsulation 

 

3.5.2 snDropSeq Library Preparation and Sequencing 

Drop-seq with modifications optimized for nuclei processing was performed as 

described previously(B. B. Lake et al. 2017). Before droplet generation, connecting tubing 

and syringes were coated with 1% BSA to prevent nonspecific binding of nuclei to the 

surface, and then rinsed with PBS. To reduce nuclei settling, Ficoll PM-400 was added to the 

nuclei suspension buffer, rather than the lysis buffer. Nuclei were loaded at a concentration 

of 100 nuclei/µl and coencapsulated in drop- lets with barcoded beads purchased from 

ChemGenes Corporation (cat. no. Macosko201110). When encapsulation was complete, the 

contents of the droplet-collecting Falcon tubes were overlaid with a layer of mineral oil and 
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then transferred to a 72 °C water bath for 5 minutes to lyse the nuclear membranes.  We 

then proceeded to reverse-transcription (RT) and PCR amplification of cDNA as previously 

described. A total of 12 snDropSeq libraries were prepared, and cDNA from each replicate 

was tagmented by Nextera XT and indexed with different Nextera index 1 primers. cDNA 

libraries were pooled and sequenced on an Illumina HiSeq 2500 with Read1CustSeqB17 for 

priming of read 1 (read 1 was 30 bp; read 2 (paired end) was 120 bp).  

 

3.5.3 snDropSeq Data Processing and Clustering 

Paired-end sequencing reads were processed largely as described 

(http://mccarrolllab.com/wp-content/uploads/2016/03/Drop-

seqAlignmentCookbookv1.2Jan2016.pdf), with additional correction steps as previously 

described(B. B. Lake et al. 2017). Briefly, reads were filtered to ensure the presence of a 

polyT and to remove reads with low sequencing quality bases. The right mate of each read 

pair was trimmed to remove any portion of the SMART adapter sequence or polyT tails. The 

trimmed reads were then aligned to the human genome (GENCODE GRCH38) with STAR 

v2.5 with the default parameter settings. Reads that mapped to intronic or exonic regions of 

genes as per the GENCODE gene annotation were recorded. We applied one further 

correction step to fix barcode synthesis errors by inserting N at the last base of the cell 

barcode for reads in which the first 11 bases of the cell barcode were identical and the last T 

base of UMI was the same. The digital expression matrix was then generated with genes as 

rows and cells as columns. We assigned UMI counts for each gene of each cell by collapsing 

UMI reads that had only 1 edit distance. 

 UMI matrix cell barcodes were tagged by their associated sequencing library batch ID 

and combined across independent experiments. Mitochondrial genes not expressed in nuclei 

were excluded, and only UMI counts associated with protein-coding genes were used for 
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clustering analyses. Nuclei with fewer than 300 molecules or more than 5,000 molecules 

(outliers) were omitted. We normalized molecular counts by using the total number of UMIs 

as the estimated library size for each cell. Variance normalization and clustering were done 

with the PAGODA2 package (https://github.com/hms-dbmi/pagoda2) as described 

previously. Briefly, we selected 2000 overdispersed genes and computed the top 50 principal 

components (PCs). We generated clusters using PAGODA2 and then imported the gene 

expression matrix and the PCs into Seurat for UMAP visualization and marker gene 

visualization. We identified cell types using previously described marker genes for fetal 

human cortical cell types(Polioudakis et al. 2019) (Figure S7A). 

  

3.5.4 scTHS-seq Nuclei Isolation 

We prepared nuclei for the single-cell THS-seq chromatin accessibility assay using 

the previously described protocol(B. B. Lake et al. 2017). After flow cytometry, nuclei were 

kept on ice and spun down at 500g for 5 min at 4 °C, after which supernatant was removed 

and the pellet was resuspended in lysis buffer. Then nuclei were spun down at 500g for 5 

min at 4 °C, supernatant was removed, and the pellet was resuspended in tagmentation 

buffer. At that point the nuclei sample was ready for nuclei counting A nuclei concentration of 

~2.4 million nuclei/mL was obtained for each sample. 

 

3.5.5 scTHS-seq Transposome Generation 

We prepared transposons for scTHS-seq as previously described(B. B. Lake et al. 

2017). Briefly each transposon consisted of two oligos: the 74-bp barcoded transposon and 

the 19-bp universal 5′ phosphorylated mosaic end. In total, there were 384 barcoded r5 

transposons, each with a unique 6-bp barcode. For the generation of annealed transposons, 
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10 µL of each 100 µM oligo was added to each well of a 384-well plate (final concentration: 

50 µM), incubated at 95 °C for 2 min, cooled to 14 °C at 0.1 °C/s, diluted to 8.4 µM in TE 

buffer with a final concentration of 50% glycerol, and then stored at −20 °C. 

Tn5059 was generated and normalized for activity at Illumina. Transposome 

complexes were generated freshly for each scTHS-seq run and used within a few days. First, 

Tn5059 was diluted to 4.2 µM in standard storage buffer (Illumina), and 1 µL was added to 

each well of 384-well plate. Next, 1 µL of 8.4 µM annealed barcoded r5 transposon was 

added to each well, and the 384-well plate was incubated at room temperature for 30 min. 

For custom nXTv2_i7 Tn5059 transposome generation, the annealed nXTv2_i7 transposon 

(50 µM) was generated and we incubated 7 µM Tn5059 with 10 µM annealed transposon for 

30 min at room temperature and then diluted to 0.7 µM Tn5059 transposome complex with 

standard storage buffer (Illumina). 

 

3.5.6 scTHS-Seq Tagmentation, Barcoding and Library Preparation 

We ran the scTHS-seq assay as previously described. Briefly, we added 4 µL of cell 

sample to each well of the 384 well-plate with the loaded transposome complex for a total of 

~960 nuclei per well and a final concentration of 0.7 µM Tn5059 r5 transposome complex. To 

stop the reaction, we added 4.0 µL of 50 mM EDTA to each well and mixed gently five times 

with the electronic pipettor, and then incubated the mixture at 37 °C for 15 min. We added 

one volume of cold 2X FACS buffer (2 mM EDTA, 1% BSA in PBS) to each well, and 

samples were mixed gently three times with the electronic pipettor and pooled into one tube 

on ice. We spun down the tube, and resuspended the cells in 1X FACS buffer. Next, 75 µL of 

propidium iodide (PI; eBioscience) was added, and nuclei were sorted by flow cytometry into 

96-well plates containing 10 µL of PBS per well at 100 nuclei per well and kept on ice. 
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Doublets were removed on the basis of forward and side scatter plots, and PI-staining events 

were selected. 

 Each 96-well plate of nuclei was then processed individually as previously described. 

Briefly, 11 µL of guanidine hydrochloride was added to each well and mixed by light 

vortexing. Reactions were purified with AMPure SPRI beads. 10 µL of 1× NEB Taq 

polymerase was added to each reaction, and the plate was lightly vortexed to resuspend the 

beads (SPRI beads left in the reaction), after which the reactions were run at 72 °C for 3 min 

for end fill-in. For in vitro transcription (IVT) amplification, we used the NEB HiScribe T7 high-

yield synthesis kit. For reverse transcription, we added 2.5 µL of 20 µM random hexamers to 

each reaction, and used the Clontech SMART MMLV reverse transcriptase kit. Reactions 

were incubated at 22 °C for 10 min, then 42 °C for 60 min, and terminated at 70 °C for 10 

min. To degrade RNA in cDNA–RNA hybrids, we added 1 µL of 0.5 units Enzymatics RNase 

H to each reaction, vortexed the plate lightly, and incubated the plate at 37 °C for 20 min. For 

second-strand synthesis, we added the first 2.5 µL of 20 µM sss_scnXTv2 (to each reaction 

and lightly vortexed it, then incubated it for 2 min at 65 °C and immediately cooled it on ice. 

Then we added 5.9 µL of NEB taq5X to each reaction and incubated it at 72 °C for 8 min. 

Double-stranded cDNA frag- ments then underwent simultaneous fragmentation and 3′ 

adaptor addition with a custom nXTv2_i7 Tn5059 transposome. To 7-µL volumes of each 

sample, we added 2 µL of 5× tagmentation buffer, followed by 2 µL of prepared 0.7 µM 

custom nXTv2_i7 Tn5059 transposomes (final transposome concentration of 0.14 µM). We 

added 19 µL of 6.32 M guanidine hydrochloride, for a final guanidine hydrochloride 

concentration of 4 M, to each reaction and briefly vortexed the sample. We eluted sample off 

SPRI beads held by the magnetic plate and transferred it to a qPCR plate. Standard Illumina 

Nextera XT v2 barcoding in an 8 × 12 (i5 × i7) format was performed with qPCR, using 

custom scTHS-seq i5 indexes and standard Illumina i7 indexes. 
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 For pooling, 2 µL (4 µL or 6 µL if yields were low) of each uniquely barcoded qPCR 

reaction was combined and size-selection was performed as described9. Resultant size-

selected libraries were quantified with Qubit and sequenced on an Illumina MiSeq system (50 

+ 32 + 32 single-end reads) for validation, then on the high-throughput Illumina HiSeq 2500 

(50 + 8 + 32 single-end reads) for data generation. 

 

3.5.7 scTHS-Seq Data Processing 

 We generated Fastq files for Read1, Index1, and Index2 and identified the reads that 

map to each unique barcode combination using deindexer 

(https://github.com/ws6/deindexer) with a zero mismatch stringency. This resulted in a single 

fastq file per cell barcode combination. After deindexing, we appended the cell barcode 

combination for each read to the read name, and then re-merged all fastq files for alignment. 

We aligned the merged fastq file to an hg38 reference genome 

(GCA_000001405.15_GRCh38_no_alt_plus_hs38d1_analysis_set) using BWA. 

 We then used the snaptools snap-pre command (with –keep-single = TRUE) to 

generate a snap file, and the snap-add-bmat command to generate 5 kb bins across the 

entire genome and create a bins by cells matrix(Fang et al. 2019). We then used the 

SnapATAC processing pipeline to run dimensionality reduction and clustering on the bins by 

cells matrix, and then use MACS2 to call peaks on the reads from each cluster separately. 

We merged the peaks from all clusters to generate a consensus list of peaks, and then 

generated a binary peaks by cells matrix(Fang et al. 2019). 

 



 

117 

3.5.8 scTHS-seq Dimensionality Reduction, Clustering, and Cell Type Identification 

 We first filtered the peaks by cells matrix for cells with at least 500 accessible sites to 

remove potential empty barcode combinations, and less than 20,000 accessible sites to 

remove potential multiplets. After filtering cells, we used cisTopic to run Latent Dirichlet 

Allocation (LDA) on the peaks matrix with 30 topics, with the optimal number of topics 

selected cisTopic’s model selection functionality(Bravo González-Blas et al. 2019). We ran 

UMAP on the LDA topics to generate a 2D visualization of the data and then imported the 

LDA topics into Seurat v3 and clustered the cells using default parameters(Stuart et al. 

2019). To help with cell type annotation and downstream analysis, we generated a gene 

activity matrix using Cicero, with a cell bin size of 80 and a minimum coaccessibility cutoff of 

0.1(Pliner et al. 2018). We then correlated the average gene activities of each scTHS-seq 

cluster with the average gene expression of each snDropSeq cluster to identify rough cell 

types for each scTHS-seq cluster. scTHS-seq clusters that mapped to the same snDropSeq 

cluster were merged. We then validated scTHS-seq cell types by using Seurat to find gene 

activity markers for each scTHS-seq cell type, merging any cell types that lacked distinct 

markers.   

 

3.5.9 scTHS-seq SWNE and Trajectory Analysis 

 In order to model the differentiation of progenitor cell types from Radial Glia to early 

born excitatory neurons, we subsetted the peaks matrix to only include Radial Glia (oRG, 

vRG), intermediate progenitors (ipEx), and early born excitatory neurons (ebEx) and then 

reran cisTopic with 20 topics and Cicero (with the same parameters). We embedded the LDA 

topics and cells in 2D visualization using Similarity Weighted Nonnegative Embedding(Wu, 

Tamayo, and Zhang 2018). To embed gene promoter accessibility alongside the cells, we 
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first identified each peak that is within 3 kb of a transcription start site for that gene using 

ChIPSeeker and then took an average of the topic loadings across the promoter peaks for 

each topic(Yu, Wang, and He 2015). Thus for each gene promoter, its 2D embedding 

position was defined by a weighted average of the position of each topic, with the weights 

being normalized loadings. This is identical to how genes are embedded in RNA-seq SWNE 

embeddings. To embed transcription factor (TF) binding sites, we used ChromVar to 

compute a TF binding activity matrix, and then correlated each TF’s binding activities with 

each LDA topic using Pearson Correlation(Schep et al. 2017). The position of each TF 

binding site was defined by a weighted average of the position of each topic, with the weights 

corresponding to the correlation with that topic. 

 To compute the developmental pseudotime for each cell, we fit a principal curve to 

the SWNE cell embeddings using princurve, using each cell’s projected arc-length on the 

curve as the estimated pseudotime(Hastie and Stuetzle 1989). We plotted gene activity and 

TF accessibility (as estimated using ChromVar) over pseudotime by segmenting the cells 

into bins of 80 cells along the pseudotime trajectory, and then computing the average gene 

activity or TF accessibility within each bin. We generated a smoothed line plot for both gene 

activity and TF using the loess package in R, as implemented in the geom_smooth function 

in ggplot2. 

 

3.5.10 HAR Cell-Type Enrichment 

 We annotated the genomic location of each Human Accelerated Regions (HARs) 

using ChIPSeeker, with promoters defined as being within 3 kb of a Transcription Start Site 

(TSS). We identified differentially accessible peaks for each fetal and adult cell type using a 

modified Fisher’s exact test as previously described(B. B. Lake et al. 2017). To get a sense 
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of the effect size of each differentially accessible peak, we computed the log-fold change for 

each peak in each cell type, defined here as the log2 transform of the fraction of cells in a 

cell type that are accessible at that peak divided by the fraction of all other cells that are 

accessible at that peak. We also computed a specificity score as previously described to 

assess how specific the accessibility of a peak is to a cell type(Cusanovich et al. 2018). We 

defined a peak as differentially accessible for a cell type if it had an adjusted p-value of less 

than 0.05, a log fold-change of greater than 0.5, and a specificity score of greater than 

0.0001. 

 To compute the enrichment of HARs in differentially accessible we first computed the 

number of HARs overlapping a differentially accessible peak for each cell type, allowing for a 

gap size of up to 1000 base pairs. We then permuted the differentially accessible peaks for 

all cell types by sampling 20,000 times from the union of all fetal and adult cortex accessible 

peaks as well as all DNaseI hypersensitive sites from ENCODE, a total of 2,332,378 peaks. 

We computed empirical p-values by taking the number of samples where the number of 

overlapping HARs was greater than the true number of overlapping HARs and divided it by 

20,000. We defined a cell-type as enriched for HARs if it had an empirical p-value of less 

than 1E-4. 

 

3.5.11 HAR-gene Co-accessibility Analysis 

 We identified HARs overlapping differentially accessible peaks for all HAR-enriched 

cell types, and used Cicero co-accessibility to link each HAR to genes. A HAR can be linked 

to one or more genes if the HAR is the promoter region of that gene (within 3kb of a TSS) 

one or more peaks that the HAR overlaps is co-accessible with a peak in the promoter region 

of that gene, with a minimum co-accessibility of 0.1. We filtered for genes that were 
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expressed in that cell-type by only keeping HAR-linked genes that had an RNA expression 

log fold-change of greater than 0.25. After finding HAR-linked genes for each HAR-enriched 

cell type, and computed geneset enrichment using Fisher’s exact test with Gene Ontology 

genesets [insert GO ref]. We visualized the negative log p-value of all genesets that were 

enriched for a cell type with a p-value of less than 2.5E-3. 

 We then visualized the co-accessibility and average RNA expression of the 8 HAR-

linked genes that the highest HAR co-accessibility for each HAR-enriched cell-type. An HAR 

that overlapped a promoter region of a gene was given a co-accessibility score of 1 with that 

gene. We visualized the HAR co-accessibility of the C15orf41/MEIS2 locus using a Cicero 

co-accessibility plot, only showing the co-accessibilities between HARs and promoter 

regions. We generated accessibility tracks by making bigwigs for Radial Glia (RG) and layer 

specific excitatory neuron (Ex) by taking all reads belonging to cells in each cell type and 

writing them to a separate bam file and using the bamCoverage command from bedtools with 

parameters “-bs 50 --normalizeUsing CPM –skipNAs” [insert bedtools ref]. We also 

generated a custom track for HARs using the HAR bed file. Finally, we visualized the co-

accessibility between each HAR in the locus and each transcript promoter. 
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