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Abstract

Topological surface states in cadmium arsenide (001) thin lms

by

David A. Kealhofer

Thin lms are fertile ground in the study of so-called topological materials. Electrostatic

gating, quantum connement, and strain engineering aord separate degrees of control over

the bulk band structure and, as a result, the presence of topological surface states, and are

candidate routes toward engineering more exotic, correlated topological states. Cadmium ar-

senide is a topological material that aords such possibilities. It is called a 3D Dirac semimetal

because, in its electronic structure, the crossing of spin-degenerate bands generates low-

energy physics resembling that of the Dirac equation, with a linear dispersion in three dimen-

sions. These Dirac nodes, as the crossings are called, can be manipulated to realize dierent

topological phases.

One part of this dissertation describes the growth of thin lms of cadmium arsenide of a

particular orientation, (001), previously unstudied, using molecular beam epitaxy. The lms’

morphology, crystal structure, and orientation are investigated with x-ray diraction, x-ray

reectivity, and atomic force microscopy alongside results from scanning transmission elec-

tron microscopy. (001)-oriented lms are of special interest because, in the (001) surface Bril-

louin zone, the 3D Dirac nodes project onto the same point, resulting in a surface state dif-
ix



ferent from those on every other surface.

The rest of the dissertation focuses on studies of the quantum Hall eect in these lms.

Transport through the (001) surface states is observed and studied in the quantumHall regime,

where the sequences of lling factors, as a function of magnetic eld and carrier density in

the lm, reveal the Dirac nature of these two-dimensional surface states. The picture of the

cadmium arsenide (001) lm, then, as a three-dimensional topological insulator, is developed

with reference to its band structure, with help from an eective model of its surface states.

This picture is tested experimentally via the evolution of the quantum Hall eect in lms

of diminishing thickness. This evolution is contrasted with the predictions of an alternative

model for the lm’s electronic structure based on subband connement. These growth and

transport studies establish cadmium arsenide not just as a topological insulator of notably

high carrier mobility, but as a versatile platform for studying and realizing topological phases

in thin lms.

x



Contents

1 Cadmium arsenide as a topological material 1
1.1 Welcome . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The three-dimensional Dirac semimetal and its cousins . . . . . . . . . . . . . 5

2 Two models for 2D transport in (001) thin lms 9
2.1 Crystal and electronic structure . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Eective model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 (001) thin lms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.1 Thin lm connement . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Topological insulator surface states in (001) lms . . . . . . . . . . . . 20
2.2.3 Basic model and spectrum . . . . . . . . . . . . . . . . . . . . . . . . . 21

3 Molecular beam epitaxy of (001) lms 28
3.1 MBE checklist . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 Substrate selection for (001) plane growth . . . . . . . . . . . . . . . . . . . . . 29
3.3 A few details and challenges for prospective growers . . . . . . . . . . . . . . 31

3.3.1 Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.2 Thermometry and sample mounting . . . . . . . . . . . . . . . . . . . 32
3.3.3 RHEED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.4 Oxide removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.4 Buer layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5 Structure for basic transport measurements . . . . . . . . . . . . . . . . . . . . 46
3.6 Basic structural and transport properties of (001) lms . . . . . . . . . . . . . 49

3.6.1 Postscript . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4 The quantum Hall eect in (001) lms 56
4.1 Summary of early (001) transport results . . . . . . . . . . . . . . . . . . . . . 56
4.2 Gated structure in high elds . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2.1 The other picture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.2 Accidents or clues? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3 Model tests: thinner lms and lower elds . . . . . . . . . . . . . . . . . . . . 77

xi



4.3.1 Fan diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.2 Fourier analysis of Shubnikov–de Haas oscillations . . . . . . . . . . . 83
4.3.3 Surface states rather than subbands . . . . . . . . . . . . . . . . . . . . 88

4.4 Some pessimism (and a little optimism) regarding rotating the magnetic eld . 90

5 Future directions 95
5.1 Frontiers for growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.1.1 Back gating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.1.2 Capping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.1.3 Heterostructures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2 Zooming out a little . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

A Capacitance measurements in the Dynacool 99
A.1 Primary considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
A.2 Shortcuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
A.3 Preliminary data (rst probe) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

B My devices don’t work 104
B.1 Where did I go wrong? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
B.2 Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
B.3 Flux calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

B.3.1 Group III sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
B.3.2 Group V sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

B.4 Cadmium arsenide in the clean room . . . . . . . . . . . . . . . . . . . . . . . 113

Bibliography 118

xii



Chapter 1

Cadmium arsenide as a topological

material

1.1 Welcome

The study of cadmium arsenide (Cd3As2) dates to at least 1935 [82], its “unusually high elec-

tron mobility,” as the letter title had it, remarked upon as early as 1959 [65]. The study of

Cd3As2 continued more or less sporadically through the 60s and 80s, and the historian might

identify long-running currents in the course of semiconductor physics and narrow-gap semi-

conductors particularly as the tides on which these works were borne. The contemporary

study of Cd3As2 began in 2013, when it was identied by Wang et al. as a candidate material

to realize an electronic state of recent interest, the three-dimensional Dirac semimetal (dis-

cussed in more detail in Section 1.2) [91], which itself had only entered the public imagination

1



CHAPTER 1. Cadmium arsenide as a topological material

in 2012 [97]. This discovery followed that of the closely related Weyl semimetal, which, like

the 3D Dirac semimetal, is in a sense a solid-state realization of relativistic physics. Though

modern interest in this topic can probably be said to date to 2011 [88, 12], pioneering early

work dates to the 80s [60, 85, 61] and by a coincidence its history might be traced to the 30s,

like the study of Cd3As2 [31]. And since these two, the ranks of “topological semimetals,”

which includes such creatures as nodal line semimetals and triple point semimetals, seem to

be expanding quickly.

The summer following the proposal of Cd3As2 as a 3D Dirac semimetal, four dierent

research groups, all using angle-resolved photoemission spectroscopy (ARPES), a powerful

technique for visualizing electronic band structures, published papers with essentially the

same message: Cd3As2 is a 3D Dirac semimetal [9, 49, 59, 96]. Such intense research activity

has to be the product of a certain kind of optimism, and, in retrospect, the optimistic view

that Cd3As2 would prove to be of durable interest has been at least partially vindicated. One

reason is that Cd3As2 remains unusual among 3D Dirac semimetals in that its Dirac nodes are

not obscured by other bands. In a 3D Dirac semimetal, two bands cross—the crossing is called

a Dirac node—and the low-energy physics resembles that of the Dirac equation, with a linear

dispersion in three dimensions [97]. Signatures of these 3D Dirac nodes can be subtle, and a

chorus of conventional electrons would tend to drown them out. Another reason for its con-

tinued relevance, no doubt, is its “unusually high electron mobility.” While hope has waned

for achieving the mobility reported in an early single-crystal sample, 9, 000, 000 cm2/V s [46],

it seems certain that numbers like 20, 000 cm2/V s [69] and 30, 000 cm2/V s [57], which have

2



CHAPTER 1. Cadmium arsenide as a topological material

been reported in thin lms, are not the highest possible. Besides enabling the observation

of the quantum Hall eect [67, 81], this has supported research in the direction of specialty

electronic devices [14, 72].

These two properties—the prominence of theDirac nodes and the high electronicmobility—

are at the core of our interest in Cd3As2, and indeed there is a thread in Cd3As2 research that

follows high-mobility semiconductor-like physics. The other thread, which is latterly domi-

nant, might be called topological in its goals, and this also motivates our eorts in thin lms.

From a certain perspective, “topological” has the main force of meaning “edge states.” The

unifying framework is the bulk-boundary correspondence, which relates the number of pro-

tected edge modes to features of the bulk band structure that are non-local (e.g., they may be

localized in reciprocal space) [30]. (In that sense—the presence of the edge modes is robust to

local changes to the bulk—are the edge modes protected.) Now, 3D Dirac semimetals are not

(that) topological, if the expression can be forgiven, in the sense that the (Fermi arc) surface

states are not topologically protected [36], but it might be seen as a platform for achieving

other topological states by modication of its bulk band structure via accessible experimental

controls, particularly in thin lms [97, 89].

Thin lms are an exciting frontier in the study of so-called topological materials. Electro-

static gating, quantum connement, and strain engineering aord separate degrees of control

over the bulk band structure and, as a result, the presence of topological surface states, and

suggest routes toward engineering more exotic, correlated topological states. In addition,

interest in 3D Dirac semimetals and 3D topological insulators (TIs), as components in a hy-

3



CHAPTER 1. Cadmium arsenide as a topological material

brid platform for realizing topological quantum computing, continues to grow [19, 94, 90].

Finally, unlike bulk single crystals, thin lms can be integrated into conventional semicon-

ductor device micro- and nano-fabrication processes, harnessing the capabilities of decades

of engineering and optimization.

This dissertation focuses mainly on our early growth and electronic transport studies of

Cd3As2 thin lms grown at a particular crystal orientation, identied as (001), which, among

all other surfaces of the crystal, has a surface state of a unique kind. The dissertation is or-

ganized as follows. The rest of this Chapter consists of a brief introduction of the 3D Dirac

semimetal. Chapter 2 introduces the crystal and electronic structure of Cd3As2, the focus of

our studies, along with a couple of dierent approaches to modeling the electronic states of

(001) lms. We were the rst to publish a method for growing these (001)-oriented lms,

which we accomplish using a technique called molecular beam epitaxy (MBE). These rst

studies were published in ref. [38], and substantial parts of that work are reproduced in Chap-

ter 3, which describes in broader terms the MBE growth of Cd3As2. The subsequent Chapter

describes our studies of electronic transport, particularly the integer quantum Hall eect, in

(001) lms, and reproduces parts of two works, one published [37], and the other in prepa-

ration. Chapter 5 contains some brief suggestions for future research directions. In addition,

there are two Appendices, one summarizing in-progress work on capacitance measurements

in Cd3As2, with some comments on apparatus, the other, directed mainly towards prospective

Cd3As2 MBE growers, containing some suggestions for best growth practices.

4



CHAPTER 1. Cadmium arsenide as a topological material

1.2 The three-dimensionalDirac semimetal and its cousins

The 3DDirac semimetal is so called because its low-energy dispersion realizes the Dirac equa-

tion in three dimensions in the way that, say, graphene’s realizes it two. This is generally

caused by the crossing of two spin-degenerate bands; the 3D Dirac semimetal requires inver-

sion and time-reversal symmetry (or their combination) [43]. Band crossings due to accidental

degeneracy are well-known to be ordinarily avoided—that is, a gap opens instead—but they

can be stabilized by symmetries of the crystal lattice [97]. There are a couple of dierent

routes to achieving this [4]. The most relevant to our study is sometimes called the 3D Dirac

semimetal from an accidental band crossing [23, 95] or, sounding somewhat more encourag-

ing, from band inversion [4]—these refer to the same thing. In Cd3As2, it is thought that the

band crossings are driven by an inversion of two bands that are prevented from hybridizing

because they belong to dierent irreducible representations of the fourfold rotational symme-

try of the 𝑘𝑧 axis [91]. (A technical point, revisited in Section 2.1, is that the band inversion of

the Cd 5𝑠-like bands with respect to the As 4𝑝-like bands [91, 56] is of separate consequence.)

These next two paragraphs mainly paraphrase ref. [88].

A close cousin of the 3DDirac semimetal is theWeyl semimetal [88, 12], whose low-energy

excitations are described by theWeyl equation, which we mention for the sake of introducing

its surface states and some contrasting topological properties. Weyl semimetals, just as 3D

Dirac semimetals host Dirac nodes, host Weyl nodes, which are caused by the crossing of

bands with no spin degeneracy. To eliminate the spin degeneracy, reducing the degeneracy

5
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of the node to twofold from fourfold, the Weyl semimetal must lack either time reversal or

inversion symmetry [88]. In the vicinity of the Weyl node, the Hamiltonian can be written

in terms of the momentum measured from the position of the node at ®𝑘0 as ®𝑞 = ®𝑘 − ®𝑘0 as

(reproducing eq. 1 of ref. [88])

𝐻 (®𝑘) = (𝐸0 + ®𝑣0 · ®𝑞)1 + ®𝑣1 · ®𝑞𝜎1 + ®𝑣2 · ®𝑞𝜎2 + ®𝑣3 · ®𝑞𝜎3,

where we have tediously written out the sum. (The Pauli matrices 𝜎𝑖 act on the pseudospin

band degree of freedom.) A couple of observations are relevant. First, the wavefunctions will

clearly have two components; in the 3DDirac semimetal, an extra true spin degree of freedom

means that the wavefunctions are four-component spinors. Second, the Hamiltonian uses up

all three Pauli matrices (and the identity). A generic perturbation, which we can write in

terms of the same matrices, thus shifts the position of the Weyl node but does not create a

gap. In that sense theWeyl semimetal is robust to perturbation; this is not true of the 2DDirac

semimetal (e.g., graphene), whose low-energy Dirac-like Hamiltonian does not include 𝜎𝑧 , or

the 3DDirac semimetal, because there are more 4× 4matrices than appear in the Hamiltonian

[97].

There is an invariant associated with each node, calculated as sign(®𝑣1 · ®𝑣2 × ®𝑣3) [88]. This

quantity is proportional to the Berry ux that pierces any surface surrounding a single node,

and, as a result, the Chern number of the 2D band structure on the surface of such a surface

is ±1 [4, 88]. The nodes come in pairs of opposite “chirality” [= sign(®𝑣1 · ®𝑣2 × ®𝑣3)], which is
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CHAPTER 1. Cadmium arsenide as a topological material

necessary in order that a 2D surface enclosing the entire Brillouin zone has a Chern number of

zero [88]. More interestingly, considering now 2D surfaces that enclose only one Weyl node,

each of these surfaces, which can be construed as a Chern insulator with Chern number

±1, itself has a gapless edge state [88]. Since this is true of any surface enclosing a single

Weyl node, but not of a surface enclosing both, there is a surface state, composed of the edge

states of the 2D surfaces, that begins at oneWeyl node and terminates at its opposite-chirality

partner [88]. One feature of these “Fermi arc” surface states is that they only exist on surfaces

for which the Weyl nodes project onto dierent points in the surface Brillouin zone [88, 12].

(Fermi arcs were observed, using ARPES, in the Weyl semimetal TaAs [92].)

In 3D Dirac semimetals, some have proposed that the surface states resemble these Fermi

arcs [64, 4]. They may well do, but it is worth noting that 3D Dirac semimetals are “less topo-

logical” than their cousins the Weyl semimetals. The band structure of a 2D surface enclosing

a Dirac node, unlike one enclosing a Weyl node, has Chern number zero, and there is no

analogous topologically protected surface state [4]. It has been shown, for example, that the

Fermi arcs can be disconnected from the projected Dirac nodes even by small changes to the

chemical potential [36]. (In this work, we study (001) Cd3As2 lms. In Cd3As2, as discussed in

Section 2.1, the (001) surface is precisely the surface where the Dirac nodes project onto the

same point in the surface Brillouin zone, and there are no Fermi arcs.) But, by a number of

dierent perspectives, 3D Dirac semimetals are close to being topological, with suitable mod-

ications of the bulk band structure, whether the breaking of inversion symmetry, which can

create aWeyl semimetal [97], the breaking of rotational symmetries to create other semimetal

7



CHAPTER 1. Cadmium arsenide as a topological material

or insulator phases [70, 5], or thin lm connement, which has been proposed as a way to

realize a 2D topological insulator (quantum spin Hall insulator) [91]. This ability to tune the

3D Dirac semimetal into other phases is at the heart of our motivation to grow and study

Cd3As2.
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Chapter 2

Two models for 2D transport in (001)

thin lms

Some of the work in this chapter, notably Figure 2.2 and its caption, reproduces or adapts portions

of our work published previously [37], to which APS retains the copyright.

In this chapter, we introduce the crystal and electronic structure of Cd3As2 in more de-

tail. We then discuss a basic approach to understanding how this is modied in a (001) thin

lm, before introducing a dierent perspective, based on the surface states of a topological

insulator. We contrast the results of these two pictures in more detail in Chapter 4, when we

discuss our transport experiments.

9
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2.1 Crystal and electronic structure

The crystal structure of Cd3As2 is complicated. The prevailing contemporary view is that the

unit cell, which contains 160 atoms, consists of a nearly cubic subunit that is arranged in rotat-

ing fashion 2× 2× 4 to form the large tetragonal unit cell shown in Figure 2.1a [3]. The subunit

can be described in terms of the antiuorite structure, in which the anions (here, arsenic) sit

on fcc sites, and the cations (cadmium atoms) form the corners of a cube on the tetrahedrally

coordinated interstitial sites. For Cd3As2, however, the stoichiometric compound is formed

only when two of the interstitial sites, which in the antiuorite structure form a cubic sub-

lattice, are vacant. These vacant sites lie diagonally opposite on a single face of the subunit,

which distorts the cubic subunit, as shown in Figure 2.1b. The full unit cell is assembled by

stacking these subunits, each containing two formula units, on each other in clockwise and

counterclockwise blocks, four subunits high. In the 𝑎𝑏-plane, each 1 × 1 × 4 block has neigh-

bors of opposite handedness; the unit cell is thus 2 × 2 × 4. The crystal structure has lattice

parameters 𝑎 ≈ 12.6 Å and 𝑐 ≈ 25.4 Å.

The crystal structure is shown projected along [001] in Figure 2.1c. The essentially cubic

fcc coordination of the arsenic atoms is visible, and the relatively distorted positions of the

cadmium atoms can also be seen—they do not all project onto the same point. In single crystal

growth, however, the easy cleavage plane is (112), shown in Figure 2.1d, not (001). Since the

tetragonal structure is made up of the quasi-cubic subunit described above, 𝑎 = 𝑏 ≈ 𝑐/2, and

the tetragonal (112) plane can be construed as the (111) plane of the quasi-cubic subunit. (Note
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Figure 2.1: Crystal structure of Cd3As2 according to ref. [3], rendered in VESTA [54]. (a)
Single unit cell projected along [100]. The 𝑐-axis, [001], is oriented upwards. Cadmium atoms
are rendered in blue, and arsenic atoms are rendered in orange. (b) Distorted subunit ((0, 0, 0)
to (𝑎/2,𝑏/2, 𝑐/4) is shown) in the same orientation as (a). The cadmium atoms (blue) sit in
simple cubic coordination about the center of the subcell, except, since two sites are vacant,
the atomic positions lie closer to the center of the cube face. (c) Single unit cell projected
along [001], showing the square sublattice of arsenic atoms. The 𝑏-axis is oriented upwards.
(d) The easy cleavage plane is (112). A slice of the unit cell along this plane is shown, with
perspective added to more easily identify the hexagonal structures along this surface.
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that the cleavage planes of uorite are {111}.) As a result, all ARPES studies but one have

been on (112) planes (and the claim of the odd study out, to have studied the (001) surface,

is not supported beyond examination of the emission spectrum at the center of the Brillouin

zone), and so has been the majority of the thin lm growth.

Band structure calculations have found two Dirac nodes close to the Brillouin zone center,

located on the 𝑘𝑧-axis at 𝑘𝑧 = ±𝑘𝐷 , where 𝑘𝐷 ≈ 0.1𝑐∗ [91, 3, 56]. There is some minor quanti-

tative disagreement about the relevant energy range for Dirac physics, but it seems to be on

the order of 10–50 meV [91, 3, 56]. The Dirac nodes lie at the Fermi energy, and there are not

any other bands nearby. Zooming out from the nodes, still near the center of the Brillouin

zone, one sees that the two bands that make up the nodes originate as two As 4𝑝 bands; these

lie a couple hundred meV above another such As 4𝑝 band, which lies another couple hundred

meV above a Cd 5𝑠 band (see Figure 2.2) [91, 3, 56].

The complexity of the crystal structure is evident from the historical disagreement about

it. While it has always been known to be a tetragonal unit cell containing many formula

units, it has been variously claimed to belong to space group 𝑃42/𝑛𝑚𝑐 , with lattice parameters

𝑎 = 8.95 Å, 𝑐 = 12.65 Å [82]; 𝐼41𝑐𝑑 , with lattice parameters 𝑎 = 12.67 Å, 𝑐 = 25.48 Å [74] or,

elsewhere, 𝑎 = 11.78 Å, 𝑐 = 23.64 Å [62]; or, most recently, 𝐼41/𝑎𝑐𝑑 , with lattice parameters

𝑎 = 12.633Å, 𝑐 = 25.427Å [3]. Of these, the strongest evidence is for the structure reported by

Steigmann and Goodyear [74] and the one reported by Ali et al. [3]. The main stakes are the

inversion center present in the 𝐼41/𝑎𝑐𝑑 space group, which is absent in the 𝐼41𝑐𝑑 structure.

An admirable treatment of the disagreement is aorded by ref. [3]. There, they imply that,
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since the authors of ref. [74] did not consider the centrosymmetric structure, and besides

their apparatus was less sensitive to quantitative intensity than that now commonplace, the

weight of ref. [74] does not go against the 𝐼41/𝑎𝑐𝑑 stucture. For their part, Ali et al. put it that

certain goodness-of-t parameters are slightly improved for the centrosymmetric structure,

which, combined with the general admonition that centrosymmetric structures be favored

versus noncentrosymmetric ones in the renement of crystal structures from diraction data

[52], favors the centrosymmetric 𝐼41/𝑎𝑐𝑑 structure suciently to support their nding. If

one nds this line of argument perhaps too much an argument, one can be reassured that the

actual dierences in atomic positions being considered are very small (approximately 0.03 Å)

[3]. The resulting dierences in the calculated band structure (compare Fig. 5 of ref. [3] to

Fig. 1b of ref. [91]) are perhaps merely quantitative, but, in the vicinity of the Dirac nodes, the

dierences are extremely subtle. (The most important dierence, which has no bearing on

this work, may be that the band lying 250 meV below the Fermi level is spin-split by about 10

meV between Γ and 𝑋 in the noncentrosymmetric structure and, of course, is not spin-split

in the centrosymmetric structure.) The crystal structure described at the beginning of this

chapter is that of Ali et al. [3].

One highly reasonable perspective on the last paragraph is that Cd3As2 is too compli-

cated. The complexity of the crystal structure—really, the size of the unit cell—is problematic

for band structure calculations, and it stands in contrast to the simplicity of the 3D Dirac

semimetal’s denition, which from one perspective only demands that spin-degenerate bands

cross. (For comparison’s sake, consider graphene, where the crystal structure has a two-atom
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basis, and a tight-binding model suces to uncover its Dirac nature.) So why is Cd3As2 a

Dirac semimetal? The short answer is that the two As 4𝑝-like bands that cross at 𝑘𝑧 = ±𝑘𝐷

cannot hybridize because they belong to dierent representations of the 𝐶4 group, which is

the symmetry along the Γ − 𝑍 line [91]. Since the bands are spin-degenerate, as the cen-

trosymmetric structure guarantees [3], the crossings are Dirac rather than Weyl nodes. Why

one band lies higher than the other has a more detailed microscopic explanation, but it is

thought to be related to the ordering of the vacant sites (relative to the antiuorite structure)

on the Cd sublattice [56]. A structure without any ordering of the vacant sites lacks Dirac

nodes [91].

The inversion of the Cd 5𝑠 and As 4𝑝 bands has separate causes. It is driven by a large

spin-orbit interaction, like in HgTe. In fact, the band inversion appears to be a feature of

the 10-atom pseudocubic subunit that makes up the more complicated structure [56]. On

that basis one might speculate that the band inversion is a very robust aspect of the band

structure—perhaps more so than the 3D Dirac nodes, at least with respect to disordering of

the vacancies. If one assumes that the variance in the early crystal structures is at least partly

a reection of the range of crystal growth practices and concomitant diversity of sample

quality than the inaccuracy of the XRD, the robustness of the band inversion to variations in

sample quality might be seen in the comparatively early determination of the inverted band

structure of Cd3As2 versus its discovery as a 3D Dirac semimetal. That is, in 1969 it was rst

suggested that Cd3As2 had an inverted band gap of nearly 400 meV [86], in decent agreement

with recent band structure calculations [91, 3, 56], but it took the combined powers of band
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structure calculations, modern synthesis techniques, and ARPES to reveal the Dirac nodes in

2014.

2.1.1 Eective model

The complexity of the crystal structure and the comparative simplicity of the 3DDirac semimetal

encourage us to treat the band structure of Cd3As2 with an eective model. Let’s dene

𝑘𝐷 so the Dirac nodes lie at ®𝑘 = (0, 0,±𝑘𝐷). Most rst-principles calculations have found

𝑘𝐷 < 0.05 Å−1, [91, 3, 56] consistent with several experimental studies [33, 2, 28], though

there are some discrepancies—for a recent review, see [15]. Since the length of the rst Bril-

louin zone is 5 or 10 × 𝑘𝐷 , we consider a 𝑘 · 𝑝 approach to modeling the bulk band structure

near the Dirac nodes to be accurate, as has been done elsewhere [91, 13]. The original 𝑘 · 𝑝

model along these lines adapted one for a cubic semiconductor by introducing a parameter 𝛿

to split the 𝑝𝑧 state from the 𝑝𝑥 and 𝑝𝑦 ones: thus was achieved the model for the tetragonal

crystal structure of Cd3As2 [8].

This model (sometimes referred to, for obvious reasons, as the Bodnar model) is applied in

a number of recent works [91, 13]. The full eight-band Hamiltonian, per ref. [91], is written
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Figure 2.2: Band structure of Cd3As2 from 𝑘 · 𝑝 models. (a) Bulk band structure near the Dirac
nodes. Two Dirac nodes lie along the Γ −𝑍 direction. In their vicinity the dispersion is linear
in all three directions, here plotted as 𝐸 vs. 𝑘 | | = ±

√︃
𝑘2𝑥 + 𝑘2𝑦 and 𝑘𝑧 . The parameters are those

of ref. [13]. (b) Eight-band 𝑘 · 𝑝 model from ref. [91]. The energies are plotted as a function of
𝑘𝑧 . Each of the four visible bands is doubly degenerate. (c) Four-band model with parameters
from ref. [13] compared to the eight-band model from ref. [91], demonstrating that, while the
dierence in the model parameters produces a small energy oset, we can refer to either one
equivalently.

in terms of the following four-band Hamiltonian,

𝐻4(®𝑘) =

©«

𝐸𝑠 +𝐴′®𝑘2 𝑖𝑘𝑥𝑃 𝑖𝑘𝑦𝑃 𝑖𝑘𝑧𝑃

−𝑖𝑘𝑥𝑃 𝐸𝑝 +𝑀 ®𝑘2 − 𝐿′𝑘2𝑥 𝑁𝑘𝑥𝑘𝑦 𝑁𝑘𝑥𝑘𝑧

−𝑖𝑘𝑦𝑃 𝑁𝑘𝑥𝑘𝑦 𝐸𝑝 +𝑀 ®𝑘2 − 𝐿′𝑘2𝑦 𝑁𝑘𝑦𝑘𝑧

−𝑖𝑘𝑧𝑃 𝑁𝑘𝑥𝑘𝑧 𝑁𝑘𝑦𝑘𝑧 𝐸𝑝 − 𝛿 +𝑀 ®𝑘2 − 𝐿′𝑘2𝑧

ª®®®®®®®®®®®¬
, (2.1)

as

𝐻8(®𝑘) =
©«
𝐻4(®𝑘) 0

0 𝐻4(®𝑘)

ª®®®¬ +𝐻SO, (2.2)
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with

𝐻SO =
Δ

2

©«

0 0 0 0 0 0 0 0
0 0 −𝑖 0 0 0 0 1
0 𝑖 0 0 0 0 0 −𝑖
0 0 0 0 0 −1 𝑖 0
0 0 0 0 0 0 0 0
0 0 0 −1 0 0 𝑖 0
0 0 0 −𝑖 0 −𝑖 0 0
0 1 𝑖 0 0 0 0 0

ª®®®®®®®®®®®¬
, (2.3)

where we have only written terms to O(𝑘2), and the parameters 𝐸𝑠 ,𝐸𝑝 ,𝐿,𝑀 ,𝑁 , 𝑃 ,𝛿 and Δ are

to be t to match band structure calculations or experimental data, as was done in ref. [91]. In

discussing the bands that form the nodes, it is sometimes expedient to retain only these, and

we use the parameters of ref. [13]. The resulting dispersion relations are plotted in Fig. 2.2.

2.2 (001) thin lms

The main motivation to study (001) thin lms is the surface state. Wang et al. have proposed

that very thin lms (a few nm thick) are a way to realize a 2D TI (aka a quantum spin Hall

insulator) [91]. The premise is that, at certain thicknesses, the subband quantization of the

bulk bands can produce an inverted gap in the 2D spectrum, as has been predicted in the

topological insulators Bi2Te3 and Bi2Se3 [48]. In these next sections, we use a simpliedmodel

of the (001) quantum well to set some expectations for transport results in thin lms (ranging

from 12 nm to 50 nm) discussed in Chapter 4. This model diers slightly from that of ref. [91],

but nevertheless makes similar predictions. We also expose an old phenomenological model
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for the surface of a 3D TI, which, at the risk of spoiling the surprise, matches the transport

results better.

2.2.1 Thin lm connement

The remaining sections of this Chapter reproduce and adapt portions of the unpublishedmanuscript

provisionally titled, “The three-dimensional topological insulator picture in (001)-oriented Cd3As2

lms,” which contains work performed in collaboration with my coauthors, Manik Goyal, Tyler

Pardue, and Susanne Stemmer.

It is instructive to examine the picture that emerges from considering only the bands that

form the 3D Dirac nodes. A naïve but eective way to model the thin lm connement is

to treat an innitely deep well, that is, quantize 𝑘𝑧 = 𝑛𝜋/𝐿, with 𝑛 = 1, 2, 3 . . . and 𝐿 the

thickness of the lm. In doing this, we have explicitly discarded surface states from our

analysis. Perhaps more troubling is that the conning potential 𝑉 (𝑧) does not break the

fourfold symmetry of the 𝑘𝑧 axis, but the bulk Dirac nodes are nevertheless destroyed. (One

reason for this is that the 𝑘 · 𝑝 Hamiltonian is really only an eective treatment of a small

portion of the Brillouin zone; it does not have the same microscopic origins as the true band

structure.) We will see, however, that these objections do not invalidate our conclusions.

In-plane spectra, 𝐸 (𝑘𝑥 = 𝑘𝑦), are plotted in Figure 2.3 across a range of thickness that

includes the lms studied here. (The numerical values of the 𝑘 · 𝑝 coecients are taken from

ref. [13].) Panels (a) through (f) show thicknesses from 6 nm (a) to 30 nm (f). It can be

seen that the gap shrinks non-monotonically as thickness is increased: panel (g) shows the
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Figure 2.3: Thickness dependence in the subband picture. (The 𝑘 · 𝑝 model and coecients
are those from ref. [13].) In-plane spectra (𝑘‖ = 𝑘𝑥 = 𝑘𝑦) are plotted for a lm thickness 𝐿
equal to (a) 6 nm, (b) 12 nm, (c) 15 nm, (d) 18 nm, (e) 24 nm, and (f) 30 nm. (g) Evolution of the
gap 𝐸𝐺 as a function of 𝐿. The thicknesses corresponding to panels (a)-(f) are marked with
labeled, colored vertical lines.

evolution of the gap at 𝑘 = 0 as a function of thickness. Across the range of thickness studied

in our experiments, the gap should decrease from a maximum of about 20 meV to as low as

5 or 10 meV; if some uncertainty is allowed in the correspondence between the model and

reality, we should expect that the gap can take on arbitrarily small values near certain critical

thicknesses. In any event, the prediction of the subband picture is that the thickness is a key

parameter in determining the size of the gap. (As remarked elsewhere [37], the agreement

between this heuristic approach and more sophisticated ones [91] is nearly quantitative and

veries that the analysis is not ill-founded.) More qualitatively, as 𝐿 increases, so does the
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number of subbands in any particular low-energy window. Comparing panels (b) through

(e), the number of conduction bands relevant to the transport increases from one to two or

three (depending on 𝐸𝐹 ). As a result, the model predicts a commensurate increase in the

complexity and/or apparent degeneracy of the Landau level spectrum.

A more enlightened model that reects the robustness of the Dirac nodes to the conning

potential and does not exclude out of hand the surface states in the quantization of 𝑘𝑧 has the

same diculties. Even if the Dirac nodes are preserved, the increasing number of relevant

subbands would still cause an increase in the degeneracy factor or the complexity of the

sequence of lling factors. And by the same logic as in the previous paragraph, the possibility

of observing a surface state lying within the subband gap (see Fig. 2.3g), is a strong function

of the thickness. In other words, the simplied model makes fewer constraints on the data

than the more realistic one.

2.2.2 Topological insulator surface states in (001) lms

The motivation for the TI picture in the lm is the inversion at Γ between the Cd 5s band

that lies a couple hundred meV below the three As 4p bands, two of which form the bulk

Dirac node [91]. If the energy scale for the resulting crossing is simply the size of the energy

dierence between the inverted bands, the resulting Dirac state might be observable—modulo

interference from the bulk states—over more than 100 meV. That scenario, which is what

we refer to as the 3D TI picture, is attractive for its consistency with the transport, which

is discussed in Chapter 4. It is also similar to a model that has been proposed recently in
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compressively strained HgTe lms, which have a similar band structure to Cd3As2 [51]. That

work, unlike ours [37], also identies a number of massive Dirac states that can be bound to

such an interface. The presence of such massive states, named after Volkov and Pankratov

[85, 61], depends on the microscopics of the interface, e.g. how abrupt it is. The massless

Volkov-Pankratov state, however, which is identied with the 2D Dirac surface state in a 3D

TI, is always present at the interface betweenmaterials of inverted and normal band orderings

[77]. In the following sections, we quickly introduce an old phenomenological model for the

surface states of a TI and briey discuss how some of the model parameters might be seen in

an experiment. (In Chapter 4, we discuss our experiments in the context of this model and

the subband picture described in the previous section.)

2.2.3 Basic model and spectrum

We apply a simple continuum model for the surface states of a 3D TI to parametrize the

relevant underlying physics [11]. Near the center of the Brillouin zone, we expect that the

surface states can be described by the following Hamiltonian,

𝐻0 =

[
ℎ̄𝑣𝐹 (𝑘𝑥𝜎𝑦 − 𝑘𝑦𝜎𝑥 ) +

Δ𝑖
2

1

]
⊗ 𝜏𝑧 +

Δℎ
2

1 ⊗ 𝜏𝑥 , (2.4)

where the 𝜎𝑖 and 𝜏𝑖 are Pauli matrices, referring to a spin degree of freedom and a surface

pseudospin degree of freedom, respectively. The 𝑘𝑖 are the 2D crystal momenta, and 𝑣𝐹

parametrizes the steepness of the (identical) Dirac cones when Δℎ = 0. The term Δ𝑖 is formally
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an inversion-breaking term in the sense that 𝜏𝑧 is an inversion symmetry operator. In a more

concrete sense, it describes the eect of the inter-surface energy dierence that we ascribe to

the asymmetry of the Cd3As2 heterostructure, that is, the dierence in band osets on either

side of the lm, as depicted schematically in Fig. 2.4. Finally, Δℎ allows a gap to open via the

hybridization of the two surfaces. This is expected to be relevant only in lms thin enough

for there to be signicant wavefunction overlap between the surface states.

Figure 2.4: Schematic of the band crossings, driven by the inverted band structure of Cd3As2,
at the interfaces between the bottom and top layers in our normal heterostructure (see Chap-
ter 3). The dierence in energy of the surface Dirac nodes (labeled as Δ𝐸) is driven by a
dierence in band osets between the top and bottom layers.

In the absence of a magnetic eld, the spectrum of this Hamiltonian is

𝐸0,𝛼 ,𝛽 (𝑘) = 𝛼
√︁
(ℎ̄𝑣𝐹𝑘)2 + (Δ/2)2 + 𝛽 ℎ̄𝑣𝐹 |𝑘 |Δ𝑖 , (2.5)

where 𝛼 , 𝛽 = ±1 independently and we dene Δ =

√︃
Δ2
𝑖
+ Δ2

ℎ
. Evidently, in the circumstance
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where Δ𝑖 = Δℎ = 0, the result is a doubly degenerate Dirac cone.

In a magnetic eld ®𝐵 = 𝐵 𝑧, the Zeeman eect acts on the real spin degree of freedom and

is captured by the addition of the following term to the Hamiltonian,

𝐻𝑍 = 𝑔∗𝜇𝐵𝐵 𝜎𝑧 ⊗ 1, (2.6)

where 𝑔∗ is an eective 𝑔 factor, and 𝜇𝐵 is the Bohr magneton. The much more important

eect, though, is the quantization of the spectrum into Landau levels. The calculation of this

is accomplished by the Peierls substitution, ℎ̄®𝑘 → ®Π = ℎ̄®𝑘 + 𝑒 ®𝐴, where we use the gauge

®𝐴 = 𝑥𝐵𝑦, and 𝑒 is the magnitude of the electron charge. Because ®𝑘 and ®𝐴 do not commute,

we introduce the ladder operators 𝑎 = (2𝑒𝐵ℎ̄)−1/2(Π𝑦 + 𝑖 Π𝑥 ) and 𝑎† = (2𝑒𝐵ℎ̄)−1/2(Π𝑦 − 𝑖 Π𝑥 ).

The resulting Hamiltonian 𝐻 (𝐵) reads,

𝐻 =

©«

Δ𝑖

2 +𝑔∗𝜇𝐵𝐵 −
√︁
𝑏 (𝐵) 𝑎 Δℎ

2 0

−
√︁
𝑏 (𝐵) 𝑎† Δ𝑖

2 −𝑔∗𝜇𝐵𝐵 0 Δℎ

2

Δℎ

2 0 −Δ𝑖

2 +𝑔∗𝜇𝐵𝐵 +
√︁
𝑏 (𝐵) 𝑎

0 Δℎ

2 +
√︁
𝑏 (𝐵) 𝑎† −Δ𝑖

2 −𝑔∗𝜇𝐵𝐵

ª®®®®®®®®®®®¬
, (2.7)

where 𝑏 (𝐵) := 2𝑒𝐵ℎ̄𝑣2
𝐹
. The ladder operators are associated to states |𝑛〉, where 𝑛 is an integer

≥ 0, for which 𝑎† |𝑛〉 =
√
𝑛 + 1 |𝑛 + 1〉, 𝑎 |𝑛 > 0〉 =

√
𝑛 |𝑛 − 1〉, and 𝑎 |0〉 = 0.
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As long as 𝑛 > 0, the eigenvectors Ψ𝑛 (𝐵) of 𝐻 (𝐵) have the form

Ψ𝑛>0(𝐵) =

©«

Φ1,𝑛 |𝑛 − 1〉

Φ2,𝑛 |𝑛〉

Φ3,𝑛 |𝑛 − 1〉

Φ4,𝑛 |𝑛〉

ª®®®®®®®®®®®¬
, (2.8)

where the Φ𝑖 ,𝑛 are numbers. When 𝑛 = 0, however,

Ψ0(𝐵) =

©«

0

Φ2,0 |0〉

0

Φ4,0 |0〉

ª®®®®®®®®®®®¬
. (2.9)

Combining all these, we nd the spectrum in a perpendicular eld to be

𝐸𝛼 ,𝛽 ,𝑛>0(𝐵) = 𝛼
√︂
(𝑔∗𝜇𝐵𝐵)2 + (Δ/2)2 +𝑛 𝑏 (𝐵) + 𝛽

√︃
𝑛 𝑏 (𝐵)Δ2

𝑖
+ (𝑔∗𝜇𝐵𝐵)2Δ2, (2.10)

where, as above, Δ :=
√︃
Δ2
𝑖
+ Δ2

ℎ
, and 𝛼 , 𝛽 = ±1 independently. For 𝑛 = 0,

𝐸𝛽 ,𝑛=0 = −𝑔∗𝜇𝐵𝐵 + 𝛽Δ. (2.11)

The eect of tuning the model parameters Δℎ and Δ𝑖 is illustrated in Figure 2.5. If both
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Δℎ = 0 and Δ𝑖 = 0, then the two Dirac cones are degenerate everywhere, as shown in Fig. 2.5a.

A nite Δ𝑖 has the eect of shifting each cone relative to the other in energy, as seen in

Fig. 2.5b, so that the energy dierence between the Dirac points is equal to Δ𝑖 . By contrast,

the eect of Δℎ , shown in Fig. 2.5c, is to open a gap at the Dirac point; no degeneracy is split.

Far from 𝑘 = 0, the dispersion looks like that of Fig. 2.5a. If both Δ𝑖 and Δℎ are nonzero, the

case of Fig. 2.5d, then the dispersion relation far from Γ looks like that of Fig. 2.5b, while a

gap opens at 𝑘 = 0.

Since Δ𝑖 essentially tunes a splitting while Δℎ opens a gap, small changes in Δ𝑖 substan-

tially aect the Landau level spectrum, in contrast to even fairly large changes in Δℎ . This

dierence is illustrated in Fig. 2.5e-f. In Fig. 2.5e, Δ𝑖 is xed at 75 meV, and the spectra of

Equation 2.7 are plotted for dierent values of Δℎ , ranging from 0 to 60 meV. The eect of this

is subtle and most noticeable for the lowest Landau levels at low eld, or, in the quantum Hall

regime, the smallest lling factors. In a spectroscopic experiment, sensitive to quantitative

shifts in the Landau level energies, perhaps ARPES (provided good enough linewidth), could

in principle be sensitive to the shift of the lowest couple of Landau levels. Such energy shifts

are, however, invisible to a transport experiment. Equivalently small changes in Δ𝑖 , by con-

trast, drastically aect the Landau level spectrum, and so in the event that an experimentally

relevant parameter should control Δ𝑖 , one would expect to see large, qualitative changes to

the Landau level spectrum. This point is illustrated in Fig. 2.5f. Here Δℎ , now, is set at a xed

value and spectra are plotted for various Δ𝑖 , ranging from 0 to 60 meV. These small changes

result in both splitting and shifting of the Landau levels, causing crossings and changes in the
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sequence of lling factors that would be measured in a Hall measurement.
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Figure 2.5: Model Hamiltonian spectra (see equations 2.4 through 2.11). (a)-(d) Zero-eld
spectra for small 𝑘 and 𝑣𝐹 = 8 × 105 m/s. The parameter values are chosen for clarity. In
panel (a), the cones are doubly degenerate everywhere because Δ𝑖 = Δℎ = 0. (b) The eect of
nite Δ𝑖 is to displace the two cones in energy. The upper and lower cones are associated one
to the eigenvalues of the 𝜏𝑧 operator. (c) By contrast, a nite Δℎ opens a gap in the spectrum,
minimal at 𝑘 = 0, which aects both surfaces in equal measure; the two bands are doubly
degenerate everywhere. (d) When both Δℎ and Δ𝑖 are appreciable, a gap opens and the two
bands are in general nondegenerate. Whether away from 𝑘 = 0 or 𝐸 = 0, however, the
spectrum is qualitatively and quantitatively similar to that in panel (b). (e) and (f) Landau
level spectra as a function of Δℎ and Δ𝑖 . Throughout 𝑔∗ is set at +25. (The positive sign means
that the zeroth Landau level disperses lower in energy with increasing eld.) The changing
parameter is colored according to the scale at the far right. (e) Eect of changing Δℎ with
nite Δ𝑖 . The Landau levels are shifted in energy, which is more noticeable for Landau levels
with low indices. (f) Eect of changing Δ𝑖 with nite Δℎ . Small changes to Δ𝑖 cause large
changes to the spectrum because the two fans [more visible in panel (e)] are pushed to higher
and lower energies, respectively.
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Chapter 3

Molecular beam epitaxy of (001) lms

This Chapter contains a brief introduction to molecular beam epitaxy (MBE) of Cd3As2 gen-

erally, before switching focus to (001) lms in particular. Ultimately, the lack of a suitable

substrate has motivated the development of III–V semiconductor (III = Ga, Al, In; V = As,

Sb) “virtual substrates” or buer layers, which present additional engineering opportunities.

Structural characterization, mainly via x-ray diraction (XRD), is discussed, alongside a pre-

view of electronic transport that is the topic of Chapter 4.

3.1 MBE checklist

An MBE growth system mainly consists of an ultra-high vacuum system, eusion cells to

supply source material, and a heater for a substrate. As a concept, it is simple. One need

only provide the right atoms to the right substrate to grow a material, provide enough ther-
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mal energy for them to defeat various activation hurdles, and do it all in vacuum to prevent

impurities from stealing the show. Diculty lurks around every corner, however. The right

substrate may not be commercially available, or even exist. The right atoms must be delivered

in the right quantity, which can be hard to measure, and is typically a function of the substrate

temperature, which is itself hard to measure: accurate, fast, and cheap thermometry operable

over large temperature ranges and on diverse materials is, empirically, nonexistent. Nature

must ordinarily supply a growth window—a range of uxes and temperatures at which sto-

ichiometric growth is favored. And the demands of the ultrahigh vacuum environment of

MBE add a layer of complexity to every task, from substrate preparation to maintenance.

3.2 Substrate selection for (001) plane growth

For Cd3As2, the right substrate does not exist: there are no commercially available substrates

that have the right crystal structure or lattice parameter. (Substrates could, however, be fash-

ioned from large single crystal growth of Cd3As2, which is not that outlandish a possibility.)

As discussed in Section 2.1, the 𝑎 lattice parameter of Cd3As2 is approximately 12.6 Å. This

is very large (the lattice parameter of silicon is 𝑎 = 5.4307 Å), and a reection of the fact that

the unit cell consists of 2 × 2 × 4 rotated copies of a nearly cubic building block, which has

the rather more modest in-plane lattice constant of 6.3 Å. This is still large—14% larger than

silicon’s—but falls in between that of GaSb (6.096 Å) or AlSb (6.1355 Å) and InSb (6.479 Å).

High quality GaSb substrates are commercially available.

29



CHAPTER 3. Molecular beam epitaxy of (001) lms

Our group’s work on (112) Cd3As2 had demonstrated the possibility of growing Cd3As2 on

(111)B GaSb [69]. This was accomplished by growing a buer layer of GaSb on (111)B GaAs

substrates, which, compared to (111)B GaSb substrates, have relative advantages in cost, me-

chanical properties, and electrical isolation: there are no semi-insulating GaSb substrates.

The disadvantage of growing on GaAs, however, is the very large lattice mismatch (more

than 10%) with Cd3As2, which must be mitigated by an intermediate buer layer of GaSb,

AlSb, InSb, or their alloys. While the buer layer thereby provides an opportunity for tuning

electronic properties of the full heterostructure, its growth is a research question (or, more

optimistically, an optimization problem) in its own right: the growth of 6.3 Å III–Sb alloys is,

among the well-traveled paths of III–V MBE growth, forbidding terrain. (Further diculties

lie in micro- or nanofabrication.)

One of the essential diculties is that the buer layer must accommodate the lattice mis-

match with the substrate. In general this occurs via the presence of extended defects, such as

mist dislocations, in the buer layer. Under some circumstances, which can be complicated

to predict, such defects do not propagate through the buer layer, or can be engineered to

diminish in number as a function of the buer layer’s thickness. In spite of the approximately

7% mismatch of lattice parameter, the growth of GaSb on a GaAs (111)B substrate proceeds

in atomically smooth fashion, though the growth window is smaller than for (001) growth

[29]. Following those results, most of our group’s work on (112) Cd3As2 lms has been on

relaxed GaSb layers grown on GaAs (111)B [69]. Since the (001) project began after the (112)

project, however, a growing awareness of the extra diculties posed by growing two lattice-
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mismatched layers combined with a burgeoning interest in more complicated heterostruc-

tures and devices led us to pursue the more straightforward approach of growing Cd3As2 on

(001) GaSb substrates.

It is worth mentioning that another diculty that the buer layer adds, rather than sub-

tracts, is related to its greater symmetry than the Cd3As2 epilayer. If certain (translational or

rotational) symmetry elements are present in the buer layer, but not in the epilayer, defects

such as twins and antiphase boundaries can be expected to result. (Perhaps the best-known

realization of this is in the growth of III–V growth on Si, where the epilayer has a polar

structure absent in the layer beneath it [44].) This can be mitigated in dierent ways, but,

for example, rotational twins in the (112) epitaxy of Cd3As2on (111) zincblende surfaces is

suppressed on vicinally cut substrates [26, 40].

3.3 A few details and challenges for prospective growers

The growth of Cd3As2 by MBE in general has some pecularities in comparison to more well-

known processes. We include an exposition of some of the problems of its growth along with

some of the mitigation measures or solutions we have eected.

3.3.1 Sources

Growth was performed on a Veeco Gen II MBE system with conventional III–V sources: dual

zone Ga, Al, and In eusion cells, a valved cracking As source, and a three-zone Sb cracker.
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Cadmium arsenide ux was supplied from two low-temperature sources, each loaded with

6N Cd3As2 chunks (supplied by American Elements).

Early work in our group on (112) growth taught us that the best growth was achieved by

supplying about 2 × 10−6 torr “beam equivalent pressure,” which is what we call the reading

on an ion gauge in the beam path, aka the beam ux monitor or BFM [69]. Running a single

Cd3As2 source at the temperature required to achieve this ux rapidly depletes the source

material, but two sources, each at half the desired ux, last slightly more than twice as long,

due to the exponential dependence of the ux on temperature and the unavoidable rampup

and idle times during normal growth and ux calibration. Even with this measure, reload-

ing Cd3As2 source material remained the most frequent reason for system maintenance. To

reduce the downtime involved, we replaced the conventional low-temperature sources with

extra-long sources mounted inside a bellows and on carriages that ride a rail, driven by a

lead screw, with a gate valve and pump line attached, in order to be able to separately vent

and pump the Cd3As2 sources without venting the chamber. These retractable sources can

be loaded and, in our system, a chamber pressure of mid-10−11 torr achieved after a night of

pumping.

3.3.2 Thermometry and sample mounting

The growth of Cd3As2 proceeds at very low temperature, less than 200 ◦C, and the window

for good growth is small, probably around 30 ◦C. The design of most MBE hardware, by

contrast, is optimized for much higher temperature growth. For example, the oxide removal
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temperature of GaAs is about 590 ◦C, which may require heating the substrate manipulator to

temperatures in excess of 700 ◦C; it is not unusual for most of the coupling between substrate

heater and substrate to be radiative. Of all our evidence for the sensitivity of the cadmium

arsenide lm quality to the growth temperature, the strongest and most quantitative comes

from growing (112) lms, where the nucleation time provides an extra measurement of the

true substrate temperature. More qualitatively, we had earlier noticed that lms grown using

solder-free holders typically showed defects in increased density nearwhere the faceplate pins

contact the substrate, indicating that small temperature dierences, which we might estimate

to be 10 ◦C, are relevant to the growth. Combined with awed but nevertheless systematic

studies of the eect of substrate temperature on growth, these observations lead us to claim

that inconsistency in the growth is mainly due to the diculty of measuring and controlling

the substrate temperature at these low temperatures.

We measure the temperature of the substrate by two means, a thermocouple mounted in

the substrate heater and an infrared (2.3 𝜇m) pyrometer. In the conventional terminology we

say that the thermocouple is part of an inner control loop that the pyrometer controls in an

outer loop, which means that the control of the substrate heater power supply is determined

by the thermocouple reading relative to the heater’s setpoint, but the heater’s setpoint is

controlled by the pyrometer reading. For temperature homogeneity, the sample is mounted

to a solid metal (tungsten) faceplate with liquid gallium (thanks to Tony McFadden and Mihir

Pendharkar for the suggestion).

There are three main weaknesses of this control scheme. First, the two-loop conguration
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is necessary because the pyrometer window cannot have continuous access to the substrate

without becoming coated. Ordinarily this challenge is overcome by using a so-called hot

window, where an integrated or external heater mitigates the deposition on the window.

In our case, the window temperature would need to exceed the cadmium arsenide growth

temperature, resulting in a background signal (even if out of focus) that would overwhelm

the substrate signal. So, lacking a hot window, we provide only intermittent optical access

(with a shutter), and bake out the window occasionally to remove deposited material. The

intermittent access necessitates the two-loop control, realized in software, which is very slow

andmay be fundamentally awed by the weak coupling between the pyrometer control signal

and the heater output power.

Pyrometry is inherently beholden to the emissivity of the blackbody under measurement,

and this is the second major weakness of our control scheme. The emissivity is a phenomeno-

logical parameter whose value depends on many physical parameters of the blackbody, such

as its dielectric properties and the surface nish, and so is fundamentally dicult to control.

For example, consider the situation where the substrate is transparent to the pyrometer wave-

length, but over the course of the growth becomes opaque or roughens, changing the emis-

sivity. If the substrate is transparent throughout the whole growth and the surface roughness

is identical throughout, run-to-run reproducibility will still be aected by the surface nish

of the tungsten faceplate (which is scraped and chemically etched in between growths) and

the shape of the gallium droplet adhering the substrate to it. Nevertheless, to the extent that

even these essentially uncontrolled aspects of the lm growth are roughly consistent as a
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result of standardized operating procedures, the growth can still be reproducible, even if the

temperature readings are inaccurate. For example, highly reproducible oxide desorption and

buer layer growth indicate that the surface nish of the faceplate and the gallium droplet’s

disposition are minor or negligible concerns at high temperature. (In this case, though, the

measured temperatures are inaccurate because of an emissivity correction that likely varies

according to each layer.) Developing new heterostructures and working on new substrates,

however, must rely mainly on a combination of educated guesswork and trial and error.

Finally, and perhaps most importantly, low-temperature pyrometry suers from ubiqui-

tous IR background. In our MBE system, the main sources of IR background are the sources

and their laments (the idle temperature for the Sb cracking zone is 1000 ◦C; the entire Al

crucible idles at 800 ◦C; the As cracking zone is held at 850 ◦C; all sources send power to their

laments to maintain idle temperature) and the laments of the ion gauges and RHEED gun.

In practice, a combination of the unknown emissivity of the substrate and buer layers and

the background IR lead to a highly variable minimum temperature reading in the chamber,

ranging from about 100 ◦C to 140 ◦C, which is unacceptable if we recall that the growth tem-

perature needs to be controlled to better than 10 ◦C. In the long run, as a result, spectroscopic

methods of thermometry are the most promising because, in the noisy environment of the

growth chamber, the ability to modulate the input beam (say, a lamp) will be crucial to a

measurable signal.
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3.3.3 RHEED

Arguably MBE’s greatest strength is that the ultrahigh vacuum environment is conducive

to powerful studies of the growing surface. In contemporary MBE, reection high-energy

electron diraction (RHEED) is often the only real-time feedback outside of thermometry

that the grower has—certainly this is the case on our Veeco Gen II—and so the RHEED system

conventionally holds the honor of being considered one of the few mission-critical pieces of

the whole operation.

The information we get from RHEED is useful for several tasks:

1. Oxide desorption. As discussed below in Section 3.3.4, it is common practice to remove

the wafer oxide thermally, at least for (001) GaSb. It is, however, possible to ruin a newly

loaded substrate by overheating; the window between good desorption and irreversible

damage appears to be around 30 ◦C. It is therefore helpful to witness the moment when

the oxide desorbs. It also provides a calibration point for the substrate thermometer,

from which later growth can be indexed.

2. Cadmium arsenide nucleation time. When grown on (111)B GaSb, the Cd3As2 growth

rate is not constant in time until after a nucleation period, which we can identify in

RHEED. Upon opening the shutters, no change in the diraction intensity is observed

for a certain amount of time, which is strongly temperature-dependent. After that time,

the intensity drops sharply, corresponding to nanoscopic roughening of the surface,

before it increases as the average island size increases. Without noting the nucleation
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time, it is impossible to grow lms of reproducible thickness.

3. Group III and V ux calibration. This procedure is described in Section B.3.

4. Assuaging thermometry paranoia. One benet of our reliance on III–Vmaterials for our

substrates and buer layers comes from how well known the system is. While III–Sb

growth is much less studied than III–As growth, a number of useful points remain.

(a) The oxide desorption provides a reliable temperature calibration point. Ordinarily,

good GaSb homoepitaxy can proceed at about 10 − 15 ◦C lower than the oxide

desorption temperature.

(b) We distinguish “static reconstructions,” when there is no growth, from “dynamic”

reconstructions, when there is. In both cases, given a GaSb surface under Sb-rich

conditions, there is a temperature- and ux-dependent transition between a high-

temperature 1× 3 reconstruction and a low-temperature 2× 5 reconstruction [10].

The transition point can be identied to within about 10 ◦C. If one has a good ux

calibration, this can be used as a calibration point for the substrate temperature,

or vice versa. Similar statements hold for AlSb, InAs, GaAs, etc.

3.3.4 Oxide removal

An early bottleneck for the (111)B growth was the substrate preparation. Ordinarily, in (001)

growth, the “epi-ready” oxide delivered by the wafer manufacturer can be removed ther-

mally (under group V ux), which can be conrmed in RHEED. This roughens the surface:
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nanoscopic pits are formed when pieces of oxide desorb. After a small amount of homoepi-

taxy, however, a smooth surface can be recovered. By contrast, on the (111)B surface, the pits

formed during the oxide desorption nucleate large defects that are not diminished, but rather

enlarged, by further growth. We developed a two-step oxide etch to solve this problem. The

substrate is etched in diluted HCl (37% aqueous HCl 1:1 vol/vol with water), for 45 seconds.

The etch is quenched in methanol, and the substrate is rinsed in isopropanol. Once loaded

into the buer chamber, it is subjected to an etch by atomic (thermally cracked) hydrogen.

The principle of the hydrogen etch is that the supplied atomic hydrogen reduces the Ga and

As oxides, which occurs preferentially at dierent temperatures, though there are inciden-

tal benets related to its removal of carbon-containing compounds [76]. We have found for

(111)B GaAs substrates that the process is not very sensitive to the dose (chamber pressure

× time), but it is sensitive to the temperature: there is a window of about ±25 ◦C for good

etching. After loading the substrate into the growth chamber, RHEED appears bright and

streaky, with faint reconstruction.

The normal recipe is unfortunately the result of iteration on what is known to be a bad

procedure—it destroys the ion pump element—and as a result it seems unnecessarily arcane.

In the end, the dose was originally optimized according to the buer chamber pressure with

the ion pump running—i.e. it was known relative to the pumping speed of the ion pump. Since

the ion pump lifetime at the hydrogen pressure used during the etch is months rather than

a decade, the procedure was modied after the untimely replacement of the pump elements.

As a result, the pressure is set while the pump is running, the pump is switched o, and the
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hydrogen is pumped through the load lock turbo pump.

In detail, the temperature is set to about 525 ◦C on the buer heater station; the hydrogen

source is opened slightly to produce a buer chamber pressure of mid-10−8 torr before heating

up the cracking zone per the instructions in the manual. Once the cracking zone is at process

temperature, the pressure is increased in the buer chamber to 2-3 ×10−6 torr on the buer

ion gauge. After stability, the buer ion gauge is turned o, the load lock–buer gate valve

is opened, and the ion pump is switched o; the hydrogen should be pumped using the load

lock turbo pump. After an hour at 525 ◦C under hydrogen ux, the pressure is reduced while

the substrate cools down, and the chamber is returned to its original state.

This procedure is in fact superior in that it produces a smoother surface, as is clear from

the (111)B growth as well as studies on GaSb [6, 83], relative to thermally desorbing the GaSb

oxide, which has nevertheless remained our common practice. The (001) lm results reported

in this thesis are entirely from lms grown on substrates whose oxide was removed ther-

mally. (The main advantage to thermal desorption, besides convenience, is that it provides a

calibration point for the pyrometer, to ±10 ◦C.)

3.4 Buer layer

The growth of Cd3As2 from compound (Cd3As2, rather than separate Cd and As) sources

does not aord many engineering parameters. Essentially, the Cd3As2 ux and substrate

temperature are the only ones, and it turns out that the growth is fairly insensitive to the rst
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and very sensitive to the second. By contrast, opportunities for engineering of the buer layer

are numerous and promising, harnessing as they do the possibility of tuning the electronic

properties of the interface.

Figure 3.1: Evolution of RHEED during GaSb growth, starting after oxide desorption, viewed
along the [110] direction, (a) after 20 seconds of growth at approximately 0.3 monolayers/s,
(b) one minutes, (c) two minutes, and (d) about twenty minutes. Note that the faint 3× recon-
struction is already visible after twenty seconds.

These buer layers can be matched to the GaSb substrate, and thin strained layers of InAs,

AlSb, and AlGaSb can be grown on them:

1. GaSb. GaSb homoepitaxy is an essential part of growing on GaSb substrates, since a

hundred nm or so is enough to smooth out pits formed during oxide desorption. A good

starting point is to grow 10 ◦C cooler than the oxide desorption temperature. Desorb

the oxide under 3× 10−7 torr BEP Sb ux; set the Ga source at about 900 ◦C or 1× 10−7
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torr BEP Ga ux. RHEED should evolve as in Fig. 3.1. Under normal circumstances, the

RHEED should stabilize in about a minute. If after two minutes it doesn’t look right,

close the Ga shutter and lower the Ga ux by 20%, and try again. If that does nothing,

then start reducing the Sb ux in the same increment. In AFM, GaSb/GaSb(001) should

look like Fig. 3.2—that is, essentially perfect: rows of atomic-height steps.

Figure 3.2: Atomic force micrograph showing surface after GaSb/GaSb(001) homoepitaxy.
White is high and black is low.

2. AlGaSbAs. The keys to good AlGaSbAs growth are good GaSb growth and decent or

better ux calibration. (The ux calibration is discussed in theAppendix.) AlGaSbAs is a

highly attractive candidate buer layer. The Al alloy fraction and the As alloy fraction

accommodate appreciable tuning of the band oset [80]. AlSb and GaSb have fairly

similar growth temperatures, and there is a comparatively large temperature window
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for the alloy to be grown. The result is an insulating buer layer that can be grown at

very high quality. The main drawbacks are (1) that by its nature the alloy is disordered

(see Section 5.1 for more discussion) and (2) that the As composition can be dicult

to control. Ordinarily the issue is that the ux calibration eectively depends on the

substrate temperature. On our system, there is an additional diculty that the valve on

the arsenic cracker source does not produce repeatable uxes, and so the best practice

is to check the ux directly before growing. (This is accomplished quickly with the

valved source.)

As discussed for a particular lm below (Section 3.5), perhaps the best way to measure

the alloy composition relies upon calibration of the group III ux, which can be done

to high precision using RHEED intensity oscillations (see Section B.3). At the relevant

growth temperature, the incorporation of the incident Al and Ga atoms is unity, so the

Al and Ga composition can be set in the growth recipe (provided the uxes are known

absolutely, i.e. in the units atoms/cm2/s, rather than torr BEP—see Section B.3).

This procedure can be checked separately by measuring the lattice parameter of an

AlGaSb/GaSb(001) layer. A hiccup one might encounter, however, is that one typically

will not know a priori at what thickness the AlGaSb relaxes, what is called the “critical

thickness” [53]. For AlSb/GaSb(001), the critical thickness has been measured to be

about 14 nm [25], but elsewhere “above 150 nm” [24] and 154 nm [84]. In any event,

the actual thickness at which a lm relaxes is driven by kinetics, since it depends on the

nucleation of the dislocations that allow the relaxation, so one usually needs to measure
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the amount of relaxation.

It is easy enough to measure if the lm is relaxed or not. The best way is using a

reciprocal space map (RSM) of a so-called o-axis peak (see Fig. 3.3 and Fig. 3.4). (As

an aside, it may turn out that a desirable o-axis peak has a small scattering factor.

This is one reason why it is usually preferable, at least for checking calibration layers

whose thickness is not engineered, to grow thick lms that scatter more x-rays, even

if the tradeo is partial relaxation of the layer. As mentioned below, even near-total

ignorance of the elastic constants does not aect the result appreciably.) The RSM’s

main drawback is cost: one typically requires approximately 12 hours of measurement

time on an x-ray diractometer (say, at current rates, $500). The measurement consists

of a series of coupled 2𝜃 − 𝜔 scans at dierent 𝜔 osets. The 𝜔 and 2𝜃 − 𝜔 axes can

be transformed into the relevant components of the scattering vector, and it can be

tested via peak nding (or, better, tting) whether the buer layer peak and substrate

peak have the same in-plane scattering vector, as is the case in 3.3. At this point one

can tell if the lm is relaxed or not. For cubic crystals (like the zincblende III–Vs), the

lm is relaxed if in-plane lattice parameter is the same as the out-of-plane one, which

can be seen from the associated scattering vector components. This condition can be

drawn as a line on an RSM (see Fig. 3.4). If it is completely strained, the in-plane lattice

parameter matches the substrate one, and if the lm is partially relaxed, the peak will

fall between the two conditions. Partial relaxation of the lm or else its being coherently

strained adds some uncertainty into the determination of the lattice parameters because

43



CHAPTER 3. Molecular beam epitaxy of (001) lms

they require knowledge of the elastic constants and Poisson ratio. These data have

been tabulated [1], and in any event uncertainties in the elastic constants—say, in an

exotic alloy—are reduced by orders of magnitude in the determination of the nal lattice

constant because they do not vary over a particularly large range and because they

multiply a small number that is added to a larger one.

Once the Ga and Al uxes are determined precisely, the Sb and As fractions are found

by an RSM again.

3. Alloys containing indium should be avoided if possible due to the dierence in growth

temperature between InAs, or, worse, InSb, and GaSb or AlSb.

Figure 3.3: Reciprocal space map of an AlGaSb layer (bottom peak), lattice matched to GaSb
(top peak).

These buer layers can be matched to Cd3As2:

1. InGaSb
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2. InAlSb

3. InGaAlSb, and

4. InSbAs.

The diculties here are prohibitive. These are all alloys of InSb. The challenge of growing

usable InSb is well-known. Perhaps the shortest proof of its troublesome nature is the fact

that HgCdTe—a canonically dicult material to grow, with a growth window small enough

to require advanced thermometry and growth rate monitoring, and toxic to boot—remains

the industry standard for long-wavelength detectors. One diculty is that, unlike for the

members of the III–As family, the In:Sb ux ratio is an important growth parameter, which,

worse, depends on temperature. Add to that its growth temperature is in the mid-300s ◦C,

and its growth window is probably less than 20 ◦C, and it is enough to conclude that InSb is

dicult to grow byMBE. Given that GaSb and AlSb grow, by contrast, at more like 500 ◦C, it is

clear that some compromises are necessary to produce a good alloy. Considering besides the

ancient controversy over whether the indium-containing alloys are actually stable mixtures

[75], the dearth of reliable experimental results in the 6.3 Å neighborhood, and—almost as an

afterthought—the lack of a suitable substrate, the challenge may seem hopeless. Kudos, then,

to Manik Goyal for his work on the subject, which demonstrated material improvements in

Cd3As2 lms grown on such buer layers [27]. Iteration on his recipes for buer layers like

nos. 1 and 2 above may be a fruitful avenue of future research.

But, at time of writing, the main motivation for pursuing exotic and challenging buer
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layer growth is for additional control (strain, say), rather than improvement to the Cd3As2 trans-

port. This is because the mobility-limiting mechanisms in Cd3As2 lms are unknown in gen-

eral, and the main evidence suggests that the exposure of the top surface masks whatever

intrinsic dierences can be controlled by the buer layer (see Section 5.1 below). In other

words, the 2020 state of the art in thin lms can be achieved with whatever smooth buer

layer you like, whether lattice-matched (e.g. InGaSb) or not (e.g. AlGaSbAs, with a suitable

wetting layer, per Section 3.5).

3.5 Structure for basic transport measurements

Much of the text and gures of this and the subsequent sections of this chapter reproduces or

adapts portions of our work published previously [38], to which APS retains the copyright.

We present here a study based around the AlGaSbAs buer layer mentioned above. A

schematic of the heterostructure is shown in Figure 3.4a. After a solvent rinse, a cleaved

piece of an undoped (001) GaSb wafer was loaded into a buer chamber for outgassing. The

chip was adhered to a tungsten plate with liquid gallium, as mentioned above, to improve

temperature homogeneity and consistency in thermometry. The native oxide was thermally

desorbed in the growth chamber under Sb ux, and a 150-nm-thick layer of GaSb was grown

to smooth out any resulting pits before growth of a Ga𝑥Al1−𝑥Sb1−𝑦As𝑦 buer layer for elec-

trical isolation from the GaSb. While in principle an AlSb buer layer electrically isolates the

Cd3As2, the +0.649% lattice mismatch with GaSb can result in defects. The incorporation of
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small amount of Ga is thought to suppress the oxidation besides slightly reducing the lattice

mismatch [45]; addition of As further reduces the lattice mismatch, allowing for the growth

of thick buer layers with low densities of extended defects. For example, high quality InAs

quantum wells have been grown using Ga𝑥Al1−𝑥Sb1−𝑦As𝑦 buer layers [78].

In quaternary alloys of Al, Ga, Sb, and As, the incorporation of the incident Al and Ga

atoms is unity across a wide range of viable substrate temperatures, and as a result the de-

sired group III composition can be achieved by setting the absolute ux of the sources. The

relative Sb versus As incorporation, however, depends strongly on the substrate temperature.

Here, the desired composition was achieved bymaintaining a constant substrate temperature,

measured by a pyrometer, and iterating on the beam equivalent pressure ratio of the group V

sources. After the buer layer, four monolayers (1.2 nm) of a thin wetting layer, either InAs,

GaSb, or AlSb, were grown. The lattice constant of InAs diers from that of GaSb by −0.614%.

We call the four monolayers a wetting layer because, given that the layer grows pseudomor-

phically on the underlying buer layer, the dierences in subsequent Cd3As2 growth on each

must reect dierences in surface and/or interfacial energies. Finally, the growth parame-

ters for (001) Cd3As2 were in most respects identical to those reported previously [69]. As

mentioned above, high ux from two molecular Cd3As2 sources, totaling 2.6 × 10−6 torr on a

ux monitoring ion gauge, was supplied to a low-temperature substrate (thermocouple tem-

perature around 200 ◦C, uncorrected pyrometer temperature—see Section 3.3.2—around 115

◦C).
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Figure 3.4: (a) Schematic of the heterostructure (not to scale). (b) Out-of-plane 2𝜃 −𝜔 x-ray
diraction scans from a 450-nm-thick (001) Cd3As2 lm grown on an AlGaSb buer layer
with a 1.2-nm-thick InAs wetting layer. The vertical lines show literature values for the GaSb
substrate (solid) and Cd3As2 layer (dashed). The reections around 00𝑙 GaSb (𝑙 = 2, 4, and
6 from left to right) are shown in more detail in the insets. The 00𝑙 Cd3As2 reections have
𝑙 = 8, 16, and 24, but the 0024 Cd3As2 reection is too faint to be seen. Unindexed peaks are
from the AlGaSb buer layer. (c) Reciprocal space map in the vicinity of the 224 GaSb reec-
tion performed on the same lm as shown in (b). The axes show the out-of-plane and in-plane
components of the scattering vector, 𝑞 | | [001] and 𝑞 | | [110] , respectively. The diagonal line (gray,
solid) shows the cubic condition, i.e. 𝑎 = 𝑐 , or 𝑞 | | [110] =

√
2𝑞 | | [001] . The short vertical line

(gray, dashed) shows the condition for the buer layer being fully strained to the substrate.
The Cd3As2 peak is not expected to fall along the cubic condition line because its lattice is
tetragonal. (d) Out-of-plane 2𝜃 −𝜔 x-ray diraction scan in the vicinity of 004 GaSb for ap-
proximately 45 nm lms grown on dierent wetting layers, InAs, AlSb, and GaSb [see legend
in (e)]. The buer layer (second most intense peak) is a quaternary alloy Ga0.2Al0.8Sb0.9As0.1.
The scans are oset for clarity. Two literature values for the 0016 Cd3As2scattering angle are
indicated with vertical lines, one in agreement with the reections in (b) [74] (dot-dash, teal),
and the other corresponding to a slightly smaller lattice constant (dot, black) [3]. The fact that
the 0016 Cd3As2peak in the top trace (InAs wetting layer) does not fall along the dot-dash line
is likely due to residual epitaxial strain. (e) X-ray reectivity of the three lms shown in (d).
The lm grown on InAs is the smoothest and also apparently thinnest, judged by the tail-o
of the oscillations and their period, respectively, even though all growth parameters were
held constant.
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3.6 Basic structural and transport properties of (001) lms

Figure 3.4b shows a high-resolution, out-of-plane 2𝜃 −𝜔 XRD scan of a sample with a 450-

nm-thick Cd3As2 lm on an InAs wetting layer and AlGaSb buer layer. In the vicinity of

the 002 GaSb substrate reection (magnied in the left inset), the 008 Cd3As2 and 002 AlGaSb

reections are seen. The 1.2-nm-thick InAs wetting layer does not have enough volume to

scatter x-rays above the detection limit. Another sequence of peaks is visible near the 004

GaSb reection (center inset), starting with 0016 Cd3As2. The kinematical scattering intensity

of the 0024 Cd3As2 reection, expected near 006 GaSb (right inset), is less than that of the

008 Cd3As2 peak by a factor of more than 103 and is not observed. The lack of other lm

peaks conrms the (001) orientation of the Cd3As2 lm.

To verify the in-plane epitaxial alignment, the reciprocal space map in Fig. 3.4c shows

a region in the vicinity of the 224 GaSb reection. The diagonal line indicates the 224 peak

position for a relaxed cubic layer. The vertical dashed line shows the position for a coherently

strained lm (that is, the in-plane lattice parameter is identical to that of the substrate). The

buer layer peak falls between the two lines, which indicates partial strain relaxation, and its

lattice parameter is about 0.5% larger than that of the substrate. From the position of the 4416

Cd3As2 peak, its lattice parameters are determined to be 𝑎 = 12.65 Å and 𝑐 = 25.44 Å, which

agree well with the published values for bulk Cd3As2[3, 74]. The 𝑐/𝑎 ratio is 2.01, consistent

with a (001)-oriented Cd3As2 lm.

The data shown in Figs. 3.4d and 3.4e are from samples grown under nominally identical
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conditions but on Ga𝑥Al1−𝑥Sb1−𝑦As𝑦 buer layers with dierent wetting layers: InAs, AlSb,

and GaSb, respectively. Figure 3.4d shows out-of-plane 2𝜃 −𝜔 XRD scans in the vicinity of

the 004 GaSb reection. The Ga𝑥Al1−𝑥Sb1−𝑦As𝑦 buer layer composition can be calculated

using 𝑥 = 0.8 (from ux calibration) and regarding the alloy as a mixture of Ga0.2Al0.8Sb and

Ga0.2Al0.8As. Assuming a fully relaxed buer layer, we nd 𝑦 = 0.09; in the case of a fully

strained buer layer, 𝑦 = 0.11. This lattice mismatch relative to the Cd3As2 layer is −4%.

Despite the large mismatch, thin Cd3As2 lms grown on heterostructures with InAs wetting

layers show an elongation of the out-of-plane lattice parameter (cf. lines in Fig. 3.4d) that

is, at least in part, due to residual epitaxial coherency strain. Furthermore, the dierences

in the scattered intensity of the 0016 Cd3As2 peak reect dierences in their defect densities

on the three wetting layers. The lm on InAs is also smoother, because oscillations in XRR

survive to higher scattering angles (see Fig. 1e), and this is also evident in the AFM images

shown in Fig. 3.5. Nevertheless, the morphology of the (001) lms diers from the smooth,

step-like surfaces of (112) Cd3As2 MBE lms [68]. Furthermore, as judged by the period of

the fringes in x-ray reectivity (XRR), the Cd3As2 lms grown on AlSb and GaSb are thicker

than on InAs, which should increase the intensity of the XRD peaks relative to those of the

lm grown on InAs.

Cross-section transmission electron microscopy samples were prepared by Honggyu Kim

using Ga ions in a focused ion beam system with a nal milling energy of 2 keV. High-angle

annular dark-eld scanning transmission electron microscopy (HAADF-STEM) imaging was

performed on an FEI Titan S/TEM (𝐶𝑠 = 1.2mm) operated at 300 kV with a convergence semi-
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Figure 3.5: AFM images of the surfaces of the three Cd3As2 lms shown in Figs. 3.4d and
3.4e, grown on dierent wetting layers (see labels). The lateral scan dimensions are 2 𝜇m × 2
𝜇m in a-c. Note the dierent height scales, indicated as the color scale for each image. Lower
magnication images are shown in panels d-f, with lateral dimensions 20 𝜇m × 20 𝜇m. All
images have undergone a rst-order plane leveling procedure.

angle of 9.6 mrad. The experimental HAADF-STEM images were denoised with the Wiener

lter [47]. The simulated image of Cd3As2 (space group I41/𝑎𝑐𝑑 [3]) was calculated using the

Kirkland multislice algorithm [41].

Figure 3.6a shows a cross-section HAADF-STEM image, thanks to Honggyu Kim, viewed

along [100]. Shown are the Cd3As2/InAs interface and the top few unit cells of the buer

layer. Comparison with simulations (Fig. 3.6b), noting especially the orientation of rows of

subtly elongated buttery-shaped features, which are caused by the displacements of cad-
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mium atoms, further conrms the [001] growth direction as found from the lattice constant

measured using XRD.

Figure 3.6: (a) HAADF-STEM image of a Cd3As2 lm on an InAs wetting layer with a
Ga0.2Al0.8Sb0.9As0.1. buer layer, recorded along [100]. (b)Magnied image of the Cd3As2 lm,
simulated image, and schematic. Due to the displacement of the Cd atoms, the projected Cd
atomic columns are seen as a characteristic elongated, buttery-like shape (purple shaded
ellipses), which form rows parallel to [010].

After structural characterization by atomic force microscopy (AFM) and x-ray diraction

and reectivity, Hall bar structures were fabricated using standard photolithographic tech-

niques. Mesas were isolated by argon ion milling, and ohmic contacts were deposited as

Au/Pt/Ti stacks. Unless stated otherwise, samples were exposed to a nitrogen plasma treat-

ment prior to electrical measurement to reduce the density of low-mobility p-type carriers on

the top surface [21]. Electrical measurements were performed in a Quantum Design Physical

Properties Measurement System using a low-frequency ac excitation, detected with a lock-in

amplier. Unless stated otherwise, the longitudinal magnetoresistance data shown was sym-

metrized and the Hall magnetoresistance antisymmetrized under a change in magnetic eld
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direction.

Electrical transport measurements on three Hall bar devices fabricated out of approxi-

mately 45-nm-thick Cd3As2 lms on dierent wetting layers, measured at 2 K, are shown

in Fig. 3.7a. The similarity in the longitudinal magnetoresistance (𝑅𝑥𝑥 ) for lms on AlSb

and GaSb may be attributed to the granularity of the Cd3As2 lms on both wetting layers

(see Fig. 3.5), which causes the current traveling through a small number of paths that are

only weakly connected. By contrast, the device on the lm with the InAs wetting layer (solid

lines in Fig. 3.7a) shows a factor of 50 lower zero-eld resistance. The dierence is especially

evident in Fig. 3.7b, which shows only the results from the lm on InAs. The incipient quan-

tumHall eect seen in Figs. 3.7a and 3.7b is a further sign of the high quality of the Cd3As2 lm

grown on InAs.

The dierences in the longitudinal resistance between the three devices cannot be at-

tributed solely to the dierence in carrier concentration. Specically, the 2D carrier con-

centrations, as determined by the Hall eect (Fig. 3.7a) are 1.02 × 1012 cm−2 (on InAs), 7.76 ×

1011 cm−2 (on AlSb), and 6.47× 1011 cm−2 (on GaSb), i.e. they vary by less than a factor of two.

The dierences in carrier concentrations correlate to the relative positions of the conduction

bands in the three wetting layers [80], which suggests that band bending at the bottom inter-

facemay play a role. It is important to note, however, that transport is not through thewetting

layer itself. The main evidence is the fty-fold reduction in longitudinal resistance of samples

with InAs wetting layers, relative to the other two, which is accompanied by only a two-fold

increase in charge carriers. Furthermore, consider the raw (that is, not antisymmetrized or
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symmetrized) resistance data shown in Fig. 3.7 before and after aN∗ plasma treatment. In this

sample, the Cd3As2 layer is slightly thicker (53 nm), and the carrier density is 1.25× 1012 cm−2.

As shown in an earlier study on (112) lms [21], the low-energy nitrogen plasma changes the

band bending at the top surface to result in high-mobility, single-carrier (n-type) 2D trans-

port. As seen in Fig. 3.7, the condition of the top surface appreciably changes the measured

resistance also for these (001) lms. This is further evidence that the measured resistance is

not mainly due a buried conductive layer. The sensitivity of the transport properties, includ-

ing the emergent quantum Hall eect, to the surface treatment, hints at the importance of

surface states also in (001) lms. Finally, the Hall mobility of 9, 300 cm2/V s in the 45-nm-

thick Cd3As2 lm on InAs (Fig. 3.7b) is nearly identical to that of the thicker 53-nm-thick

lm, 9, 170 cm2/V s (Fig. 3.7c) and compares well to that reported for MBE-grown (112) lms

of similar thickness [67].

3.6.1 Postscript

Recent work in our group has shown that good growth can be achieved on indium-containing

alloy buer layers such as InGaSb without growing an InAs wetting or adhesion layer. The

demands of the desired device rule here: there’s a lot of tuning possibilities with InAlSb and

InGaSb alloys, such as the strain, band osets, and even whether the buer layer has a direct

bandgap; the tradeo is that the growth is more complicated to achieve, which may be pro-

hibitive for the structures described in Section 5.1. Both the InAlSb and InGaSb alloys, at least

in the lattice constant neighborhood of about 6.3 Å, tend to produce highly defective lms,
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Figure 3.7: (a) Comparison of 2 Kmagnetotransport behavior of Cd3As2 lms diering only by
wetting layer. These are the same lms as in Figs. 3.4d and 3.4e and Fig. 3.5. The longitudinal
resistance (𝑅𝑥𝑥 ) is shown in shades of blue and the Hall resistance (𝑅𝑥𝑦) is shown in shades of
red. The device sizes are: 10 𝜇m × 10 𝜇m on InAs (solid), 50 𝜇m × 50 𝜇m on AlSb (dot-dash),
and 100 𝜇m× 100 𝜇monGaSb (dash). (b) Higher magnication of magnetoresistance behavior
for the 45-nm-thick Cd3As2 lm (on an InAs wetting layer) shown in panel a. Strong quantum
oscillations in the longitudinal magnetoresistance (solid blue) are accompanied by incipient
plateaus in the Hall magnetoresistance (red dashes). (c) Comparison of magnetoresistance
behavior for a 53-nm-thick Cd3As2 lm on an InAs wetting layer before (dashes) and after
(solid) surface treatment by a low-energy nitrogen plasma. The more symmetric 𝑅𝑥𝑥 behavior
after cleaning (dark blue) and more antisymmetric 𝑅𝑥𝑦 (orange) after cleaning reect the fact
that the charge transport is less scattered, and thus there is less mixing between the two
channels. Unlike data in panels a and b, these data were not symmetrized or antisymmetrized
with respect to reversal of the magnetic eld.

though mitigation is possible. Perhaps more interestingly, it appears that the relationship be-

tween how defective the buer layer is and versus how defective is the Cd3As2 layer is more

complicated than a simple correspondence [27].
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The quantum Hall eect in (001) lms

The main topic of this chapter is the basic transport properties of (001) thin lms. After a

summary of some of our earliest results, we discuss the quantum Hall eect in very high

magnetic elds (up to 45 T) in the context of the models introduced in Chapter 2. Transport

in thinner lms and at lower elds provides an additional check on our conclusions, as subse-

quently discussed. Inconclusive experiments using rotation of the sample inside the magnetic

eld are also presented.

4.1 Summary of early (001) transport results

The InAs wetting layer is a route to highly consistent (001) Cd3As2 lms. The immediate

hurdle, following that result, to observing the quantum spin Hall insulator—per ref. [91],

lms of thickness between about 10 and 20 nm are necessary—was the continuing diculty in
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reproducibly fabricating devices on thin lms. Given the constraints of immediate possibility,

and the highmobilities achieved in the roughly 50-nm-thick (001) lms, about 10, 000 cm2/V s

[38], we turned our attention to these slightly thicker lms. Early results, shown in Fig. 4.1,

diered from those on (112) lms.

Figure 4.1: The quantum Hall eect in three (001) lms, no cap, no gate. In the righthand
plot, of the Hall resistance, three horizontal lines are shown at 𝜈 = 4, 5, 6.

In the quantum Hall eect in (112) lms [67, 22, 26], an apparently robust but not partic-

ularly well-understood feature was the sequence of lling factors. For example, in ref. [67],

the rst observation of the quantum Hall eect in Cd3As2 lms, there appeared to be some

features in 𝑅𝑥𝑥 corresponding to 𝜈 = 6 and 𝜈 = 4, essentially no feature at 𝜈 = 3 or 5, and

prominent plateaus at 𝜈 = 2 and 𝜈 = 1, which, to the sample-agnostic, might be said to look

“conventional,” in the sense that, on its own, such a lling factor sequence might be observed

in an AlGaAs/GaAs quantum well, where the steps of two in the lling factor are due to spin

degeneracy but, at high eld, every single lling factor appears due to “spin splitting.” In
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Cd3As2, though, the spin degeneracy is thought to be lifted at very low eld; measurements

of the 𝑔 factor vary, but have been reported as 16 [58] or 15-30, depending on the carrier

density and orientation of the 2D orbit [7]; early modeling literature suggests slightly higher,

30-40 [8, 87]. As a result, the origin of the near-degeneracy of two in the lling factors was a

topic of some interest and speculation.

In that context arrived these (001) Cd3As2 lms. Even though they were too thick to

demonstrate the quantum spin Hall insulator phase, the origin of the quantum Hall eect,

as shown in Fig. 4.1, seemed to be dierent from that in the (112) lms. In lms of dierent

thickness, plateaus at lling factors both odd and even appeared. Moreover, which ones ap-

peared seemed to depend on the thickness or carrier density: since the carrier density changed

with the thickness, it was unclear which was explanatory. Finally, the thickness dependence

seemed slightly dierent from that in the (112) lms [26]. There, as the thickness increased

to 60 or 70 nm, the quantum Hall eect, visible in thinner lms, was suppressed by 3D trans-

port. Here, in lms as thick as 55 nm or so, the transport was clearly 2D, as supported by

the observation of the quantum Hall eect. The change of the carrier density with thickness

apparently matched the change in carriers measured by the Shubnikov–de Haas eect in the

(112) lms, which in that work were attributed to surface states. Taken all together, with the

evidence from the nitrogen plasma treatment (see Fig. 3.7), we hypothesized that the dier-

ence in lling factor sequences between the (001) and (112) lms was due to the dierence in

surface states in either case.
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4.2 Gated structure in high elds

The text and gures of this section reproduce or adapt portions of our work published previously

[37], to which APS retains the copyright.

Disentangling the carrier density from the thicknesswas addressed by the addition of a top

gate, the spin splitting ambiguity by a large magnetic eld. Two (001)-oriented Cd3As2 thin

lms, of thickness 45 nm and 50 nm, as conrmed by x-ray reectivity, were grown by molec-

ular beam epitaxy, as described in Chapter 3, on a compound semiconductor structure, which

is shown schematically in Fig. 4.2a. The structure consisted of a doped GaSb substrate, cov-

ered by an insulating GaAlSbAs buer layer, a thin InAs wetting layer, and Cd3As2. For the

gated Hall bars (Fig. 4.2b), mesas were isolated by Ar ion milling, and the Al2O3 gate dielec-

tric was deposited using a low-temperature (120 ◦C) atomic layer deposition process. Ohmic

and gate contacts (Au/Pt/Ti) were deposited by electron-beam deposition. Magnetoresistance

measurements were performed at the 45 T hybrid magnet at the National High Magnetic

Field Laboratory, using the 300 mK 3He insert. The resistance data were acquired using stan-

dard low-frequency lock-in techniques and subjected to a moving average smoothing routine

before plotting.

Figures 4.2c and 4.2d show the longitudinal resistance 𝑅𝑥𝑥 and Hall resistance 𝑅𝑥𝑦 for the

45-nm-thick lm as a function of magnetic eld under varying top gate bias, corresponding

to a variation in the total 2D carrier density ranging from 8.2× 1012 cm−2 to 1.7× 1012 cm−2.

The corresponding plots for the 50-nm-thick lm are shown in Figure 4.3.
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Figure 4.2: (a) Schematic of heterostructure (not to scale). (b) Schematic of the gated Hall
bar device (not to scale). The gate metal is separated from the mesa by the Al2O3 layer and
the other contacts are in contact with the Cd3As2 layer. (c) Longitudinal magnetoresistance
(𝑅𝑥𝑥 ) and (d) Hall resistance (𝑅𝑥𝑦) for the device fabricated on a 45-nm-thick Cd3As2 layer.
Dierent traces correspond to dierent gate bias or, equivalently, carrier density. The 2D
carrier densities are calculated from the 11.5 T – 11.75 T Hall resistance and correspond to
gate bias from about +3 V to −4 V. In panel (c), traces are oset for legibility. For each trace,
𝑅𝑥𝑥 = 0 is indicated by a dotted horizontal line. In panel (d), odd (even) lling factors are
indicated by solid (dashed) lines.

As in the low-eld results (Fig. 4.1), an unusual feature of the quantumHall eect observed

here is the prominence of plateaus with odd lling factors (indicated by the solid lines in
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Figure 4.3: Magnetoresistance data for device fabricated on 50-nm-thick Cd3As2 layer. (a)
Longitudinal resistance 𝑅𝑥𝑥 at dierent carrier densities, calculated from the 11.5 T to 11.75
T Hall resistance 𝑅𝑥𝑦 shown in (b). The gate bias ranges from about +1 V to −2.25 V.

Figs. 4.2d and 4.3b). Independent of the carrier density, the quantization of 𝑅𝑥𝑦 = (1/𝜈) (ℎ/𝑒2)

is more exact, and the plateaus more fully developed, for 𝜈 = 3, 5, 7. By contrast, plateaus

occurring at even lling factors (dashed lines) in many cases do not develop fully: there are

plateau-like features in the Hall resistance, but the slope d𝑅𝑥𝑦/d𝐵 does not reach zero. This

dierence is also reected in 𝑅𝑥𝑥 , where the minima approach zero more closely as the Hall

resistance reaches plateaus at odd lling factors than at even ones.

The Landau level structure is more apparent in the two-dimensional maps of the longi-

tudinal resistance, 𝑅𝑥𝑥 , plotted as a function of carrier density and magnetic eld, shown for

61



CHAPTER 4. The quantum Hall eect in (001) lms

both samples in Fig. 4.4a. The behavior of the two samples is nearly identical. Regions with

the same lling factor, determined by their 𝑅𝑥𝑦 values, are oblong in shape and obey a compli-

cated ordering scheme. For example, the lling factor increases by three between the regions

𝜈 = 5 and 𝜈 = 8; across the entire diagram, adjacent minima of 𝑅𝑥𝑥 coincide with steps in

the lling factor of 1, 2, and 3. That the steps of 1 and 2 are not restricted to the high- or

low-eld regime indicates that these patterns are not due to the resolution of a degeneracy

such as spin-splitting, but rather to the overlap of more than one fan of Landau levels, each

originating from dierent zero-eld energy states. As shown in Figs. 4.4b and 4.4c, the lowest

values of 𝑅𝑥𝑥 coincide with the highest activation energies, deduced from an Arrhenius-type

t of the𝑇 > 1.5 K temperature dependence of the 𝑅𝑥𝑥 minima, while higher 𝑅𝑥𝑥 minima cor-

respond to lower activation energies. In particular, the activation energy is greater at higher

odd values of 𝜈 than lower even ones, in contrast to most conventional two-dimensional sys-

tems for which the activation energy increases with decreasing 𝜈 . Apparent deviations in

the temperature plots are due to where the plateau regions were traversed; see white lines in

Fig. 4.4a. In other words, when the path crosses the edge of an oblong minimum, the tted

activation energy is lower.

Figure 4.5 shows the behavior of the devices (on the 45 nm lm) under larger negative

gate bias than shown in Fig. 4.2, with the darkest purple trace common to both gures (as

indicated by the asterisks). This trace still has a well-developed 𝜈 = 3 plateau and approaches

one at 𝜈 = 1. Under increasingly negative bias, with 𝑛2𝐷 < 1.7 × 1012 cm−2, however, a

striking and abrupt change appears in the Hall resistance: it becomes nonlinear in magnetic
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Figure 4.4: (a) Maps of the longitudinal magnetoresistance (scaled from dark blue to light
green, indicating low to high) for devices made from the 45 nm and 50 nm lms, respectively,
as a function of magnetic eld and carrier density. The two panels have the same vertical
and horizontal scales. Thin horizontal gray lines correspond to the carrier density for the
traces in (b) and (c). The spotty features are artifacts of the 2D plotting procedure. These are
the same data as shown in Figs. 4.2c,d and 4.3a,b. (b) Temperature-dependent Shubnikov–
de Haas oscillations from 1.5 K to 42 K for the 45-nm-thick sample. The activation energies
shown are calculated from an Arrhenius-type t to the indicated 𝑅𝑥𝑥 minima, labeled by the
lling factor deduced from the corresponding value of 𝑅𝑥𝑦 . These traces would fall along the
thin gray horizontal line on the 2D map in panel a. (c) Same as (b) from 1.5 K to 43 K for the
50-nm-thick sample.

eld and ceases to form clear plateaus. Most tellingly, this behavior is not restricted to a

particular magnetic eld or carrier density (gate bias) alone, but instead coincides with the

combined parameters for which the plateau at 𝜈 = 1 is expected to develop fully. For some

gate voltages, the quantumHall plateaus vanish altogether. At the same time, the longitudinal

resistance increases by more than a factor of 10. Nevertheless, features in the longitudinal

magnetoresistance depend on both the magnetic eld and the carrier density. The behavior

was similar for both lms (data for the 50-nm-thick lm are shown in Fig. 4.6 and reproducible

in successive bias sweeps.

The exact quantization of the Hall resistance and the concomitant near-vanishing of the

longitudinal magnetoresistance (which fall to 10 Ω in the widest plateaus) is strong evidence
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Figure 4.5: (a) 𝑅𝑥𝑥 and (b) 𝑅𝑥𝑦 data under large negative bias ranging from −4 V to −11 V for
the 45-nm-thick sample. The dark purple traces marked with asterisks are carried over from
Fig. 4.2c and 4.2d for comparison. In panel (b), odd (even) lling factors are indicated by solid
(dashed) lines. The analogous data are shown for the 50-nm-thick sample in Fig. 4.6.

for the two-dimensional nature of the transport. Given the relatively large thickness of the

lms, purely two-dimensional transport is strong evidence that surface states are responsible

for the observed spectrum. Such surface states can be regarded as a consequence of the in-

verted band structure of the Cd3As2 bulk that is in contact with, on either side of the lm, (1)
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Figure 4.6: Higher bias 𝑅𝑥𝑥 and (d) 𝑅𝑥𝑦 data from the 50-nm-thick sample. The largest gate
bias applied is −6 V (cf. Fig. 4.5).

the conventionally ordered bands of the III–V semiconductor layer and (2) the gate dielectric.

As in the surface states of a 3D TI, this should give rise to a half-quantized Hall eect on each

surface, and only odd integer lling factors should be observed in the absence of electron-

electron interactions and/or a potential dierence across the bulk [32, 66, 20, 18, 93, 55, 11].

Here, we show that the sequence of Landau levels observed in Figs. 4.2, 4.3, and 4.4 is consis-

tent with these helical 3D TI like surface states. Figure 4.8a shows the combined Landau level

spectrum of the top (purple) and bottom (orange) surface states of a generic 3D TI [77]. In
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Figure 4.7: Cartoon of 3D TI surface state model: Dirac cones on either surface dier by an
energy oset. Left: Zero-eld band structure. There is a 2D Dirac node on either surface of
the Cd3As2 layer (orange dot) where the band inversion is resolved. Middle: In a quantizing
eld, the Dirac cone either surface is split into Landau levels. Right: The combined spectrum
is two overlapping sets of Landau levels separated by an energy oset Δ𝐸. No eect of the
gate is shown. Compare Fig. 4.8 for the actual model.
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Fig. 4.8a we take into account that the two surfaces, each hosting a massless surface state, dif-

fer by a small oset in potential energy due to dierences between bottom and top surface in-

herent to the heterostructure, whichwe refer to elsewhere asΔ𝑖 (see particularly Sections 2.2.3

and 4.3.3; also Fig. 2.4, and Fig. 4.7). Furthermore, amultiplicative factor heuristically accounts

for the screening by the top surface in the action of the gate bias on the bottom one, which

eectively modies the potential dierence as a function of gate voltage. This scenario (in

which the 2D carrier density is split between the two surfaces) satisfactorily explains the

crossings of the Landau levels originating from each surface. More to the point, it reproduces

the sequence of lling factors seen in both samples. There are a couple of dierent ways of

doing this, which might seem more or less articial—in the end, the real physical quantity

is the total lling factor as quantized in the Hall voltage. It may seem slightly articial, but

we count the Landau levels on the notion that the total 𝜈𝑇 = (𝑛𝑏 + 1/2) + (𝑛𝑡 + 1/2), where

𝜈𝑏 is the lling factor one would nd for the bottom fan alone and 𝜈𝑡 the same for the top.

Each zeroth Landau level, whose energy does not depend on the magnetic eld, contributes

a lling factor oset of 1/2. Then, we start counting from 𝜈 = 1 above the higher of the two

zeroth Landau levels. Because of the single degeneracy of the massless states, the lling fac-

tor increases by one as we trace an upward path across a Landau level. The crossings of the

Landau levels originating on each surface produce a sequence of odd integer lling factors in

the intermediate eld (approximately 20 T to 30 T) range, matching the experimental data.

The apparent jump of three in the lling factor from 𝜈 = 5 to 𝜈 = 8 can be seen to be due to

the close spacing of the 𝜈 = 6 and 𝜈 = 8 regions of the map. The scheme of Fig. 4.8a is spelled
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out in Table 4.1.

Figure 4.8: (a) Schematic of Landau levels formed by two topological-insulator-like surface
states, with lling factors labeled. The energy for two sets of Landau levels is plotted, with
the energy of the set originating from the bottom surface scaled relative to the set originating
from the top to account for the screening of the gate potential by the top surface. (b) Quantum
well subbands formed in a 45-nm-thick Cd3As2 lm in a simple particle-in-a-box picture. (c)
Quantum well subbands formed in a 50-nm-thick lm.

Perhaps a less articial way to count is to start at charge neutrality, i.e. between the two

non-dispersing Landau levels, and, as before—what other choice is there?—count in steps of
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1 across each Landau level. The drawbacks to this approach are fairly toothless. Chief among

them, perhaps, is that the two fans end up appearing—in the accounting of the lling factor—

on dierent footing. As an objection, this may seem aesthetic, but there are some reasons to

see it as more substantial. Mainly, consider the following: as a check of the self-consistency

of the Landau level assignments to each surface, one can conrm that the carrier densities

calculated from the top- and bottom-surface fan diagrams sum to those calculated from the

Hall resistance for each gate bias (Fig. 4.9), i.e. whether 𝜈𝑇 = 𝜈𝑡 + 𝜈𝑏 .

Figure 4.9: Consistency of Landau level indexing scheme with the total carrier density as
measured by the Hall resistance. (a) Top-surface and (b) bottom-surface fan diagrams, using
the data in Table 4.2, with ts forced to pass through zero. (c) The carrier density, as calculated
by summing the slopes of (a) and (b), plotted against the carrier density calculated using the
Hall resistance as described below.

Following the scheme in Fig. 4.8 of the main text, we calculate the carrier density by the

relation 𝑛𝑡 ,𝑏 = 𝜈𝑡 ,𝑏 (𝑒𝐵/ℎ) and compare the sum 𝑛𝑇 = 𝑛𝑡 + 𝑛𝑏 to the carrier density deduced

from the slope of the Hall resistance as described in the previous section. The check has a few
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Table 4.1: Top- and bottom-surface lling factor assignments for 𝜈𝑇 = 1 to 𝜈𝑇 = 8 according
to Fig. 4.8a.

𝜈𝑇 8 7 6 5 4 3 2 1

𝜈𝑡 5.5 4.5 4.5 3.5 2.5 2.5 1.5 0.5
𝜈𝑏 2.5 2.5 1.5 1.5 1.5 0.5 0.5 0.5

steps. First, we identify and index peaks in the 𝑅𝑥𝑥 data (cf. Fig. 4.2c). The peak positions (in

magnetic eld) are found with MATLAB’s findpeaks and indexed by hand against the cor-

responding 𝑅𝑥𝑦 data. These peaks correspond to transitions between lling factors and occur

when the Fermi energy is inside of a Landau level. Each peak thus falls between two plateaus;

we index each peak with a number corresponding to halfway between the two plateaus. Ex-

plicitly, if the peak falls between, say, a plateau at 𝜈𝑇 = 3 and 𝜈𝑇 = 5, we index the peak as 4,

while if the peak falls between 𝜈𝑇 = 4 and 𝜈𝑇 = 5, we index the peak as 4.5. We perform this

procedure up to about 𝜈𝑇 = 10. Second, we observe that, in the quantum Hall regime, which

is to say above about 15 T, the sequences of lling factors in Fig. 4.4 are uniquely identied

by the total lling factor 𝜈𝑇 . That is, while it is technically possible to nd a region in Fig. 4.8

where, say, 𝜈𝑇 = 3 is achieved by dierent combinations of top and bottom lling factors 𝜈𝑡

and 𝜈𝑏 , the entire region of interest in the experimental data corresponds—by accident—to

a sequence of total lling factors that correspond to exactly one combination of 𝜈𝑡 and 𝜈𝑏

each. In other words, the model assigns only one top and bottom lling factor to each total

lling factor (at the carrier density and eld that we measure). This assignment is shown in

Table 4.2, along with the corresponding peak positions.

Finally, we plot 𝜈𝑡 and 𝜈𝑏 vs. 1/𝐵 (Fig. 4.9). In such a plot, the slope is (𝑛ℎ/𝑒), where 𝑛 is
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the carrier density. In this way, we calculate 𝑛𝑇 = 𝑛𝑡 + 𝑛𝑏 for a range of gate voltages, which

we can compare to the carrier density calculated from the Hall resistance, 𝑛𝐻 (Fig. 4.9c). If

we constrain the ts to pass through zero, we achieve dramatically better agreement than if

we allow for nonzero intercepts. Since we have already accounted for the Berry phase by

insisting on half-integer values for the lling factors on each surface, an intercept of zero cor-

responds to agreement with the model of topological insulator-like surface states described

in the main text. The fact that the agreement is improved by enforcing the zero intercept is

a self-consistency check for the model. Noise does not account for the higher disagreement

found when the fan diagram is not forced to pass through zero—the relative error in the peak

identication is much better than 1% of the magnetic eld value. Neither does an erroneous

indexing of the Landau levels on the top and bottom surfaces, because (1) there is no dis-

cernible pattern in the values of the tted intercepts and (2) there is no discernible pattern

in the sum of the top and bottom intercepts, either. The disagreement may instead be due

to an underlying avoided-crossing-type behavior, as in ref. [34], that causes the Landau level

dispersion to bend. If the bending is essentially symmetrical around the avoided crossing, the

upwards and downwards bending compensate each other, leading to agreement for the total

carrier density.

4.2.1 The other picture

The observed sequences of Landau levels cannot originate from bulk-like subbands formed

by connement in 50-nm-thick quantum wells. Using a four-band 𝑘 · 𝑝 model (for simplicity,
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we excluded the surface states; for more on this, see below and Sections 2.2.1 and 4.3.3) with

the model parameters of ref. [13], which were chosen to match rst-principle calculations,

we estimate the subband spacing to be less than 5 meV for both lms (see Figs. 4.8b and 4.8c).

For comparison, the Zeeman energy increases as at least 15 meV/T, and the cyclotron energy

varies as approximately 4 meV/T. From this consideration, it seems impossible to see lling

factors ranging from 𝜈 = 1 to 𝜈 = 10 in a sequence comparable to the data. A more detailed

analysis conrms this (see below and Sections 2.2.1 and 4.3.3). Furthermore, the connement

gap is a strongly varying function of the lm thickness, and the subbands that form the gap

change character three times every 10 nm (see Fig. 4.10). As a result, the conduction and

valence subband in-plane masses oscillate with the well thickness, even with relatively small

thickness changes, as can be seen from Figs. 4.8b and 4.8c. Thus, we would not expect the

same sequence of lling factors in the two devices. Furthermore, the connement gap depends

non-monotonically on the well thickness, as shown in Fig. 4.10a, and we would not expect to

see the nearly identical spectra we see in the two devices (see Fig. 4.4a; compare Fig. 4.10b and

Fig. 4.10c). Moreover, the in-plane masses of the subbands forming the gap depend sensitively

on the well thickness, even for the 45-nm-thick and 50-nm-thick wells shown in Figs. 4.8b

and 4.8c. In contrast, signatures of the surface states are expected to be nearly independent of

the lm thickness, as long as it is large enough to prevent hybridization, which is consistent

with these data. We note that there are reasons to expect a bulk gap in these lms that is larger

than in Fig. 4, for example, due to a small residual lm strain [38] or structural inversion

asymmetry, but these do not substantially alter the subband spacings. (The picture persists
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in thinner lms, too, as discussed in Section 4.3 below.)

Figure 4.10: (a) Evolution of quantumwell connement gap (upper panel) and subband energy
(lower panel) as a function of well thickness. The energy dierence between the two bands at
Γ that give rise to the Dirac nodes is indicated by the vertical arrow at right. (b) Landau level
spectrum for a 45-nm-thick and (c) 50-nm-thick quantum well. The same picture is discussed
with more detail in the context of thinner lms in Fig. 2.3.

4.2.2 Accidents or clues?

The topological insulator picture does a good job of explaining these data. There are, however,

a number of features that t the picture less satisfactorily:

1. the observed dierence in activation energy between the states at even and odd lling

factors: while specic sequences of odd versus even plateaus result from the two sur-

faces and the potential oset with gate voltage, the picture underlying Fig. 4.8 does not

result in a strong preference of odd or even plateaus, but in the experiments it seems

that the even state lling factors correspond to suppressed activation energies;

2. the absence of a plateau at 𝜈 = 1 preceding
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3. the highly resistive behavior and breakdown of the quantum Hall eect under large

negative bias. This is all the more surprising because we might expect (cf. Fig. 4.8a)

that, at 𝜈 = 1, the Landau levels are maximally separated, and the plateau is easier to

observe, not more elusive.

We speculate that inter-surface Coulomb interactions might be responsible for the departures

from the single particle picture. In particular, spatially separated Landau levels of the two

surfaces reproduce the scenario in bilayer two-dimensional electron gases of conventional

III-V systems [16, 79]. Such systems support a spontaneously coherent phase at 𝜈𝑏 = 𝜈𝑡 = 1/2,

which has been described as a quantum Hall superuid or exciton condensate. The collapse

of the quantum Hall eect just before 𝜈 = 1 is reached and the highly resistive state observed

here resemble the formation of such a condensate. In 3D TIs, correlation eects can give rise

to minima in 𝑅𝑥𝑥 at even lling factors, which have 𝜈𝑏 ≠ 𝜈𝑡 [79], and it would be interesting to

understand if they can explain the observed dierence in activation energies of even and odd

plateaus. Measurements that contact the two surfaces separately, which are more challenging

and are beyond the scope of this work, should shed light on the nature of this state [39] and

should be especially intriguing at parameters corresponding to 𝜈 = 0. Such experiments

would also allow us to rule out other possible explanations for the highly resistive state, such

as electron-hole puddles [63].

Finally, at the risk of repetition, let us contrast the quantum Hall eect of the (001) lms

with that of (112) oriented lms of similar thickness. The quantum Hall eect in (112) lms

is characterized by a degeneracy factor of two that is lifted in elds above approximately
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10 T, leading to quantum Hall plateaus of 𝜈 = 1, 2, 3, 4, 5, 6 [67]. Gated magnetotransport

and quantum capacitance revealed ambipolar quantum transport, a zero-energy Landau level,

and linear dispersion in the 2D states giving rise to the quantum Hall eect [22]. Here, by

contrast, states are non-degenerate and integer lling factors of 𝜈 = 2 to 𝜈 = 10 follow a

pattern caused by crossing Landau levels. In the (112)-plane lms, the Landau levels do not

cross and exhibit a rather conventional fan diagram [22]. Moreover, in the (112)-plane lms,

𝜈 = 1 and a holelike 𝜈 = −1 are readily observed [22], in sharp contrast to what is observed

here. The salient dierence seems that (112) surfaces host double Fermi arcs, which can give

rise to two Fermi pockets near the center of the surface Brillouin zone [36, 35] and thus

an even integer Hall eect until their degeneracy is lifted by the magnetic eld. In other

words, a single (112) surface can give rise to an integer quantum Hall eect with the observed

characteristics. In contrast, the (001) transport involves the participation of both surfaces to

obtain an integer Hall eect [18]. Although we do not know why the bottom surface does

not appear to contribute in an obvious way to the quantum Hall eect of (112) lms, this

also provides a natural explanation for the absence of the interaction eects, allowing the

development of plateaus at 𝜈 = −1 and 𝜈 = 1.
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4.3 Model tests: thinner lms and lower elds

This Section of Chapter 4 reproduces and adapts portions of the unpublished manuscript pro-

visionally titled, “The three-dimensional topological insulator picture in (001)-oriented Cd3As2

lms,” which contains work performed in collaboration with my coauthors, Manik Goyal, Tyler

Pardue, and Susanne Stemmer.

We refer to transport measurements on four samples, A, B, C, and D. The salient dierence

between the samples is the thickness of the Cd3As2 layer, which is 12 nm for sample A, 14 nm

for sample B, 18 nm for sample C, and 24 nm for sample D. The data discussed are summarized

in Table 4.3.

Capped (001)-oriented cadmium arsenide lms were grown by molecular beam epitaxy

and fabricated into gated Hall bar devices. The samples consist of a (100) GaSb substrate,

cut 3º toward (111)B, onto which was grown a buer layer of In𝑥Al1−𝑥Sb, a Cd3As2 layer,

and nally a thin GaSb cap. Where noted, an Al2O3 gate dielectric was deposited ex situ

using atomic layer deposition after the as-grown devices were rst measured. Low-frequency

ac Hall measurements were performed using a 1 𝜇A excitation and detected with a lock-

in amplier in a Quantum Design PPMS Dynacool. Raw resistance data were binned and

interpolated before being symmetrized (𝑅𝑥𝑥 ) or antisymmetrized (𝑅𝑥𝑦) with respect to 𝐵. The

thickness of each sample was determined from cross-sections using transmission electron

microscopy (thanks to Tyler Pardue).

Before we compare these four samples, we examine one in detail. Figure 4.11 shows mag-
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Table 4.3: Summary of thin lm, low-eld data for Section 4.3. As discussed in Section 4.3.1,
data are t to 𝜈 = 𝑛fan(ℎ/𝑒𝐵) +𝛾 and plotted in Fig. 4.13. Fit error (one standard deviation) for
the intercept 𝛾 is reported here as Δ𝛾 and discussed below.

sample thickness 𝑛Hall 𝑛fan
𝛾 Δ𝛾(nm) (1011 cm−2) (1011 cm−2)

A 12 6.42 6.91 −0.061 0.099
B 14 6.92 8.25 −0.217 0.048

14.0 14.7 0.017 0.562
15.0 15.4 0.024 0.423

C 18 7.62 6.10 0.012 0.024
14.5 15.7 0.655 0.308
15.0 15.8 0.861 0.225

D 24 6.52 6.80 −0.066 0.036
6.95 7.20 −0.049 0.060
13.6 14.2 0.795 0.577

netotransport data from sample D. At magnetic elds weaker than about 5 T, the plateaus are

weak and proceed according to an apparent degeneracy of two, i.e. the lling factor 𝜈 steps

from 10 to 8 to 6, as can be seen from panel b, with no hint of other dips in the longitudinal

magnetoresistance, 𝑅𝑥𝑥 , that might reveal the missing lling odd factors (panel a). Around

6 T, the peak in magnetoresistance is, however, clearly split, corresponding to a suppressed

(that is, not observed) plateau at 𝜈 = 5, and the plateau at 𝜈 = 3 is more clearly recorded.

The resolution of these odd-numbered plateaus at higher eld is in a sense the main feature

of these data, and, except for a dierent background, it is repeated in samples A, B, and C, as

discussed below.

The most illuminating comparisons between these samples are made at xed carrier den-

sity. This is illustrated in Figure 4.12, in which dierent carrier densities are achieved by

78



CHAPTER 4. The quantum Hall eect in (001) lms

 !

 "

!

"

 
!
#
 
"#

 $ % "&'$%

()*+,

%
-$!

'

&

 

 .  "

 /"

"/&

"/'

"/$

"/%

"/"

 
""
)*
0
!
,

!

Figure 4.11: The quantum Hall eect in sample D (𝑛Hall = 6.95 × 1011 cm−2). (a) The lon-
gitudinal magnetoresistance, 𝑅𝑥𝑥 , acquired at 2 K, is plotted against magnetic eld. Minima
are indicated with arrows, matching those in the lower panel. (b) The von Klitzing constant
(𝑅𝐾 = ℎ/𝑒2) is divided by 𝑅𝑥𝑦 , the Hall resistance, to show that the plateaus match integer
lling factors 𝜈 , indicated by the dashed lines and labels. Arrows correspond to the minima
in 𝑅𝑥𝑥 , shown in panel (a). Though a plateau does not form with 𝜈 = 5, a corresponding
minimum in 𝑅𝑥𝑥 is nevertheless visible (dashed arrows).

adjusting the top gate bias, though some of the traces shown were measured from the lms

as grown, i.e. without the deposition of a gate dielectric. As grown, the carrier density varies

across the samples. It has been demonstrated elsewhere that, in devices such as these, the

carrier density and mobility depend strongly on the chemical condition of the sample surface

[21]. While the thin GaSb cap, only several atomic monolayers thick, mitigates this, what

determines the as-grown carrier density and whether it is extrinsic or intrinsic remain re-
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search questions. Here, the as-grown carrier density in samples A and B is nearly the same

(about 6.5× 1011 cm−2), while it is highest in sample C (2.4× 1012 cm−2), and sample D’s falls

in between (1.4 × 1012 cm−2).

The Hall data from sample D, shown in Figure 4.12a, demonstrate that the same spec-

trum is relevant across the range of carrier density shown, which is equal to about 25% the

total—there are no qualitative changes. In other words, the evolution of the longitudinal mag-

netoresistance with the magnetic eld, 𝑅𝑥𝑥 (𝐵) is nearly identical across this range of carrier

density. Starting at 14 T and tracing 𝑅𝑥𝑥 (𝐵) toward 𝐵 = 0, two pairs of peaks in the mag-

netoresistance are evident, as discussed above in the context of Figure 4.11, resulting in an

apparent degeneracy factor of two at low eld. As the carrier density diers, so does the

shape of the double peak that obscures 𝜈 = 5, being essentially a single peak for the lowest-

density trace and most clearly two overlapping peaks in the highest-density one. That subtle

change represents the sensitivity limit for understanding the data shown in panels b through

d: two 𝑅𝑥𝑥 (𝐵) traces that dier in such a way cannot be understood to result from dierent

underlying spectra. So while in each panel the carrier density has been chosen to be similar,

based on the Hall eect at low eld, the match is rarely exact.

A comparison between samples A, B, and D is shown in Figure 4.12b, for a density of

about 6.5 × 1011 cm−2. Sample D, the thickest, exhibits the longest classical and quantum

scattering times, in spite of the fact that the traces for samples A and B in this panel (and

panel c) were acquired without a gate deposited, which, as a result of the temperature of

the gate deposition, has a tendency to damage the lm and reduce the mobility somewhat.
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This is reected mainly in the zero eld resistance, which is much higher for the two thinner

samples, as well as the onset of the quantum oscillations and the width of the oscillating

features. Ignoring the dierence in the magnetoresistance background and the broadening of

the oscillations, all three traces exhibit the same behavior. Following all three 𝑅𝑥𝑥 (𝐵) traces

from high to low eld, a double peak is visible around 11 T, more or less resolved according

to the oscillation width, followed by another around 6 T, which in samples A and B is hardly

resolved at all in 𝑅𝑥𝑥 , but slightly clearer in 𝑅𝑥𝑦 . The sequence of lling factors appears to be

identical, and the oscillations match modulo the dierence in carrier density.

The same picture is visible in Figures 4.12c and d. Panel c shows the same two traces for

samples A and B against two slightly higher density traces for samples C and D. The apparent

phase shift of the 𝑅𝑥𝑥 oscillations in sample C versus those in sample D is clearly due to the

dierence in carrier density: the same sequence of lling factors is seen in 𝑅𝑥𝑦 . (See also the

discussion of the fan diagrams below.) Sample C, whose thickness is intermediate between

that of samples B and D, has a mobility comparable to that of sample D.

Panel d shows traces at high density (approximately 2× that of panels b and c) for samples

B, C, and D. (Data for sample D were acquired without the deposition of a gate.) Once again,

while the background between the three samples varies signicantly, and can be largely at-

tributed to dierences in the scattering times that are typically characteristic of the thickness

of each sample, the quantum oscillations for each sample reveal the same underlying Landau

level spectrum. Here, steps in two of the lling factor are only resolved in 𝑅𝑥𝑥 in sample C.
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Figure 4.12: A comparison of the quantum Hall eect, measured at 2 K, in samples A, B, C,
and D at various values of carrier density. (a) The quantum Hall eect in sample D. Each trace
is recorded under a dierent top gate bias, corresponding to a dierent carrier density. For
legibility, the traces in the longitudinal magnetoresistance, 𝑅𝑥𝑥 , are oset from each other by
sequential multiples of 250 Ω. The true values are all comparable to the lowest resistance
trace, which is not oset. (b)-(d) A comparison of the quantum Hall eect in samples A, B,
C and D at carrier densities of (b) about 6.5× 1011 cm−2 (traces for samples A and B acquired
prior to gate deposition), (c) about 7 × 1011 cm−2 (traces for samples A and B acquired prior
to gate deposition), and (d) about 1.5 × 1012 cm−2 (trace for sample D acquired prior to gate
deposition). No osets have been added in panels (b)-(d).
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4.3.1 Fan diagrams

From the 𝑅𝑥𝑥 data shown in Figure 4.12, we can draw the appropriate fan diagrams. These—

organized by sample, not by carrier density—are shown in Figure 4.13, where we have plotted

minima in 𝑅𝑥𝑥 (𝐵), indexed by the concurrent lling factor 𝜈 = 𝑅𝐾/𝑅𝑥𝑦 , against the inverse

of the magnetic eld values where they occur. In each panel, we have also plotted a linear

t to these data. For each trace, the carrier density 𝑛fan can be calculated from the slope,

according to slope = 𝑛fan/(𝑒/ℎ), where 𝑒 is the magnitude of the electron charge and ℎ is

Planck’s constant. These values are tabulated in Table 4.3, and agree with those calculated

from the Hall eect. To the extent there are discrepancies, they reect the limitations to using

the low-eld Hall density apparent already in Figure 4.12.

The intercepts found from these linear ts are mostly consistent with zero, with the ex-

ception of the approximately 1.5× 1012 cm−2 traces from samples C and D, as opposed to the

low-density traces and the 1.5 × 1012 cm−2 traces from sample B. For these traces, the inter-

cept 𝛾 seems to lie between 0.5 ≤ 𝛾 ≤ 1, though the error is comparatively large. The tted

values of 𝛾 and the t error are also tabulated in Table 4.3.

4.3.2 Fourier analysis of Shubnikov–de Haas oscillations

One way we can check the 3D TI model against these data, i.e. the reasoning of Section 2.2.3,

is by examining the frequency of the quantum oscillations. The oscillating part of the mag-

netoresistance against 1/𝐵 has a frequency 𝐹 that is proportional to the area of the orbit in
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Figure 4.13: Fan diagrams extracted from the magnetoresistance data shown in Fig. 4.12. Each
minimum in 𝑅𝑥𝑥 (𝐵) is indexed by the concurrent value of 𝜈 = 𝑅𝐾/𝑅𝑥𝑦 , rounded to an integer,
which is plotted against the value of the inverse of the magnetic eld 𝐵 where the minimum
occurs. Linear ts are shown.
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reciprocal space, according to 𝐹 = (ℎ̄/2𝜋𝑒)𝐴𝑘 , where 𝑒 is the electron charge and 𝐴𝑘 is the

area of the orbit [71]. A circular orbit, for example, has 𝐴𝑘 = 𝜋𝑘2
𝐹
; 𝑘𝐹 is the magnitude of

the Fermi wavevector. Only extremal orbits contribute. If there are multiple extremal orbits

originating with dierent areas, then multiple frequencies can be visible.
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Figure 4.14: Frequency analysis of quantum oscillations. (a)-(d) Oscillations with background
subtracted for samples A throughD, respectively. (e)-(h) Fourier transform of the background-
subtracted data from samples A through D, respectively.

We separate the oscillating part of the magnetoresistance from the slowly varying (clas-

sical) magnetoresistance. As can be seen from the raw data (Fig. 4.12) and discussed briey,

the non-oscillating background diers greatly between the four samples. Practically speak-

ing, the best results for the background subtraction are obtained dierently for the dierent

backgrounds. In all cases, though, the procedure is to interpolate the raw data on a grid in

1/𝐵. Then a low-order polynomial is t with weights to a subset of the interpolated data and

85



CHAPTER 4. The quantum Hall eect in (001) lms

then subtracted. The results are shown in Fig. 4.14a-d. The Fourier transform of these traces

reveals the frequency components of the oscillations. These are shown in Fig. 4.14e-h.

The Fourier transforms at low carrier density all resemble each other; those at high carrier

density are likewise similar to each other. At low carrier density, the Fourier transform for all

samples appears to have a single large peak between about 15 and 20 Tesla. A high-frequency

peak (40 to 60 T, depending on the sample), is also visible—it is most prominent in sample D

(panels d and h). It is not a higher harmonic of the fundamental frequency. Instead, it is due

to the resolution of the two fans that appears at high eld, which appears as a doubled peak

at high eld. If the Fourier transform is applied only to the lower-eld data—if we window

out the high-eld doubled peak—the high frequency peak disappears (not shown).

At high carrier density, the Fourier transforms all consist of two comparable-magnitude

peaks, at around 10 and 30 T (all samples). The similarity is in spite of the oscillations looking

fairly dierent. A reasonable question is whether the low-frequency (approx. 10 T) peak is

spurious, i.e. introduced by an incomplete (or overzealous) background subtraction. The test

of the background subtraction is whether the oscillations vary around zero, as it can be seen

to in panels a-d. The other check is the number: the Fourier transform of the subtracted

polynomial has a low-frequency component if it oscillates (its derivative has zeroes) on the

scale of the data. One can estimate that a fourth-order polynomial (the highest degree used

here) has at most one full peak or dip in the positive half of the number line. If that were

to fall in the range 2 T to 14 T (the plotted and Fourier-transformed range in Fig. 4.14), we

would register a peak in the Fourier transform with a maximum of one half period per 12 T,
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i.e. a frequency in 1/𝐵 terms corresponding to about 6 T. By contrast, the lowest-frequency

peaks seen here, at a frequency of 10 T, would register in the background-subtracted data as

having two peaks separated by 0.1 T−1. Both of these factors, the success of the background

subtraction and the size of the frequency relative to that characteristic of the background,

lead us to conclude that the low frequency peaks measured are not spurious.

87



CHAPTER 4. The quantum Hall eect in (001) lms

4.3.3 Surface states rather than subbands

Recall the subband model introduced in Section 2.2.1. For the range of thickness represented

by samples A, B, C, and D, the number of conduction bands relevant to the transport increases

from one to two or three (depending on 𝐸𝐹 ). As a result, the model predicts a commensurate

increase in the complexity and/or apparent degeneracy of the Landau level spectrum and

sequence of lling factors. The essential feature of the data, however, is no change of the

lling factor sequence with thickness: the subband picture cannot be said to agree with the

experiment.

Consider now the 3D TI model discussed in Section 2.2.3. The relevant question in apply-

ing it to these data is how the Landau level spectrum, which depends on Δℎ , Δ𝑖 , and the carrier

density 𝑛, should evolve under the inuence of experimental parameters like thickness and

gate voltage, which do not appear in the model Hamiltonian (eq. 2.4). The term Δℎ , which

couples the two surfaces, is relevant when there is appreciable spatial overlap between the

states on each surface, which we expect occurs only in very thin lms. Heuristically, if the

length scale for the Dirac state goes as ℎ̄𝑣𝐹/Δ, a Fermi velocity 𝑣𝐹 of 8 × 105 m/s and a gap Δ

of 100 meV suggest that hybridization of the surface states should occur in lms thinner than

about 6 nm. The hybridization gap Δℎ , accordingly, should be negligible for lms thicker than

that. In other words, the Δℎ may be a strong function of lm thickness when the lm is only

a few nanometers thick, but, in the regime studied here, Δℎ is small and unchanging as the

thickness is varied. In addition, as discussed in the exposition of Figure 2.5e, the Landau level

spectrum is essentially insensitive to modest changes in Δℎ as long as the Fermi energy lies
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outside of the gap, meaning that, even if Δℎ did vary substantially for lms 12 to 24 nm thick,

our experiments would likely not detect its inuence.

The Fourier transform gives us one consistency check between the TI surface state model

(Section 2.2.3) and our data. In the model, nite values of Δ𝑖 should result in two frequencies

for quantum oscillations, whose dierence increases as a function of increasing 𝐸𝐹 or carrier

density. This can be seen heuristically by considering the case where Δℎ = 0 and Δ𝑖 > 0. Then

the dispersion looks like two oset Dirac cones (see Fig. 2.5b). This results in two extremal

orbits: one around the higher-energy Dirac cone, which has a smaller radius, and the other

around the lower-energy cone, which has a larger radius. Because the dispersion is linear, the

dierence in radius is constant. But, if the radii are 𝑘0 − Δ𝑘 and 𝑘0 + Δ𝑘 , then the dierence

in area is Δ𝐴 = 4𝜋𝑘0Δ𝑘 . Since 𝑘0 ∝ 𝐸𝐹 , as 𝐸𝐹 increases, it is clear that Δ𝐴 ∝ Δ𝐹 increases,

where Δ𝐹 is the dierence in quantum oscillation frequency. Using the dispersion relation in

Eqn. 2.5, with Δℎ = 0, one can calculate that the dierence between the two frequencies for

quantum oscillations is

Δ𝐹 =
𝐸𝐹Δ𝑖
𝑒ℎ̄𝑣2

𝐹

. (4.1)

As a sanity check, note that a dierence in frequency of 20 T, suggests that the quantity

𝐸𝐹Δ𝑖 ≈ (60 meV)2, assuming 𝑣𝐹 = 5 × 105 m/s. This is indeed what is observed in Fig. 4.14.

89



CHAPTER 4. The quantum Hall eect in (001) lms

4.4 Some pessimism (and a little optimism) regarding ro-

tating the magnetic eld

The TI model makes fairly straightforward predictions in a rotating eld. What’s more, there

is a clear rationale for pursuing this line of inquiry. Ultimately, the odd-integer quantum Hall

eect, which has never really been observed as such [93]. In the language of the model, this is

becauseΔ𝑖 = 0 is not enforced in a real sample. (The contrasting case is in graphene, where the

spin and valley degeneracies are, under the right circumstances, an exact degeneracy. Here,

the degeneracy of the top versus bottom surface rests on the presence of inversion symmetry—

we can call 𝜏𝑧 an inversion operator—which is not a symmetry of the system.) Without the

odd-integer quantum Hall eect as a smoking gun for the TI, a reasonable replacement seems

to be the rotation experiment, which, as discussed below, is recommended by the distinctive

eld dependence of the zeroth Landau level.

Leaving questions of the model’s applicability aside, there are still substantial challenges

to drawing quantitative conclusions from the quantum Hall eect in a rotating eld, even just

to discriminate a Dirac dispersion versus a parabolic one. One wishes to observe the crossing

of the lowest Landau level, which disperses linearly, as |𝐵 |, and higher ones, which addition-

ally depend on |𝐵 | cos𝜃 . But, under normal circumstances, this only occurs at low lling

factors, and, at correspondingly low density, there are few crossings that can be observed.

Since one hopes to plot the locations of the crossings to discern the distinctive zeroth Landau

level, one needs at least three such crossings, which typically requires extremely large elds.
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The other issue is the broadening of the quantum oscillations, which can obscure the location

of the true crossing. If the errors were random in identifying the critical elds and angles, the

problem could be solved by tting the appropriate function to enough data points. In sum,

then, the need to nd crossings doubly exceeds our expectations for doing so.

The large amount of data we have, as a result, rises only to the level of suggestion. We

summarize our inconclusive results to nish this chapter.

Figure 4.15 shows rotated-eld data for the sample studied in Fig. 4.3. The rotation axis

is parallel to the current path, and the angle 𝜃 is measured between ®𝐵 and the lm normal,

[001]. The top row shows one (low) carrier density; the bottom shows a slightly higher one.

What is heartening is that the rotation does appear to generate a number of crossings. What is

disheartening, however, is that they mainly appear in the higher-density plot, even out to 45

T. Considering that there are at least fourmodel parameters that play a role in determining the

crossings, two data points, even if we had a dense enough grid of angles, are hardly enough

to check them.

Figures 4.16 and 4.17 show data for a dierent (capped) lm with no usable gate. The

data should be more nely spaced and the 𝑅𝑥𝑥 have sharper features in order to more clearly

identify the coincidence angles. That said, a number of transitions are visible. In Fig. 4.15b

and 4.15c, the emergence of a plateau at 𝜈 = 4 is clearly visible under rotation; in Fig. 4.15e

and 4.15f, a plateau at 𝜈 = 5 disappears and one at 𝜈 = 6 appears under rotation. In Fig. 4.17,

at higher density, the changes are less dramatic (most visible is the emergence of a plateau at

𝜈 = 9) but clearly the eld dependence of the quantum oscillations is not given by only the
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Figure 4.15: Rotation experiment in a Hall bar at high eld. The rotation axis is parallel to
the current path. Landau levels cross, but the data are not densely spaced enough in angle to
identify where, limiting the scope of our conclusions. (Prior to these eld sweeps, the sample
was damaged slightly by aggressive testing with the gate. Though this is the same sample as
in Fig. 4.3, the quantization is slightly worse following the gate testing.) (a) 𝑅𝑥𝑦 shown at low
density. Seven eld sweeps at dierent angles are plotted against eld, clearly showing that
a plateau emerges at 𝜈 = 4 as the sample is rotated. (b) The same data as (a), plotted against
the out-of-plane component of ®𝐵. (c) Corresponding 𝑅𝑥𝑥 data for the same sweeps, with dips
corresponding to the plateaus at 𝜈 = 3 and 𝜈 = 4 labeled. The legend at right goes for panels
(a)-(c). (d)-(f) The same plots as (a)-(c) at higher carrier density (lower gate bias); the angles
are slightly dierent. More crossings are visible, particularly at 𝜈 = 5, 6, 7, 8, 10, as indicated
in panel (f).
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out-of-plane component of 𝐵. Further developing these experiments as a more quantitative

probe of the 2D transport in these lms is, in spite of the challenges outlined above, an exciting

direction for future study.

Figure 4.16: Rotation experiment in a Hall bar at high eld, with manymore angles measured.
This (001) sample is capped (cf. the results of Section 4.3). As in Fig. 4.15, the current is injected
along the rotation axis. (a) 𝑅𝑥𝑥 and (b) 𝑅𝑥𝑦 versus 𝐵; (c) and (d) are the same as (a) and (b) but
plotted against 𝐵 cos𝜃 , 𝜃 dened as above, the angle between the lm normal and 𝐵. Many
of the same phenomena are visible as an Fig. 4.15. The gate was unresponsive on this sample,
and the carrier density is high; the Hall bar reaches 𝜈 = 6 at 45 T.
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Figure 4.17: Another look at the data in Fig. 4.16c, i.e. 𝑅𝑥𝑥 (colored) vs. 𝐵 cos𝜃 and 𝜃 . Blue is
low, and yellow is high. The angle spacing still limits the resolution—features appear more
smeared out in angle than the ve degree increment—and so does the width of the oscillations.
Consider that a crossing can be unambiguously determined by a low-high-low trajectory of
𝑅𝑥𝑥 along 𝜃 (which can be checked against 𝑅𝑥𝑦) and that all such features here are broadened
over more than ten degrees and/or 5 T.
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Chapter 5

Future directions

In this last Chapter, we outline a few challenges for the future in (001) lms. The main chal-

lenges are related to growth and device processing. While some iteration is sure to progress

these two, and particularly the latter, we restrict our attention to suggesting avenues for re-

searech that dier from those currently being undertaken.

5.1 Frontiers for growth

The three main frontiers for growth, beyond the development of a suitable lattice-matched

substrate (such as an alloy of CdTe and ZnTe, or even large crystals of Cd3As2), are the devel-

opment of (1) a back-gated structure, (2) capping materials, and (3) exciting heterostructures.
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5.1.1 Back gating

Back gates provide a valuable experimental control for testing the TI picture discussed in

Section 2.2.3 and will be critical for realizing the quantum spin Hall insulator if it is possible.

On top of that, they are critical to expanding the possibilities of the capacitance measurement

detailed in Section A.

The AlGaSbAs buer layer in current use (see Section 3.4) is in principle resistive enough

to act as a back gate dielectric, but reports of devices using it eectively as such are scarce

Our limited testing (less than ve growths) suggests that the layer is prohibitively leaky.

But, given the well-known tendency of the III–Sb compounds to form conductive oxides, it

is still an open question whether our structures are limited by the growth (extended defects,

percolation through the alloy) or by device processing (sidewall conduction). Perhaps the

most likely answer is both, but the picture would be clearer after measuring the area versus

perimeter dependence of the leakage current for mesas of various sizes.

On the side of growth, there are certainly problems to solve, many of which have already

been answered by others. But a suitable growth recipe needs to be developed for a doped

layer close to the top layer, with the diusion of the dopants limited so that there is a su-

ciently insulating layer in between the doped layer, to be used as a back contact, and the lm.

Hard horizontal barriers can perhaps be engineered using a digital-alloying approach to deter

percolation and extended defects from traveling (vertically) through the structure. The InAs

literature is, doubtless, a valuable resource for this project.
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5.1.2 Capping

The addition of a capping layer grown by migration-enhanced epitaxy (a shuttered growth

technique that can extend the window for good growth down to 200 ◦C or, one hopes, lower)

has been a breakthrough in our understanding of themobility-reducingmechanisms inCd3As2,

as well as increased the reproducibility of our highest-quality lms to the point that consis-

tent comparisons can be drawn from very low numbers of samples. The tradeo has been,

however, that the gate response of the gated samples is much worse. (Obviously, a back gate

would remedy some of this.) There are two causes. One is the dielectric constant, which

can benet from only so much engineering. The other is the “quality,” which can stand

much improvement. Progress on this will almost certainly require improvements to the low-

temperature thermometry and careful ux calibration. A perfect, epitaxial cap would enable,

besides improved mobilities (preliminary data suggest that world-record thin lm mobility

can be achieved with a thicker cap), growth of more complicated heterostructures with mul-

tiple Cd3As2 layers.

5.1.3 Heterostructures

Diverse heterostructures are possible. The idea in general is to use the well-known III–V

platform as a probe for studying the Cd3As2 layer. Here are three such proposals:

• Heterostructures such as the ones mentioned in the previous section represent com-

pletely unexplored terrain for Cd3As2 growth. More control can be achieved by com-
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bining a back-gated structure with such a structure.

• An less ambitious direction involves the use of bandstructure engineering and coupled

quantum wells to develop more quantitative understandings of the properties of the

so-called topological heterostructure.

• Further, the condensation of bosons in coupled quantumwell systems provides a blueprint

for exploring correlations in quantum wells (such as InAs, which is grown as part of

one of our buer structures) with Cd3As2 layers.

5.2 Zooming out a little

Perhaps an obvious source of excitement is the prospect of realizing topological supercon-

ductivity in a proximitized Cd3As2 lm. While there are obviously technical challenges for

device processing and optimization, it seems like the largest challenge will be establishing—

as a eld—a consensus on the signatures of the dierent topological phases that achieved in

the absence of superconductivity. One way to achieve this is by marrying spectroscopy to

electronic transport, providing an opportunity to synthesize understanding of the last years’

sometimes seemingly disparate results (some are reviewed in ref. [15]).

One is also encouraged by the recent work in our group and elsewhere to understandwhat

kinds of crystalline symmetries can be broken by epitaxial strain in Cd3As2. These studies,

combined with band structure calculations, are a key ingredient in engineering topological

phases in Cd3As2 beyond the 3D topological insulator.
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Appendix A

Capacitance measurements in the

Dynacool

The work in this Appendix was performed with the substantial assistance of Daniel Ohara and

Paola Perez in designing, drawing, and constructing the probe. I am also grateful for the generous

guidance of Alexey Suslov, who showed me the artful rf probes of his own laboratory, which

have been inuential in the design of our second-generation probe. The original idea for this

work and the rst design of this probe, along with just about everything else I know about probe

construction, comes from Robert Kealhofer and his patient help.

The basic premise of the capacitance measurement is that, in a capacitor where one plate

is, say, a Cd3As2 lm, the dielectric some deposited Al2O3, and the other plate a metal elec-

trode, the total capacitance is the capacitance that the geometry provides less a series contri-

bution proportional to the density of states in the Cd3As2 lm [50]. While the resistance also
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depends on the density of states, it is usually obscured by scattering processes, making ca-

pacitance a relatively more direct method for measuring the density of states. It has also been

claimed to be, in topological insulators, more sensitive to one surface compared to the other,

which suggests possibilities for experiments that might elucidate some of the complicated

spectra observed in, say, Fig. 4.4 [42].

In this Appendix, we discuss a method for measuring capacitance in the Quantum Design

Dynacool PPMS and present some preliminary data that, though promising, is marred by

thermalization problemswith the rst version of the probe, which can be attributed to damage

prior to loading.

A.1 Primary considerations

When measuring the resistance of a, say, Hall bar, it is common knowledge that one can

avoidmeasuring the resistance of the leads by employing a so-called four-point measurement,

where the current is injected across two leads, and the resulting voltage drop is measured

across two dierent leads. Since no appreciable amount of current ows across the voltage

leads, the potential dierence is not reduced by their resistance—in fact, it is ideal if the voltage

leads have as high of resistance as possible.

Such a four-point measurement is impossible for a capacitor. But perhaps, one might

hope, the capacitance of the lines is negligible. If one proposes to measure the capacitance

of a capacitor in the PPMS Dynacool, however, one must overcome the fact that the lines are
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organized in twisted pairs. (For resistance measurements, twisting pairs is a low-tech way of

accomplishing “common-mode rejection” of random variations in magnetic eld. Your leads

form a giant loop, and emf is induced like d𝜙𝐵/d𝑡 from power lines, vibration, and the rest

of the outside world. Much can be rejected by twisting the wires into pairs, which gives

one negative loop area per one positive loop area, by one way of looking at it, or induces

currents, approximately equal and of opposite direction, by the other way of looking at it.)

Twisted pairs have a large capacitance per unit length. So the capacitance of the lines is a

problem.

It’s not much xed by the hope that the true quantum capacitance will, in a magnetic

eld, vary as 1/𝐵, unlike the line capacitance, because one ends up needing to measure a

small change in capacitance on top of a giant capacitance from the lines. The clever solution

is to use a virtual ground to zero the parallel capacitance to ground, which allows one to

isolate the capacitance of interest; this requires coaxial cables. (For a synopsis, see ref. [73].)

Since there are not coaxial cables on the PPMS, a simple solution is to route your own

down to the bottom. The main design issue one faces is that this increases the heat load

substantially, which will necessitate some design tradeos. We allude to these in the next

section, where we simply describe our probe design.

A.2 Shortcuts

Jack Ekin’s book, its appendix particularly, is an invaluable resource for probe construction [17].
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The cryostat of the PPMS Dynacool is made of stainless steel, except for the last four

inches, which are made of copper. Our probe matches this, consisting of a stainless steel

tube to which is attached a copper sample platform. A printed circuit board is attached to the

platformwith sockets for a standard 8 DIP connector, allowing the sample to be bonded to the

DIP carrier and loaded without complicated manipulations of the four-foot-long probe. In the

second version of the probe, the sample is shielded by sitting in a nearly-sealed copper cup to

which are soldered SMA jacks; in the original version, an unshielded line is patched from the

coaxial cable ends to the PCB. The probe end is attached to a “universal puck,” available from

Quantum Design (this is what was broken, causing the thermalization issue in Fig. A.1). The

top of the probe is based on a KF cross. Hermetic SMA feedthroughs are mounted on blank

KF anges that are isolated from the rest of the probe by a plastic centering ring and clamp.

The seal between the tube and probe head is accomplished with a Swagelok tting.

A.3 Preliminary data (rst probe)

Before loading the rst probe, the universal puck was separated from the probe end; the probe

was loaded, but the sample was not in rm contact with the bottom of the cryostat, meaning

that the sample temperature was unknown and likely several degrees higher than the cryostat

temperature.

The data show clear quantum oscillations, with two frequencies, as the magnetic eld is

swept. The double dip feature in the zero-eld sweep (Fig. A.1a) is intriguing and does not
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match the CV measurement on the (112) surface [22].

Figure A.1: Capacitance measurements using the rst probe. (a) The dc bias is swept with
a 25 mV ac test excitation. The geometric capacitance is not subtracted. (b) The dc bias is
stepped in between eld sweeps. The traces are not oset, and the geometric capacitance is
not subtracted.
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My devices don’t work

This Appendix is directed particularly to beginning graduate students, who I hope can forgive

the obviousness of some of these suggestions. But the guiding principle is to include some

practices, which, though they may not be the best way to proceed, are ones I wish I had

known when I started growing lms.

B.1 Where did I go wrong?

Be alive to the possibility that you could have gone wrong from before you began your ex-

periment. I am bound, here, to write something general—but you do not have that luxury. So,

while I might write that Your devices don’t work, that’s not to say that you should frame your

research question that way, i.e. work vs. not work. In other words, plan out your research

question so that you consider the possible outcomes in detail, and, in the spirit of the scien-
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tic method, ask yourself what you will learn if the dierent possible results come to pass.

More to the point, don’t plan an experiment whose only outcomes are Glory or Nothing—the

outcome will always be Nothing. When it comes to Glory, the process by which you nd it

will not involve The rst time, That thing you don’t quite understand not being important,

or Getting lucky.

OK, but you’re sitting at the cryostat and things are going badly with your Cd3As2 lm.

Where did you go wrong? This Appendix is falsely advertised because it’s probably impossi-

ble to debug your problem once and for all. But the following sections contain some reminders

for how the growth should work, a couple suggestions for how to keep your calibrations cur-

rent, and a baseline suggestion for some cleanroom practices that have had acceptable yields,

which maybe you can use, too.

B.2 Temperature

Check Section 3.3.2, which describes some of the main issues with the thermometry.

If your III–V layer is bad, it is almost always the temperature at fault. I say that because,

unless you’re growing InSb, the growth isn’t that sensitive to the ux ratio. That said, check

the BFMs rst, because it’s easy to. If the BFMs look good (< 10% dierent from normal;

growth temperature dierences of a couple of degrees at most), start in on the temperature.

(The main reason they would not look good: the “pipe” in the Sb cell is clogged.)

Next check that the pyrometer is well aligned to the window, and that the emissivity is
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set to 1 (“uncorrected”). There is actually an onboard memory for the pyrometer that stores

the last emissivity setting, so if you sent the pyrometer away on loan to another system, it’s

possible that it could be a surprising number. If the pyrometer is not occluded by the viewport,

and the emissivity is 1, proceed to testing whether the viewport is the problem.

The fastest version is to check the oxide o temperature and then clean the pyrometer

viewport by baking it out, and then check the oxide o temperature again. Suppose you’re

growing GaSb. Desorb the oxide manually, by rst setting the Sb ux to a few ×10−7 torr

BEP, something like 525 ◦C, and heating up the substrate; you can go fast at rst, but slow

down for the last 100 ◦C or so. Start RHEED and look for the oxide to come o (bright spots

or streaks).

If the oxide o temperature is good to start with, then there’s likely no serious problem

with the thermometry. If the oxide o temperature is o by more than a few degrees, then

continue to baking o the viewport. This is a tricky business, because the feedback on too cold

is nothing and the feedback on too hot is venting the system. Using the dedicated viewport

heater-cleaner (a cartridge heater wearing a hat and wrapped in a burrito) and a Variac set to

the mid-20s, bake the window all night. (A real boon here would be some vacuum testing of

an old viewport. Even better would be a re-design of the whole viewport. There is a scheme

for doing a hot “screen,” but youwould need (1) a custom feedthrough and (2) a clever solution

to the problem that the deposition tends to short the heater element. I am optimistic that two

sapphire disks clamped on either side of a sturdy piece of wire would be up to the task, but

you would need to gure out the best way to relieve strain and support the assembly besides
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actually testing the maximum temperature.) In the morning, turn o the heater and wait for

it to cool. Check your oxide o temperature again.

If your oxide o temperature is still not normal, you have options. One is to simply adjust

your recipes relative to the oxide o temperature. The best way to do this is with a couple of

calibration points. I suggest using the (3 × 1)–(5 × 2) transition under Sb ux, particularly if

you have a good baseline on the normal pyrometer temperature at which this occurs (given

your Sb ux!), alongside the oxide o temperature. What’s advantageous about this is that

the only resource it really uses is your patience. With two temperature calibration points by

which to set your growth that you can check during the rst post-desorption planarization

step, you should be able to continue growing without opening the system, your other option.

What you may notice, however, is that a good ux calibration can save your bad ther-

mometry. Read on.

B.3 Flux calibration

This is actually pretty fun the rst time, and it’s not a bad introduction to MBE for a new

student. Also, since it gets less fun each time, there’s a lot of incentive to get others to help

you out with it—maybe that’s how you’ll get someone their rst growths. But this is also

perhaps the best example of a task that lets you get to know the system—a phrase you hear

probably too much among growers—because it gives you a lot of information that can be

checked in dierent ways. I think this sort of check makes sense to be done every couple
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months, and after openings. It’s also a thing to check (just do it for Ga) if things seem to be

dierent on the system. I usually budget a few hours for each element (just about all active

time). (Ordinary BFMs, which give you BEP vs. source temperature, can be run every week

under normal conditions. More is overkill, less is risky.)

I haven’t cited anything in this section because it constitutes common practice and some

kind of basic MBE knowledge—and yet it’s dicult to nd in the scientic literature. What

is written here I learned from groupmates as well as Faebian Bastiman’s excellent, though no

longer updated, MBE blog, which can be accessed at https://faebianbastiman.wordpress.

com. If that link is broken, you can surely nd an archived version such as this one: https://

web.archive.org/web/20201024054645/https://faebianbastiman.wordpress.com/. So,

while I’ve tried to detail my own practices in what lies below, I recommend reading this blog

to every new student and MBE enthusiast.

B.3.1 Group III sources

On the whole the group III sources are fairly forgiving and work as designed. They are all

melts, so the exposed surface area is constant, at least for a month at a time, and so the ux is

very stable. As an aside, they are unforgiving at their freezing point: freezing Al will almost

denitely destroy the crucible because of how it adheres to PBN (have a replacement handy

if you are opening the system—order this well in advance); freezing Ga can, so keep it hot if

possible, but it supercools readily, and the melting point is less than 40 ◦C, so it’s rarely an

issue except during long openings; freezing In is kind of in the middle—the melting point is
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under 300 ◦C—and to be avoided if possible; unlike, Al, though, it doesn’t wet the crucible

eectively.

Calibrating the ux for Ga, In, and Al is all manageable on a GaSb(001) substrate—the

same one, if you’re careful enough. The desired calibration is a conversion between BEP and

absolute ux (atoms/cm2/s). This is accomplished by monitoring RHEED oscillations. The

cartoon version of how this works is that, as single layers form by adatoms forming islands

and coalescing, the sample surface gets rougher, roughest at half coverage, and smoother,

smoothest at full coverage. This causes the reected intensity of the RHEED beam to oscillate

with a period equal to the number of atomic monolayers deposited per second. You’re also

roughening the surface slowly as you go, because at some other rate, lower than the forma-

tion of monolayers, you’re growing two layers at a time, or, in other words, atoms are being

deposited on the partial monolayers. This causes a decaying envelope on top of the oscilla-

tions; eventually the oscillations cease. Since you’re under continuous, excess group V ux,

you can close the group III shutter and things will smooth out a little. But after a while it

usually becomes necessary to smooth things out by increasing the temperature and growing

“step-ow,” which does a better job of planarizing the growing surface.

Starting with a at GaSb layer (planarize your desorbed substrate as normal), reduce the

temperature by 40 ◦C or so, and open the Ga shutter while monitoring the specular intensity

vs. time. A good-enough number of oscillations is anything more than 10. When the oscilla-

tions become fainter, close the shutter and wait a couple minutes. Take the time to count the

number of oscillations. Each full period is a single atomic monolayer; there are two per unit

109



APPENDIX B. My devices don’t work

cell; you can look up the area per unit cell (𝑎2), and you know how many Ga atoms because

they make up an fcc lattice. Measure again if you like, or change the Ga cell temperature and

do it all again. You’ll only need four or ve data points (Ga cell temperatures) to get a good

calibration.

If the oscillations weaken, you either need to change the substrate temperature or the Sb

ux. The way to nd the right temperature is to start at your step-ow growth temperature

and reduce (no Ga ux) until you start seeing oscillations when you open the shutter. Don’t

grow too much because you are slowly making the surface rougher. (It’s reversible—you can

always go back up to the step-ow growth temperature and grow a little to smooth things back

out.) The Sb ux is important because, to some approximation, increasing Sb ux beyondwhat

is necessary for the growth limits the surface diusion length of the Ga atoms—they bump

into the Sb ones—which can suppress the layer-by-layer growth you seek. We’ve found that

the right number changes a little, but a decent guess for the Sb BEP is about 3× the Ga BEP.

Once you’re happy with the Ga calibration, you can do the same for Al, by growing AlSb

layer by layer, which will have a slightly dierent best temperature. Note that if you grow

a strained layer (monitor the linescan), you have the same planar density of Al atoms as Ga

atoms in GaSb.

The same procedure is possible for InAs, but, if you haven’t worked out the best way to

get a clean, abrupt interface with the switchover of Sb to As ux (I haven’t), you will typically

need to grow a little InAs on the GaSb to have a smooth starting surface before growing. Once

again, keep track of whether you’re growing a coherently strained lm.
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B.3.2 Group V sources

First, gure out why you need group V ux calibration. I think the most compelling reason

is to back up the thermometry. That means you are trying to get a correspondence between,

say, the Sb ux BEP and the pyrometer reading for later debugging of one against the other.

So that suggests you map the static reconstructions (no growth) of a smooth GaSb surface

against the pyrometer, recording Sb ux BEP. As long as the Sb ux BEP versus absolute ux

(unmeasured) is stable, you can avoid the following.

But suppose you want to know your absolute ux, as for the group III source. (Keep in

mind that the relative incorporation of As vs. Sb in an alloy has its own temperature depen-

dence, and iterating growth with feedback from RSMs might be the easier task—you can run

the RSM at night and sleep while you calibrate.) The way to get absolute Sb ux is to match

the ux of the Sb to that of the Ga by ramping up the Ga until the growth is limited by the Sb

supply. Start with a known (absolute) Ga ux and excess Sb. (Note that you won’t be in the

ideal conditions for layer-by-layer growth, particularly if you are calibrating at a substrate

temperature more relevant to your alloy growth than GaSb growth.) Monitor the growth

rate from the RHEED oscillations. Close the Ga shutter, planarize if you need to, and then

continue. Increase the Ga ux, and check the growth rate again and again.

Eventually you will nd that the growth rate no longer tracks the Ga ux because you’re

now limited by the Sb ux. Unfortunately, you can only grow thin layers in Ga-rich conditions

before you irreversibly ruin the substrate. So go slow, particularly around 1:1 (though you

might not have a good guess of where that is), and be ready to close the shutter if the RHEED
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pattern changes.

Note as well that, unlike in the group III calibration, which amounts to tting a line to

relate BEP to absolute ux, here you are nding a point. There, if you monitor for long

enough, you can have very low errors on the growth rates, and also in determining the nal

relationship—usually you will nd that you’re bumping up against the temperature stability

(0.1 ◦C) of the source. But here, your error in nding 1:1 Ga:Sb is mostly set by the spacing

of the Ga ux you choose near the corner, i.e. where you cross over to Ga-rich conditions. In

principle, you could zero in on the point iteratively, but that’s assuming you don’t at some

point ruin your substrate with Ga droplets.

The same procedure can be performed for As on a GaAs substrate, but take care, before

starting, to get a good practical understanding of the As valve. First, the ux as a function of

valve position is roughly sigmoid: there’s a region from about 25% open to 75% open that is

linear, and the ux isn’t that responsive outside of that. So if the ux you want corresponds

to a valve position that is nearly closed, reduce the crucible temperature so that you have

real control of the ux with the valve. (Do this the day or at least two hours before your

measurement: the crucible contains a huge amount of arsenic and takes a long time to sta-

bilize.) Second, open the shutter and open the valve halfway, and see how long it takes the

BFM gauge to read consistently (consider using the pressure logger and leaving for twenty

minutes). Note the pressure in the growth chamber when you’re done. Then blip the shutter

and change the valve position, and watch the response.

The essential problem is that the As, more than any other element on the system, lingers

112



APPENDIX B. My devices don’t work

in the chamber. So, if you want to use the As BEP, know how long it takes the reading on the

BFM gauge to plateau (it usually creeps up for minutes). Perhaps one way to proceed is to

throw out the hopes for measuring the BEP vs. valve position curve. Instead, one calibrates

valve vs. absolute ux in the manner as for Sb. (I would do this for only a couple of interesting

points.) While this means that you never have to rely on the BEP vs. valve position curve,

it’s not a bad idea to try to measure it anyway, not least to be able to do quick checks of

backlash and clogging. The question is how to reproducibly dene the stable ux from the

source for your BFM recipe. How long to wait, and how to subtract the background, which

is more substantial than for the other sources? I think the best way of proceeding is to take

a slow measurement of the ux from high to low. That way, after some equilibration, the

background, though high, is being reduced at a steady rate.

Themain advantage of workingwith the As source is that it cleans up the growth chamber

a little bit by burying material on the walls, but it will also coat any unprotected viewport.

B.4 Cadmium arsenide in the clean room

The slightly embarrassing truth about Cd3As2 in the clean room is that we don’t know a

lot of the chemistry involved in its degradation. What we know for sure is that water and

heat degrade it, and both together are deadly. Too bad, then, that our best-performing gates

involve steam for three hours at 120 ◦C.

The general guidance is to iterate on an existing recipe, but do be open-minded. Keep the
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bakes as cool as you dare (I haven’t noticed problems on the 115 ◦C hot plates), don’t sonicate

your lms unless you need to, don’t run the ALD hotter than 120 ◦C without expecting to

lower your mobility, and be gentle while etching. (Note that some have reported a phase

transition in Cd3As2 at 220 ◦C, though the thermometry is probably not reliably compared to

the cleanroom hot plates or the table in the ALD chamber [62].)

A few tips based on mistakes I’ve made:

• If you think your lm is not defective enough, you can always squeeze it with the tweez-

ers and watch as a plaid pattern forms on the surface. This can be seen under the yellow

lights in the lithography bays, under the microscope by the development benches, in

the SEM, or, most commonly, at the bottom of a beaker after your sample breaks into

pieces. Gentle handling is a must, but dropping your sample is to be avoided at all

costs. It’s better practice to grow on larger pieces and write o a region for handling

with tweezers, rather than try to save the whole piece and destroy the sample with

risky grips.

• Don’t sonicate your GaSb samples unless you’ve exhausted all other options, and don’t

clean them if they’re not dirty.

• You can plasma ash your samples. But if you’re ashing for two seconds (it’s not as

uncommon as you might think, per the log, and I’ve seen such a recipe on printed

paper—and followed it), the process will be dierent every time because themain ashing

will be during the ignition. In any event, one should be hesitant to put one’s sample in
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the asher if a three second run, rather than two second one, will destroy it. Consider

reducing the power and/or oxygen ow to make your process reproducible.

• We have had no success in improving the top gate by increasing the temperature in the

ALD system, though hope springs eternal. The main eect is a reduction in the sample

mobility, as side-by-side experiments have shown.

• Paranoia is the prime evil. Tools, chemicals, and processes that have been unfairly and

publicly accused (of murdering Cd3As2 lms) in my time in graduate school: Dehydra-

tion bake, photoresist spin-on, soft bake, hard bake, development, NMP rinse, plasma

ashing, ion milling, e-beam deposition of Ti, Pt, Au, sputter deposition, ALD, and surely

others. This isn’t to say that you can’t destroy a lm with these tools or chemicals, or

that I’ve never thrown around wild accusations. But the goal is to develop a consistent

practice that allows you to reduce the suspects in new and mysterious lm deaths to a

manageable number.

• A minor evil is the bizarre ritual. To some extent one must learn to live with these,

but not if they’re ruining your devices. One example is the practice of blowing o the

paper in the spinner with nitrogen after HMDS spin-on. The inventor of this prac-

tice was presumably aware of the negative interaction between HMDS vapor (not the

adsorbed molecules on the lm surface) and photoresist and, following spin-on of the

HMDS, wished to clear the air. I think it’s fairly clear that this practice is more likely to

spray whatever detritus has fallen onto the spinner paper—crumbly bits of compound
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semiconductor, photoresist splatter, what have you—into your sticky photoresist, to be

trapped, forever, like a bug in amber, than it is to add that extra 5% to your development.

And yet one sees it. Better to let the fume hood do its job.

• It’s good to work o-cycle, but it’s bad to fall asleep in the cleanroom.

And a few suggestions for comparatively unexplored processes:

• Give another look to the SiON gate dielectric, which can be sputtered in the ion beam

deposition tool. A good process was developed by Luca Galletti—perhaps you can nd

it on the hard drive. There was some skepticism at the time that this gate was an

improvement over the ALD Al2O3 gate that has been our workhorse. There was also

some suggestion that the Fermi level had been pinned as a result of the gate’s deposition;

the evidence for that was weak, and seems a weaker reason to avoid it still in that the

eect doesn’t seem to be greater than in the Al2O3 gate. The two distinct advantages

of the SiON gate are (1) the process temperature is low (the sample is heated from the

exposure to the plasma, but in some sense it is performed at room temperature) and

the environment is dry and (2) the nitrogen plasma treatment, shown to reduce water

at the lm surface (and the water seems to be an issue vis-à-vis interface traps), can be

performed, prior to deposition, in situ [21]. The main drawback to working on this is

that the ion beam deposition system suers from lots of unexpected maintenance and

downtime, compared to the ALD chamber and the sputter systems.

• Do some broad-minded testing on gentle wet etches, preferably non-aqueous. Anything
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that is used to etch more than microscopic quantities of GaAs will etch Cd3As2 uncon-

trollably fast. Some promising work has been done by Omor Shoron in this vein with

buered HF. Even for mesa isolation in large devices, the ion mill, our current main

etching tool, is sub-ideal because the etch rate is high and variable, and the resulting

surface is neither smooth nor passivated.

• Improvements to the contact resistancemay be necessary for transistors and also pulsed

eld measurements. For measuring Hall bars in pulsed eld, it’s important that the

two-point resistance of the device be low enough that current will pass through the

sample. The issue is the big capacitance from the cables down the cryostat that are

in parallel with your current leads. This point is kind of moot in the quantum Hall

regime—the resistance is too high to support the 100 kHz ac signal anyway, so you’re

stuckmeasuring at dc (which works, but barely and slowly). But there’s interesting stu

to be done at higher density where the resistance is in a kind of intermediate regime

where factor of two improvements to the contact resistance will open up the range of

viable measurements.
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