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ABSTRACT OF THE THESIS

Application of Machine Learning Algorithms in Predicting Social-Planning Platform

Donations

by

Daehyun Kim

Master of Science in Applied Statistics

University of California, Los Angeles, 2020

Professor Yingnian Wu, Chair

Pledgeling is a platform that powers corporate giving and social impact programs for busi-

nesses of all sizes by integrating donation features in the backend. One of Pledgeling’s part-

ners is Evite, the world’s leading digital platform for bringing people together with event

invitations. In this study, the data from Pledgeling is used to train a logistic regression

model to determine which aspects of RSVP events lead to hosts turning on the donation

features. From the first study, it was statistically significant that categories of events that

fall into Organizations, Weddings, and Animals were more likely to add donation features.

Also events from the West and Northeast regions during Q1 and Q4 during the calender

year were more likely to add donation features. Additionally, data is used to train a linear

regression model to study which features lead to users donating more for each event. From

the second study, there were statistically significant results that categories of events that fall

into Organizations, Weddings, and Get Togethers were donating more money. Also, results

indicated that events in West and Northeast regions were donating more from the beginning

of summer to the end of the year. Lastly, events donated more to Science-related as well as

Public Health-related causes compared to causes for Animals organizations.
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CHAPTER 1

Introduction

1.1 Background

As many physical activities have shifted to online for more convenience in the recent years,

event invitation industry has not been an exception. Most people nowadays forgo RSVP

cards for events like wedding and have their guests do it all online. This trend has seen a

surge in online RSVPs and upon popular demand, online RSVP platforms like Evite have

emerged as popular business for the past decade. Evite’s CEO, Victor Cho, at the Wharton

Customer Analytics Initiative conference back in 2018, has mentioned how a company should

not just focus on serving three stakeholders — customers, shareholders, and employees [6].

He placed an emphasis on the fourth stakeholder: society. Since 2015, Evite has partnered

with Pledgeling to let users donate to a list of charities on the site. Evite Donations, enabled

by Pledgeling’s API, has benefited thousands of nonprofits and personal causes — from

children’s health to helping survivors of the 2018 California wildfires. With Evite Donations,

event hosts have the option to select their favorite nonprofit from 1 million+ organizations in

the Pledgeling network, recommend a new nonprofit, or crowdfund for a personal cause. In

2019, Evite and Pledgeling together raised over $10 million for non profit organizations and

personal causes across the United States. There are multiple business questions raised from

Pledgeling for boosting event’s donations even further. In this study, events and donations

are analyzed with regression models to present some insights into these questions.

1



1.2 Data Description

The dataset used in this study is from Pledgeling and Evite. There are three tables that

contain relevant information: Events, Donations, and Organizations (Non-Profits). Events

include 10115798 rows of entire events on Evite between 2015 and 2020 regardless of the

donation feature. Donations include 389116 rows of donations between 2015 and 2020.

Organizations include 1721326 rows of non-profit organizations in the Pledgeling networks

to which an event host can choose to donate. Additionally, public data was pulled from

online for average wages for states in the U.S. and states data for each zip code for the

mapping purpose. Details on the data descriptions are shown on tables below.

Events

Feature Description

Beneficiary Type Type of donation events: Organization for non-profit donations;

Crowdfund for self-fundraising; N/A for events without donation

Category Category of events

Event Date Date of events

Zip Code Zip code of events location

Total Raised Total amount raised from an event

Total Donors Total number of donors for an event

Goal Donation goal set from an event host

Table 1.1: Events Data

2



Donations

Feature Description

Donation Amount Donation amount donated from an order

Tip Amount Tip amount donated from an order

Date Date of donations

Postal Code Zip code of donations location

Region Code State/Region of donations location

Country Code Country of donations location

Table 1.2: Donations Data

Organizations (Non-Profit)

Feature Description

Name Name of non-profit organizations

State State of non-profit organizations location

Cause Cause (Type) of donation

Table 1.3: Organizations Data

1.3 Outline

In this thesis, there are two questions to be answered. One is to find out what types of an

event are more likely to add donation features. Another question to be answered is what

types of a donation order lead to more donation amounts. For both of these questions, initial

data processing is applied to check and handle missing values, join the tables accordingly,

and filter out unnecessary columns. Exploratory data analysis is then performed to observe

and visualize correlations and patterns amongst features. Additionally, logistic and linear

regression models are trained to predict for the corresponding dependent variables. Each

model will be evaluated via performance measures and meeting assumptions. Conclusions

and further improvements are discussed in the final step.
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CHAPTER 2

Methodology

2.1 Logistic Regression

Supervised machine learning algorithms are divided into two major groups: classification and

regression. Classification predicts a dependent variable with class labels, while regression

predicts a continuous output variable. Logistic regression is the most simple classification

algorithm that predicts a dichotomous (binary) output variable. In this study, the output is

whether or not an event host will add a donation feature. There are multiple assumptions

for logistic regression [7].

• Dependent variable is binary. (0 or 1, True or False)

• Predictor variables should be independent of each other. No multicollinearity.

• Independent variables are linearly related to the log odds.

• Logistic regression requires relatively large sample sizes.

Logistic regression is named for the logistic function, a core function in the methodology.

The logistic function, also known as sigmoid function, was developed to describe population

growth, that rises quickly and saturates at the carrying capacity [2]. It’s an s-shaped curve

that takes any number and map it to a value between 0 and 1. The logistic function is

represented by the following equation:

1/(1 + e−z)

4



Figure 2.1: Logistic Function

where e is the base of the natural logarithms and z is the numeric value to be transformed.

Figure 2.1 is a plot of numbers transformed to those between 0 and 1 using the sigmoid

function.

Logistic regression forms an equation with input values x combined linearly with coeffi-

cients predicting an output variable y. An example is as follows:

y = p(x) = eb0+b1x/(1 + eb0+b1∗x)

where y is the predicted output, b0 is an intercept and b1 is the coefficient for a feature

input x. Each feature in the input data has coefficient b trained from the model. Logistic

regression models the probability of the class output. To give logistic regression more in-

terpretability, an equation should be transformed using natural logarithm. Above example

equation can be transformed into:

ln(p(X)/1–p(X)) = ln(odds) = b0 + b1X.

The new transformed equation is now linear and the term on the left is called the odds of

the default class. Odds are calculated as a ratio of the probability of an event occurring over

the probability of an event not occurring. The final form of an equation after simplifying is:

odds = eb0+b1X .

5



Now, we can interpret a coefficient by stating as X increases by 1, odds increases by the

coefficient. To check the performance of logistic regression, there are measures of confusion

matrix and AUC – ROC Curve.

2.2 Synthetic Minority Over-Sampling Technique (SMOTE)

When classification algorithm is applied to imbalanced data with very small size of event com-

pared to non-event sample (further to be discussed in data processing), data-preprocessing

technique such as the Synthetic Minority Over-Sampling Technique (SMOTE) is used to

create synthetic minority class samples [3]. This technique was described by Nitesh Chawla,

et al. in their 2002 paper. SMOTE selects examples that are clustered in the feature space,

“drawing a line between the examples” in the feature space and a new sample at a point

along the line. First, choose a random point from the minority class. Then amongst k

(typically 5) nearest neighbors of the point, another random point is chosen, and a new

synthetic example is created at a random location between the two examples. This step is

continuously applied to create many synthetic examples for the minority class to balance the

class distribution. This technique has an advantage of creating plausible examples for the

minority class by choosing random samples relatively close in the feature space. The scatter

plots below represent the minority class samples before and after the SMOTE technique is

applied.

6



(a) Before SMOTE (b) After SMOTE

Figure 2.2: Before and After SMOTE applied

2.3 Linear Regression

Linear regression is used for finding linear relationship between output variable and predic-

tor variables. Multiple linear regression is linear regression between two or more predictor

variables and output variable. In this thesis, multiple linear regression is trained to predict

a donation amount from an order for events that added donation features. There are several

assumptions for multiple linear regression:

• Normality or residuals: residuals from the regression model follow a normal distribu-

tion.

• Independence of variables: predictor variables should be independent of each other.

No multicollinearity.

• Linearity: Predictor variables are linearly related to output variable.

• Homogeneity of variance (homoscedasticity): residuals have constant variance across

the values of the independent variable.

The equation for a multiple linear regression is:

y = b0 + b1x1 + ...+ bnxn + ε

7



where y is dependent variable, b0 is the intercept, bi is the regression coefficient and xi is

each feature/predictor variable, ε is model residuals. The linear regression calculates three

factors: the regression coefficients, the t-statistic of the overall model, and the associated p-

value (how likely it is that the t-statistic would have occurred by chance if the null hypothesis

of no relationship between target and predictor variables was true). While training the

model, it calculates the cost function which measures the Root Mean Squared error between

predicted value and true value. The model aims to minimize the cost function as follows:

minimize(
1

n
)

n∑
i=1

(predi − yi)2.

Gradient descent algorithm is used to minimize the cost function by initially selecting

estimates and iteratively update these values until the cost function reaches the minimum

[5]. The equation and mathematics for gradient descent algorithm is illustrated in the Figure

3.1.

Figure 2.3: Cost Function
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If this cost function is graphed as a function of parameter estimates, the gradient descent

algorithm moves downward towards the minimum point in the curve with iterations. It

moves toward the minimum with each step determined by learning rate α.

(a) Big Learning Rate (b) Small Learning Rate

Figure 2.4: Gradient Descent Algorithm with Different Learning Rates

The model evaluation metrics for linear regression are as below:

Mean Absolute Error (MAE) is the mean of the absolute value of the errors:

MAE = (
1

n
)

n∑
i=1

|yi − xi| .

Root Mean Squared Error (RMSE) is the square root of the mean of the squared errors:

RMSE =

√√√√(
1

n
)

n∑
i=1

(yi − xi)2.

The lower the residual errors, the better the model fits the data.

R-squared Statistic is the proportion of variability in the target that can be explained

using a feature:

R2 = 1− (

∑n
i=1(yi − ŷi)2∑n
i=1(yi − ȳ)2

).

A good model has the R-squared value close to 1.
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CHAPTER 3

Donation Feature Usage Analysis

3.1 Data Preprocessing

Before jumping into building models, data should be examined and cleaned so that model can

take in proper data. In the reality, data almost always has missing values unlike some cleaned

version in Kaggle competitions. There can be multiple reasons for these missing values: users

not filling in some information, or sometimes missing values representing some information.

Depending on the reasons and circumstances behind the missing values, appropriate means

of processing should be conducted to handle them. The first approach is to exclude the null

values from the dataset. This approach can be simple and concise when there are enough

samples in the data, but can be a problem when it leads to losing important information with

small sample size. Another approach is to impute the missing values using feature means or

medians. The last approach is a rather sophisticated one by applying k-nearest-neighbors to

the missing values and impute a value that is close to the values in the similar feature space.

In the scope of donation feature usage analysis, we are only interested in whether an event

leads to adding a donation feature or not, so we do not need donations or organizations tables,

but only events table. In the events table, we deem ‘Event Date’ and ‘Zip code’ as essential

information for our modeling, so handling these missing values are key to successful modeling

(number of missing values shown in below table). Since there is a large set of samples, we

can safely exclude these missing values from the data.

Additionally, ‘Beneficiary Type’ has a lot of null values because the ones without this

feature are the events without donation features. Target variable ‘Donation’ is generated by

mapping data with missing Beneficiary Type to 0 (no donation feature) and the rest to 1

10



NA Values

Feature Number of NA

Beneficiary Type 9948566

Category 477015

Event Date 32220

Zip Code 2497197

Total Raised 0

Total Donors 0

Goal 9944542

Table 3.1: Number of NA Values in Events Data

(added donation feature).

To focus more on the recent events on the domain, events that were created before 2017

were excluded. Also, since this table only provides zip code for each event instead of state

or country, publicly available zipcode data was pulled to map each zip code to state and

country, and country was filtered to be only US.

The only available features for this table were categorical variables such as state, category,

and event date so grouping categories and transforming into dummy variables were needed

to be able to input into models. 215 granular categories were mapped into 9 bigger categories

and 51 states were grouped into 4 big regions in the US. Also each event dates were mapped

into four different quarters from Q1 to Q4. Following tables demonstrate the mapping.

11



(a) Events Category Mapping (b) Events State Mapping

Figure 3.1: Events Table Mapping Diagram

3.2 Exploratory Data Analysis

Pre-modeling data analysis is essential in modeling projects because it generates insights in

the data and expectations which features models should focus on. For a binary classification,

the first thing to observe is whether data has a balanced target variable distribution. From

the pie chart below, events that added donations were only 1.73% of total events from 2017

to 2020. This creates an imbalanced target variable problem in binary classification.

Figure 3.2: Distribution of Events With/Without Donation Features

To resolve this problem, SMOTE algorithm as discussed in Chapter 2 was applied to

create 50% of events with no donation features, and other 50% of events with donation

12



features. Since there are multiple categorical variables in this dataset, exploratory analysis

was performed to see frequency and percent of adding donation features distributions for

these groupings.

Figure 3.3: Frequency of Grouped Categories

Figure 3.4: Percentage to Add Donations for Grouped Categories

For grouped categories, birthday parties were noticeably dominant in terms of number of

events created. When percentage to add donation features was calculated for each category,

there was an interesting trend that organizations and design own had much higher ratio of

adding donations compared to other categories. Green dashed line indicates the percentage

13



of total events that added donation features, which was 1.73%. Organizations are mostly

businesses and club meetings including fundraising events, which can explain the high ratio.

Figure 3.5: Frequency of Grouped Regions

Figure 3.6: Percentage to Add Donations for Grouped Regions

South and West Region make up most of locations of total events in the frequency graphs,

but West and Northeast demonstrate higher percentage of adding donation features. This

can be explained by West and Northeast include states that have higher average wages such

as California, Washington, New York, and Massachusetts. The hypothesis is supported from

the average wage for those regions in 2018. People who are relatively well-off will more likely

to consider donation features so that they can contribute to social causes.

14



Figure 3.7: Average Wage for Grouped Regions

For quarterly divided groups, Quarter 1 showed the highest ratio of adding donations but

the differences are not big enough to discuss whether the quarters return any meaningful

results.

Figure 3.8: Frequency of Quarters

15



Figure 3.9: Percentage to Add Donations for Quarters

3.3 Model analysis and Performance Evaluation

In order to validate the training model results and prevent overfitting, diving dataset into

training-test groups is essential. For this study, 75% of the dataset was randomly selected

as training data, while 25% of the dataset was left out to be used as test validation data.

When the logistic regression fits the model, not all the features that go into the model

will have coefficients statistically significant. The process to eliminate features that are not

statistically significant (that has a p-value higher than 0.05) is necessary to have a robust

model. Initial logistic regression model from all the features in the data is below:

16



Figure 3.10: Initial Logitic Regression Summary

17



P-value for Grouped Region Northeast is 0.2064 (greater than 0.05) so it’s necessary to

eliminate this feature from the model because this coefficient for Northeast is not statistically

significant to reject the null hypothesis that the coefficient is zero. In other words, the high

p-value indicates changes in the predictor are not associated with changes in the target

variable. After eliminate the feature, the final summary of the model is below:

Figure 3.11: Final Logitic Regression Summary

18



To interpret the coefficients in the logistic regression model, odds are used as discussed in

the Chapter 2. The coefficients correspond to the log odds of the probability of adding dona-

tion feature to an event. After exponentiating the coefficient, odds are easily interpretable.

For example, an event categorized in organizations has e0.7901 = 2.204 odds of adding do-

nation feature. In other words, an “organization” event is 2.2 times likely to add donation

feature. On the other hand, if an event is about babies and kids, it is e−0.5528 = 0.575, 43%

less likely to add donation feature.

The model has statistically significant features, but it is also essential to check the perfor-

mance of the model in terms of predictability. This study will use confusion matrix and ROC

curve for the performance measures. From the below confusion matrix, there are 701497 true

positive values and 628903 true negative values. This means the accuracy for the test dataset

is 0.58. The model accurately predicted the outcome of 58% of the test features whether or

not an event would add a donation feature.

Figure 3.12: Donation Feature Confusion Matrix

19



Figure 3.13: ROC Curve

A robust model has the ROC plot that scews to the top left because smaller x-value

indicates lower false positive values, and larger y-value indicates higher true positive values.

The model is not strongly accurate with 58% accruacy, which makes sense that the ROC

curve is not curved to the upper-left corner. The reasons behind the lower accuracy will be

discussed in Chapter 5 Future Enhancement.
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CHAPTER 4

Donation Amount Analysis

4.1 Data Preprocessing

Another question raised from the Pledgeling stakeholders was what leads to more donations

from event participants. To answer this question, joining available data tables — Events,

Donations, and Organizations — was needed to take all aspects into account.

With the joined table, I followed similar methodology of handling missing values in ‘Date’

and ‘Region Code’ (State) and ‘Cause’ (Non-Profit Cause) by excluding data with missing

values in these essential columns since there is a large set of samples already. To focus

more on the recent events on the domain, donations that were created before 2017 July were

excluded. Additionally, country was filtered to be only US and beneficary type ’Crowdfund’

was excluded because this type is for self-fundraising events with no social cause.

Most features for the data were categorical variables at the highly granular level such

as state, category, and cause so grouping categories and transforming into dummy variables

had to be done to be able to input into models. 215 granular categories were mapped into 9

bigger categories and 51 states were grouped into 4 big regions in the US. 39 different granular

causes were mapped into 5 bigger causes as well. Also each event dates were mapped into

each month and four different quarters from Q1 to Q4. Following table demonstrate the

mapping for cause, and the other mappings are the same as those done in Chapter 3.
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Figure 4.1: Non-Profit Cause Mapping

4.2 Exploratory Data Analysis

For continuous target variable in this case being the donation amount from each order,

the first visual to check is the distribution of the variable. As expected, there were a few

donations with very high numbers such as $25,000 and $10,000, which can be deemed as

outliers, while most donations fell in the range of $10 to $50. Most people would not donate

more than $100 for public causes.

Figure 4.2: Histogram for Donation Amount

Donation goal was only available continuous predictor that an event host set, and it

was expected to see a linear relationship between Donation Amount and Goal. However,

from the below figure, I could not find a clear linear pattern between Goal and Donation
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Amount. This could be because a lot of event hosts do not set the goal amount, or they set

an unreasonably high amount on the goal.

Figure 4.3: Donation Amount vs. Donation Goal from an event

Next, we looked at total donations over time for different categories of events as well as

different social causes the donations of events went to. There were interesting seasonality

patterns for the categories. Weddings show peaks during late spring to summer, while birth-

day parties showed clear peaks during September and October, while declining in November

and December. These lower donation amounts during holiday times are related to lower

frequency of events during these times, given that people do not want to throw birthday

parties during holidays like Thanksgiving and Christmas breaks. Fall winter events showed

a huge peak in December of 2019.

As for social causes, public society and health causes indicated significant increase in do-

nation amounts in 2019 especially in Q4, while other causes relatively stated at the constant

level. These are correlated to the noticeable peaks for fall winter and organizations events

during the same weeks. Events during the holiday times seem to lead to more donations for

Public Society and Public Health related organizations.
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Figure 4.4: Donation for Grouped Categories over time

Figure 4.5: Donation for Grouped Causes over time
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Figure 4.6: Average Donation for Grouped Categories

The green dashed line is the average donation amount amongst the entire data at $49.

The average donation amount graph for an order for each grouped category is somewhat

similar to the percentage of adding donation feature in Chapter 3. Organizations showed

significantly higher average donation amount compared to other categories. The difference

with this visual is that weddings and get togethers have above-average donation amounts

and birthday parties had really low average donations.

Figure 4.7: Average Donation for Grouped Regions
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Average donations for grouped regions are similar to Chapter 3. West and northeast

show higher average donation amounts, which is supported by the average wages for these

regions. Average wages are high in states that are in these regions such as CA, WA, and

NY.

Figure 4.8: Average Donation for Grouped Causes

Average donation graph for grouped causes indicates that people tend to donate more to

arts & science causes followed by health and public society. There were a lot more events for

animals but average donations for animals-related non-profits were much lower than average.

Figure 4.9: Average Donation for Months

Average donation graph for each month contradicts what we saw in Chapter 3. There

were higher chance of adding donation features in Q1 and Q4, but average donations, on
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the other hand, were much lower in Q1. This is probably due to lower donation amounts for

birthday parties and fall winter events in Q1 which make up most of the events donations.

4.3 Model analysis and Performance Evaluation

Similar to Donation Feature Addition Analysis, it is necessary to divide dataset into training-

test groups. For this study, 75% of the dataset was randomly selected as training data,

while 25% of the dataset was used to measure the predictability with the trained model.

When the linear regression fits the model, not all the features that go into the model will

have coefficients statistically significant. The process to eliminate features that are not

statistically significant (that has a p-value higher than 0.05) is necessary to have a robust

model.

Initial linear regression model from all the features in the data is below:
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Figure 4.10: Initial Linear Regression Summary

28



P-value for Grouped Category — babies kids, design own, fall winter, and spring summer

— are 0.325, 0.132, 0.204, 0.549 respectively (greater than 0.05) so it’s necessary to eliminate

these features from the model because the coefficient for these features are not statistically

significant to reject the null hypothesis that the coefficient is zero. The relatively high p-

values indicate changes in these predictor varaibles are not associated with changes in the

target variable. After eliminating the features, the final summary of the model is below:

Figure 4.11: Final Linear Regression Summary

The coefficients in the linear regression models can be interpreted as how much the

continuous target variable increases with the increase in the continuous predictor variable

by 1 or with the inclusion of the categorical variable. For example, an event categorized in

organizations leads to increase of donation amount by $31 in average. On the other hand,
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if an event is for birthday parties, it will decrease the donation amount by $8.9 in average.

Goal does not have much impact in the donation amount since the coefficient for Goal is

near to zero.

One noticeable aspect of the linear regression summary is that R-squared for this model

is very low with 0.027. The low R-squared means data is very noisy with high variability.

Since the model has all the features with low p-values and low R-squared, the summary

indicates that the predictor variables still provide relevant information about the response

even if the data points fall further from the regression line. The model with low R-squared

is not able to provide precise predictions, but low p-values still indicate a real relationship

between the significant predictors and the response variable [4].

The predictability of linear regression models can be also checked with mean errors as

discussed in Chapter 2. This study will use Mean Absolute Error and Root Mean Squared

Error. Mean absolute error for the test data was around 29.7, while root mean square error

was around 79. Since both errors indicate high residuals in the prediction, we can conclude

that the model does not have good predictability even if it provides useful information about

relationships between predictors and the output variable.

Figure 4.12: Errors of Prediction

To discuss a low R-squared value again, it indicates that predictor variable is not ex-

plaining much in the variation of the dependent variable, in this case the donation amount.

The predictor variables, even though significant, are not accounting for much of the mean

of the dependent variable. There can be several reasons why R-squared is low from the

regression model. One could be that the predictor variables have non-linear relationships

with the dependent variable. Another reason could be that the existing predictor variables

are not enough to explain the variance of the dependent variable. From the limited dataset

of merely several categorical variables without any relevant continuous predictor variables,

it could be concluded that the model needs more relavent continous variables to be able to
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explain the variance in the predictor variable. On the other hand, since the initial objective

of the study was to extract important features that invite donations from events, as long as

these contributions of categorical variables are statistically significant, the study provided

a lot of relevant information about what kind of events generated more donation feature

considerations as well as donation amounts themselves.
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CHAPTER 5

Future Enhancement and Conclusion

5.1 Future Enhancement

In this thesis project, there are multiple areas where we can observe to make improvements.

For example, algorithms that can explain non-linear relationship between predictors and

output were not considered in the modeling. These black-box algorithms can improve pre-

dictability and fit of the model in some cases. There were, however, several reasons why

I considered linear and logistic regressions for the scope of this study. The stakeholders’

main focus was to see what kind of relationships features had with the output, and for

this interpretability, linear and logistic regressions were the best choices. Even if decision

tree algorithms provide feature importances, they are still not directly interpretable like lin-

ear/logistic regression’s coefficients. On top of this factor, the data itself was not useful for

predictability because there were only three or four categorical variables that were helpful as

predictors. Even if the large sample size helped the training phase, more continuous features

are needed to give better prediction results. Goal and State Average Wages were considered

as predictor features, but they were not successful in providing any useful insights in the

model. Adding more features will definitely help reduce the high variance in the model.

5.2 Conclusion

Plegeling and the stakeholders were interested in insights from their available data in Evite’s

events and donations. The questions I tried to answer for the stakeholders were what kind

of Evite events are more likely to add the donation feature provided by Pledgeling network,
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and what kind of Evite events with the added donation feature will make participants donate

more. With the insights provided by this study, the business stakeholders can make actions

to focus marketing and make promotions in certain regions or in certain time periods as well

as make their recommendations for non-profit causes in smarter ways.

Over the course of the study, the dataset was initially prepared, joined and cleaned. For

the preprocessing phase, proper filtering and handling missing values as well as mapping

features into grouped features were covered. The exploratory data analysis was extremely

important for this study since the graphs and visuals generate many useful insights regarding

the relationships between features and the target variable. There were noticeable trends in

the data such as events for organizations and weddings category generated higher average

donations versus birthday parties. Additionally, causes for Science and Public Society/Health

resulted in higher average donation amounts compared to Animals. Then we utilized these

pre-modeling insights to predict if an event will add a donation feature as well as how

much a participant will donate to an event. For modeling donation feature classification,

logistic regression was implemented to result in predictability of 58%. For donation amount

regression, linear regression was developed to indicate very low predictability with high

errors, but it still demonstrated statistically significant relationships between features and

the target variable.

All codes for this study can be found on Github [1].
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