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Abstract

The utilization of excited charge carriers in semiconductor nanocrystals (NCs) for optoelec-
tronic technologies has been a long-standing goal in the field of nanoscience. Experimental
efforts to extend the lifetime of excited carriers have therefore been a principal focus. To
understand the limits of these lifetimes, in this work, we theoretically study the timescales of
pure electron relaxation in negatively charged NCs composed of two prototypical materials:
CdSe and CdS. We find that hot electrons in CdSe have lifetimes that are five to six orders
of magnitude longer than in CdS when the relaxation is governed only by the intrinsic prop-
erties of the materials. Although these two materials are known to have somewhat different
electronic structure, we elucidate how this enormous difference in lifetimes arises from rela-
tively small quantitative differences in electronic energy gaps, phonon frequencies, and their
couplings. We also highlight that the effect of the phonons on electron relaxation is dominated
by a Frohlich-type mechanism in these charged systems with no holes.

Semiconducting nanocrystals (NCs) are
widely used in a variety of technologies for the
conversion between optical and electronic en-
ergy. One of their promising applications is
in the emission and manipulation of light within
the near infrared and terahertz frequency range,
where NCs can surpass the performance of bulk
materials.*® However, generating low-energy
light in devices presents several challenges, par-
ticularly the need for materials that support
spontaneous emission across narrow energy

gaps required for infrared light. This often
leads to long radiative lifetimes, increased non-
radiative decay, and consequently low quantum
yields. %10

In bulk materials, the continuous density of
phonons and charge carriers facilitates rapid
nonradiative cooling, leading to a loss of emis-
sion. In contrast, NCs exhibit discrete en-
ergy levels for electrons, holes, and phonons
due to the quantum confinement effect,!!!2
which can greatly reduce nonradiative pro-
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Figure 1: Overview of the hot electron relax-
ation in a n-doped NC. (a) Isosurface plots of
the |1P) and |1S) electron states in a CdS NC,
calculated using the semiempirical pseudopo-
tential model. The positive and negative phases
of the electronic wave functions are shown in red
and blue, respectively. (b) Comparison of the
nonradiative relaxation of an exciton in a neu-
tral NC and a hot electron in a doped NC. The
electron and hole are represented by blue and
red circles, and dissipation through phonons is
illustrated with curly yellow arrows. This work
is focused on the decay of hot electrons without
a hole.

cesses by minimizing energy-conserving scatter-
ing events. 315 Notably, the transition between
the |1P) and |1S) electron states in II-VI semi-
conductor NCs has been proposed as an op-
timal system for generating infrared and ter-
ahertz photons (see Fig. 1).510:16.17

This prospect has motivated many studies
of hot electron cooling in II-VI semiconduc-
tor NCs. 21018727 Experimentally, creating and
measuring hot electrons with long lifetimes in
NCs is challenging. When the ground state
is excited optically, it creates an electron-hole
bound pair (exciton), resulting in rapid non-
radiative relaxation of both charge carriers?®

to their corresponding band edges due to an
exchange-assisted process.?*3° To address this,
many studies have aimed at spatially separat-
ing the electron and hole or eliminating the hole
entirely.1%3! In principle, removing the hole en-
tirely creates a negatively charged (or n-doped)
NC,% and if this electron could be made hot,
then it cannot cool via the exchange-assisted
mechanisms, but eventually relaxes to the |15)
ground state by interacting with the NC lat-
tice vibrations on longer timescales (see Fig. 1).
The challenge for low-frequency light genera-
tion is to identify conditions where this non-
radiative phonon-assisted relaxation from the
|1P) to the |1S) state is slower than the radia-
tive lifetime of the |1P) electron, estimated to
be in the sub-microsecond timescale? (see also
Fig. 4 below).

In this Letter, we investigate hot electron
cooling in CdSe and CdS NCs under condi-
tions where the transition rate between elec-
tron states is governed solely by phonon scatter-
ing, known as the “phonon bottleneck” regime.
We first present a model developed within
the semiempirical pseudopotential framework,
which incorporates polar bonding and Frohlich
interactions between electrons and nuclei. Us-
ing this model, we analyze the phonon-limited
cooling rates from the |1P) manifold to the |15)
state (see Fig. 1), demonstrating a strong de-
pendence on the composition and size of the
NCs. We find that in CdS, the lifetimes vary
by three orders of magnitude across a size range
of 3.7 to 6.2 nm in diameter. Moreover, we
demonstrate that lifetimes in CdSe are 5—6 or-
ders of magnitude longer than those in similarly
sized CdS NCs across the size range studied,
and exceed recent experimental measurements.
We then explore how minor quantitative dif-
ferences between CdS and CdSe contribute to
this substantial variation in the “phonon bot-
tleneck” regime of hot electron cooling rates.
Finally, we examine the cooling of higher en-
ergy electron states, revealing that the P — §
transition is the rate-limiting step.

To describe the hot electron cooling process,
we simulate the quantum dynamics of a model
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Figure 2: Overview of the model and fit fidelity. Band structures of bulk CdS (a) and CdSe
(b), computed from the pseudopotential Hamiltonian and compared to reference data.3? A slice of
the bulk CdS (c) and CdSe (d) electron-phonon coupling tensor g';(k,q), where q is the phonon
wavevector (see SI for more details), and we plot results for k = I', ¢ = j = conduction band.

We plot all modes « in terms of their atomic positions and Cartesian axes. Reference values are

computed from density functional perturbation theory (DFPT).

Hamiltonian consisting of three terms, %3
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The first term describes the electrons in the
nanocrystal in the basis of the corresponding
one-electron eigenfunctions |¢;) and associated
energies ¢; (further details below). The second
term describes the NC nuclear motions in the
normal mode representation, each with its asso-
ciated (mass-weighted) momentum P? and dis-
placement @i The normal modes and the cor-
responding frequencies w, were computed by
diagonalizing the dynamical matrix using the
Stillinger-Weber force field at the equilibrium
NC geometry.?® The final term describes the
coupling between electron states and the nor-
mal modes to first order in the normal modes
displacements, @Q,, with magnitudes given by3"

33,34

‘/1_(71 _ <¢] 3Vc1cc b;).

The electron states and V§ were com-
puted from a semiempirical pseudopotential
model.?¥4? Two important aspects of our
model differ from previous work. First, our
model is parameterized to recover most accu-
rately the states and energies of excess electrons
above the bandgap, since we are focused on
electron dynamics in negatively charged NCs.
Second, our model explicitly captures long
range Frohlich-type interactions between the
electrons and nuclei,*® which have a large im-
pact on the dynamics in charged systems. The
total potential felt by an electron (Vge.) was
modeled as a sum of spherical, atom-centered
functions which include the well-established
short range functions* vgpere plus an additional
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Figure 3: Real time dynamics of electron population in the |1P) manifold for various diameters of
(a) CdS and (b) CdSe NCs (7" = 300K). The inset shows a representative example of the sub-
picosecond mixing between the 3 states in the |1P) manifold (4.5 nm CdS is shown). When the
|1P) population decays to zero, the electron is fully relaxed to the |15) state.

long-range Coulomb tail:

Natom

Vae®) = > [t (I7 = Ra)

«

aerf( A r — Ra|)]‘

|I' . Ra| (2)

Here r labels the position of the electron and
R, the position of nucleus « in the NC. The
parameters used in v§ . (|r|) as well as A and
c* were fitted to reproduce the bulk band struc-
ture and electron-phonon coupling determined
from first-principles calculations (see Fig. 2).
The addition of the Coulomb tail into the atom-
centered potentials allows us to capture the ef-
fects of the variable effective charge on atoms
that form polar bonds such as Cd-S and Cd-Se,
giving rise to Frohlich-type interactions. This
is reflected in Fig. 2c¢,d, where our model re-
produces the ab initio divergence of electron-
phonon coupling strength as q — 0 (I' point).
See the the SI for more details on the pseudopo-
tential model and the parameterization of the
Hamiltonian.

The real-time dynamics of hot electrons (with
no hole counterpart) transitioning from the
|1P) manifold to the |15) state were simulated
using a quantum master equation that describes
populations and memory effects to second order
in the dressed electron-phonon couplings, 13:45:46
based on the model Hamiltonian (cf. Eq. (1)).
To account for higher-order multiphonon re-
laxation channels in our perturbative descrip-
tion of the dynamics, we performed a unitary
polaron transformation®® on the Hamiltonian
given by Eq. (1) (see SI for more details).

The population dynamics for a series of CdSe
and CdS NCs of different sizes are shown in
Fig. 3. These dynamics describe pure nonra-
diative relaxation of the charged NCs from the
|1P) manifold to the |15) state at 300 K. Our
model excludes trap states in this energy gap
and the relaxation proceeds entirely via cou-
pling to lattice vibrations. One prominent fea-
ture of the results is the rapid decrease in |1P)
lifetime with increasing particle size in CdS.
The lifetime decreases by ~ 3 orders of mag-
nitude as the particle diameter increases from
3.7 nm to 6.2 nm. Another prominent feature



of the dynamics in Fig. 3 is the significant slow-
down of relaxation in CdSe compared to CdS.
The relaxation dynamics are so slow in CdSe
(more below) that we were only able to converge
the dynamics for the largest particles. Compar-
ing the results for CdS and CdSe for the largest
particles, we find the CdSe dynamics are slower
by approximately six orders of magnitude than
in similarly sized CdS NCs. In addition, the
short-time dynamics (¢ < 100fs) in CdS exhibit
a damped oscillation, assigned to the coupling
to optical vibrational modes, not observed in
CdSe due to the weaker electron-phonon cou-
plings and the longer hot electron lifetimes.

These dramatic differences in the behavior of
the electron in CdS and CdSe can be seen even
more clearly in Fig. 4a, where we plot the re-
laxation rates computed from fitting the pop-
ulation dynamics to an exponential decay. To
explain the discrepancy, we plot in Fig. 4b the
computed energy gap between the |1P) man-
ifold and the |1S) state as a function of NC
size. For the P — S transition to occur in our
model, the |1P) electron needs to transfer this
amount of energy to the lattice vibrations. To
characterize how much each normal mode can
contribute to this process, we plot in Fig. 4c¢ the
spectral densities, defined as,

Sij(w) =7 waA(w — wa)- (3)

Here, A% = 3( Z—z)z is the mode-wise reorganiza-
tion energy and d(w) is the Dirac delta function.
In both CdS and CdSe, the high frequency opti-
cal modes (33 meV for CdSe, 50 meV for CdS)
have the largest contributions via the Frohlich
interaction, with other significant peaks com-
ing predominantly from low frequency acoustic
modes. However, throughout nearly the entire
frequency range the CdS modes have peaks that
are ~ 5 — 10 times larger than in CdSe. The
combined effect of all modes can be summa-
rized by the total reorganization energy for the
transition, Apg = 7" [ dwSps(w)/w, which we
compute to be A\pg ~ 14 meV in CdS and
Aps ~ 2.4 meV in CdSe. Therefore, based
on the magnitude of the reorganization energy,
Aps, which reflects the strength of the electron-

phonon coupling, we can conclude that CdSe
will exhibit slower relaxation than CdS. How-
ever, other factors, which we will discuss next,
play a more significant role in influencing the
relaxation dynamics.

In both NCs, the highest optical frequen-
cies are smaller than the 1P — 1.5 energy gaps
(Fig. 4b,c) and consequently, multi-phonon pro-
cesses are required to enable the transition. In
this regime, the transition rate is expected to
depend exponentially on the 1P — 1.5 energy
gaps,®! and since this gap depends on the NC
size, we expect to the nonradiative rate to in-
crease rapidly with the diameter of the NC. Ad-
ditionally, we expect the rate to contain a multi-
plicative factor which decays exponentially with
the number of phonons needed to achieve res-
onance ~ E’iE—;hEg.‘r’z These factors explains our
above observation of a rapid decrease in |[1P)
lifetime with increasing CdS NC size; within
this size range, the energy gap decreases signif-
icantly, dropping by more than 50% as the NC
size increases from 3.7 nm to 6.2 nm.

Comparing the results for CdSe and CdS
across various NC sizes, we observe that the
1P —1S gap in CdSe is consistently 50—60 meV
larger than that of similarly sized CdS. By fit-
ting the CdS rates in Fig. 4a to an exponen-
tial function of the energy gap, we can esti-
mate that this difference alone contributes only
about 1 order of magnitude to the total dif-
ference between CdS and CdSe (for intermedi-
ate to large sizes). The additional discrepancy
emerges because CdSe has lower energy optical
modes, and the combination of larger gaps and
lower frequencies requires higher order multi-
phonon processes to conserve energy during the
transition. For example, for an intermediate-
sized NC (4.5 nm), CdSe would need approx-
imately 10 optical phonons to bridge the gap,
whereas CdS would only require about 4 op-
tical phonons. This factor together with the
smaller electron-phonon couplings in CdSe con-
tributes the additional multiplicative factor®?
to the nonradiative decay rate that is ~ 5 or-
ders of magnitude smaller in CdSe compared to
CdS.

The discrepancies between our calculations
and the experimental measurements for CdSe
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Figure 4: (a) 1P-1S non-radiative cooling rates for CdS and CdSe, corresponding to the dynamics
from Fig. 3, along with the radiative emission rates calculated using the pseudopotential model (see
SI for more details). We also show experimental values for CdS*” and CdSe.*® The major contribut-
ing factors to the non-radiative rates are (b) the 1P-1S energy gaps, and (c) the electron-phonon
coupling displayed in terms of the spectral density Sjpy sy(w), shown here for a representative NC
size ~ 5.5nm. In (b) the dashed lines result from our pseudopotential model, while the solid lines
are determined by an effective mass model for comparison. % For visualization in (c), we plot the
d-function in Eq. (3) as a box function with width dF = 0.4 meV and height 1/dFE.

suggest that additional factors not considered
in our model may play a significant role in
explaining the channels for hot electron cool-
ing in experiments. In particular, our model
makes several assumptions about the surface
of the NCs, and a more accurate treatment
may be necessary to account for interactions
with ligand vibrations,*® trap states, or sur-
face charge residues (holes or other electrons).
While these factors could qualitatively alter the
cooling mechanism, our results suggest that by
reducing NC size and minimizing trap states
near the S — P gap, it is possible to achieve

sufficiently long cooling times for infrared and
terahertz technologies.

As a final point of analysis, we note that ex-
perimental preparation of hot electrons without
a hole counterpart is not straightforward?* and
therefore may not be able to easily “initialize”
the electron in the |1P) manifold, as we have
done in Figs. 3 and 4. For example, in schemes
that rely on trion recombination to generate a
hot electron,” the electron would start with en-
ergy comparable to the optical gap above the
band edge. In Fig. 5, we analyze the dynamics
of electrons that begin in states higher in energy
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states higher than |15) in 4.5nm CdS. The en-
ergy of |1S5) is set to 0. (b) Dynamics of hot
electrons starting from various states above the
|1P) manifold (each in a different color). The
y-axis shows the energy expectation value of the
electron as its population spreads out over mul-
tiple states during its time evolution. The cool-
ing timescales to |15) are all very similar to the
1P — 1S transition (see Fig. 3)

than |1P). Fig. ba shows the energy spectrum
of electron states above |15) in a representative
example of 4.5 nm CdS.

Beyond the lowest-lying 1P — 1S5 gap, there
are other gaps that appear at higher energies
that are comparable in size to the 1P — 1.5 gap.
It would be reasonable to expect that these siz-
able gaps contribute additional “bottlenecks”
in the hot electron cooling process. However,
we find that in general this is not the case. In
Fig. 5b we show the real time dynamics of a
hot electron in a 4.5 nm CdS NC. In this case,
the higher energy electron is able to decay to
the |1P) manifold faster than the 1P — 1S
transition occurs because all of the higher en-
ergy gaps are still small enough to allow for
rapid relaxation to the |1P) manifold. Due to
the exponential dependence of the rate on the
gap, even the high energy gaps that are only
~ 40meV smaller than the 1P — 1S gap still
decay much more rapidly. We find that the
1P — 15 gap is the largest across both mate-
rials and all NC sizes studied, suggesting that

the rates measured in experiments that start
with very hot electrons are still dominated by
the P — S transition.

In summary, we have used a model Hamil-
tonian parameterized by a semiempirical pseu-
dopotential method to simulate the nonradia-
tive relaxation of hot electrons with no counter-
part hole in CdS and CdSe NCs. When the dy-
namics are governed solely by intrinsic electron-
phonon coupling, we find that electrons in the
|1P) state decay to the |1.S) state ~ 5—6 orders
of magnitude slower in CdSe than CdS. Addi-
tionally, we find that the rate changes rapidly
with system size, increasing by three orders of
magnitude as the NC size is increased. The
differences between CdS and CdSe NCs, along
with the size dependence of the nonradiative
rate, were explained in terms of the coupling
strength, the order of the multiphonon process,
and the energy gaps between the [1P) and |15)
states. While our calculations of the nonradia-
tive lifetimes for CdS agree with experiments,*”
they disagree with recent experiments for CdSe
that found no change in the [1P) lifetime as
the size was varied from 4.2 nm diameter to
5.5 nm.2* While the experimental trends with
size are still not clear,® the lifetimes measured
in these experiments are indeed substantially
shorter than is predicted by our simulations
and require further work to fully understand
the dominant experimental factors causing hot
electron relaxation in CdSe.
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Semi-empirical pseudopotentials with long-range effects

For the computation of the electronic structure of the CdS quantum dot, we employed

the semi-empirical pseudopotential method.S! This approach has been used to describe the
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vibronic and optical properties of nanocrystals (NCs) and has been validated for I1I-V,52 1I-
V1,356 and perovskite NCs.57 In this approach, the total potential felt by an electron near

the band edge is decomposed as a sum of atom-centered, spherically symmetric functions,

Viot(T) :Zvu(|r_Ru|)7 (S1)

I

where r is the position of the electron and R, is the position of atom p. In previous
works, the atomic potentials have been parameterized by short-range forms in real space,
Le. v,(jr — Ry|) ~ exp(—|r — R,[?) for [r — R,| — co. As noted above, this choice has
been satisfactory to accurately describe optical excitations in a variety of systems. In part,
this choice has been made due to the relative ease of transforming the potentials between
real space and reciprocal space. This is a crucial component of the method, in which the
functional forms are accurately parameterized by fitting to bulk band structures, and then
transformed to real space for simulation of the NC.

The consideration of charged excitations in this work, rather than neutral optical exci-
tations, has revealed limitations of the traditional pseudopotential form. While the energies
are still well described, the couplings between electrons and nuclear motion are not (see
Fig S1). To assess the pseudopotential and eventually parameterize it to recover accurate
couplings, we computed ab initio reference data in bulk CdS and CdSe using density func-
tional pertubation theory (DFPT)585% with the PBEsol functional in the Quantum Espresso

software package.5!® The bulk couplings are expressed,

09,(|g; — g)|; Ry

ik +q)), (52)

where k is the electronic wavevector, q is the atomic displacement (phonon) wavevector,
1; ; are one-electron eigenfunctions in bands 7 and j, and v, is the Fourier transform of the
atomic pseudopotential to reciprocal space, where g; is a plane wave basis vector.

The most prominent feature of the ab initio couplings in both CdS and CdSe is the
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Figure S1: Failure of short-range pseudopotentials to capture Frohlich coupling in CdSe and
CdS. Using short-range pseudopotentials,>* the band energies of (a) CdS and (b) CdSe can
be reproduced well. However, the electron coupling to atomic motions cannot recover ab
initio DFPT results in either (¢) CdS or (d) CdSe. Plotted in (c)-(d) is a slice of the bulk
electron-phonon coupling tensor g;';(k, q), (see Eq. (S2)), with k =T, i = j = conduction
band. We plot all modes p in terms of their atomic positions and Cartesian axes.

divergence as q — 0 (I-point). This is a signature of the Frohlich coupling mechanism, 5!
which emerges from the long-range interactions between electrons and nuclei with an effective
charge. We note that this effect is present in all semiconductors that form polar bonds. When
considering optical excitations, this effect may be small due to the equal and opposite charge
of the bound electron and hole, but in charged systems it is dominant.

In this work, we account for the long range Frohlich-type interactions by adding a long-

range Coulomb term to the well-established short range functions.%? The total potential is

S-3



thus decomposed in reciprocal space as,

Vit (g1, 85) Z”u g — giliRy) =D [ (I — g Ry) + 0% (lei — g Ry =

o
—\gz‘—gj|2>
2 14 ex — 5
_ Z g — ’ — — dra p( N e i(8i—8;j) Ry
az exp aslgz gil’) —1 lgi — ;]

(S3)

Here, the parameters {ag, a1, as, as, as, \} are tuned to reproduce the bulk band structureS3

and ab initio electron-phonon coupling reference data (see Fig. 2 in the main text), as well
as the conduction band effective masses reported from experiments.5'* The first term in
Eq. (S3) is a well established short-range function in real space.>%5' We introduce the
second term, which Fourier transforms to the long-range Coulomb potential %W
real space, enabling our model to capture the Frohlich-type interaction (see Fig. 2 in the
main text). Crucially, the a} parameters of the long-range term must satisfy the charge
neutrality-type condition > i con @ = 0.

For our simulations, we use the parameter values listed in Tables S1-S2. The atom-
centered potentials are then converted to a real-space form, denoted v, (|r — R,|) by stan-

dard three-dimensional Fourier transform. These real-space potentials are more amenable

to simulating nanosystems.

Table S1: Table of the CdS pseudopotential coefficients ag to ay and A for Cd and S

ag ai as as ay A
Cd | -31.450808 | 1.665222 | -0.16198998 | 1.672854 | -0.625 | 0.2
S 7.665165 | 4.444229 1.384734 0.2584K866 | 0.625 | 0.2

Table S2: Table of the CdSe pseudopotential coefficients ag to ay and A for Cd and Se. The
Cd potential is not the same as Table S1 because the atom has a different long-range effective
charge in CdSe compared to CdS.

ag ax ao as Qy A
Cd | -31.45180 | 1.3890 | -0.04487776 | 1.659671 | -0.248 | 0.2
Se | 8.49210 | 4.35130 | 1.3558211 | 0.3236369 | 0.248 | 0.2
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To remove surface trap states from the gap and cancel macroscopic electric fields gener-
ated by the faceted surfaces of the quantum dot, we attach fictitious ligand potentials to the

dangling bonds at the surface. These potentials take the general form,

—|r — Ro|? aglerf(Alr — R
vug(lr—Ro|>=coeXp(M)+02| ilerf(Alr — Ro|)

Ir — Ry (54)

&

We use 4 different ligand potentials, due to the shape of the charge distribution in the bare
faceted quantum dot. The long-range components of these potentials were fit to account for
the balancing of the charge of the entire quantum dot and ligands. The parameters of the 4
ligands potentials are given in Table S3. P3 passivates the dangling bonds of Cd atoms on
facets that are perpendicular to the c-axis. P4 passivates the dangling bonds of S/Se atoms
on facets that are perpendicular to the c-axis. P1 passivates Cd atoms on all other facets,
while P2 passivates S/Se atoms on all other facets. The potentials have the same form for
CdS and CdSe.

Table S3: Parameters for the 4 distinct ligand potentials on the surface of the CdS quantum
dot. P3 and P4 passivate atoms only on facets that are perpendicular to the c-axis, while
P2 and P3 passivates atoms on all other facets.

Co c1 Co passivates
P1 ] 0.64 | 2.2287033 | -0.25152663 Cd
P2 | -0.384 | 2.2287033 | 0.24206696 S/Se
P3| 0.64 | 2.2287033 | -0.24132418 Cd
P4 | -0.384 | 2.2287033 | 0.2535023 S/Se

Model Hamiltonian and hot electron relaxation dynam-
ics

We utilized the semi-empirical pseudopotentials outlined above along with the Stillinger-

Weber force field5!6 to parameterize the electronic and nuclear Hamiltonian given by H =
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Hel + Hnu + Helfnu>Sl77SI8 where

Hel = Z En |wn> (%l (85)
Z P2 + w2 2 (S6)
el nu Z |¢n ¢m| Z . (87)

For the electronic part, F, and |¢,) were obtained from the eigenvalue solution of quasi-

electron Hamiltonian, A,

1
h, = §v2+%:vu(|r—Ru,0 ). (S8)

We used the filter diagonalization technique®™ to calculate the quasi-electron states near
the bottom of the conduction band, including one |1S5) and three |1P) electronic states.
The nuclear degrees of freedom were represented using the Stillinger-Weber force field,5?
with the reference geometry Ry being the energy minimum. The normal mode frequencies
w, and coordinates were calculated by diagonalizing the Hessian matrix at Ry under the
harmonic approximation. P, and ), denote the mass-weighted normal mode momentum
and coordinates, respectively, for mode a. The transformation between the atomic and
normal modes is given by Q, = ka \/EEuk,a(Ruk — Rykp0), where k = z,y,z and M, is
the mass of atom u. The electron-phonon coupling between the and electron in state |1),)

and |1,,) with respect to mode « is denoted as V%, and can be related to the derivative of

nm?’

the pseudopotential by 57

ov,

Vi, = (tn |8Qa Ym) = ZJ_ e wn|aRM ) - (S9)

To calculate the transition rate k,_,,, from state |1,) to |i,) (or 1P to 1S transition in

this case), we first apply a unitary small polaron transformation, with displacement operator
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@

eS = e2nSnln)nl and S, = —% PN %Pa, leading to a transformed Hamiltonian of the form:

P? 1
_ . Srr.-S _ a 2 2 a Sury ,—Sm
H=¢>He ™™ = En En [Un) (Vm]+ Ea 5 —|—§wa S+ ngm |t ) (V] Ea Ve e”mQqe (S10)

In the above, the new system energy ¢, = E,, — ), is shifted by the reorganization energy
A =D, % relative to F,. The purpose of performing the polaron transform is to
renormalize the interstate couplings V{3, improving the performance of perturbation theory
while incorporating multi-phonon processes.

To compute the rate k,_,,,, we employ Fermi’s golden rule treating the dressed off-

diagonal electron-phonon coupling term, gnm = >, Ve e9nQue”5m, perturbatively. The

transition rate between states can then be written as

13

I L —
bt = 33 [ Are T (g0 () (O (s11)
—t

where <-)eq represents the average over the equilibrium nuclear degrees of freedom. The

correlation function in the above equation can be expressed analytically asS?!

(Gom ()G (0)) e = [1(7)* +1(7)] fro(7) (S12)
where
1) = 3522 (Vi Vi) + 525 (Vi = Vi) [0+ 1) g
I(t) = i % [(no 4+ 1)e™ ™" + nyeet]

(VnO;L - vrgm)2 (Vn();l B Vrgm)Q —iwat iwat
Jrell) = p{z TGt D) g (o D ot o

(S13)

In Eq. (S13), Bose factor n, = 1/(e°™= — 1), and the Franck-Condon prefector fpg(t) is the
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same term appearing in the Marcus and Forster theories.
The relaxation dynamics were then generated using a quantum master equation with

rates computed using Eq. (S13):

B 5 p k) = 3 2t (514)
= =
or in the matrix form
PO _ k() ($15)
where
Kunll) = buoa(®) (1), Kon(t) = = 3 K0, (516)

m#n
and p,(t) is the population of state [¢,). For the relaxation dynamics of CdSe NCs, we
made an additional Markovian approximation where k,,,(t) is replaced with its long-time
limit k(oo). This is suitable for hot electron cooling with timescales much longer than the
bath response time.
Fig. 3 in the main text plots the population p, () for electron relaxation among three 1P

and 18 states. The initial population was placed in the highest energy 1P state.

Radiative lifetimes

We use the following expression to estimate the radiative lifetimes as 7., = 1/ kyaq: 522

o = 2200218 (161 11 ) P (517)
3e,hc?

In the above, wip_1s = (E1p — Eis)/h, c is the speed of light, ¢ is the vacuum permittivity,

and the transition dipole moment is computed using the |1P) and |15) states.
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