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Abstract of the Thesis

A Comparative Analysis of SRAM Sense
Amplifiers

by

Kejian Shi

Master of Science in Electrical Engineering

University of California, Los Angeles, 2017

Professor Asad A. Abidi, Chair

The operation of the voltage-mode and current-mode sense amplifiers (VSA and

CSA) is explained in detail. Analytical expressions for o↵set arising from random

FET mismatch are derived. The mechanism of two o↵set reduction method for

VSA is explained. The supply-dependent o↵set for CSA is shown. The o↵set

combined with signal attenuation define a figure-of-merit. The current-mode sense

amplifier is shown to be superior at VDD < 0.6 ⇠ 0.7V.

ii



The thesis of Kejian Shi is approved.

Subramanian S. Iyer

C.-K. Ken Yang

Asad A. Abidi, Committee Chair

University of California, Los Angeles

2017

iii



To my parents . . .

iv



Table of Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . 4

2 O↵set Voltage Comparison for Sense Amplifiers . . . . . . . . . 6

2.1 A Generalized Mathematical Proof for Optimal O↵set Design . . 7

2.2 Cross-Coupled Inverter . . . . . . . . . . . . . . . . . . . . . . . . 11

3 Voltage-Mode Sense Amplifier Analysis . . . . . . . . . . . . . . 15

3.1 Phase Plane and Separatrix . . . . . . . . . . . . . . . . . . . . . 15

3.2 VSA Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2.1 Pre-Amplification Gain . . . . . . . . . . . . . . . . . . . . 17

3.2.2 Sensing Speed . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.3 O↵set Voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3.1 Threshold Mismatch . . . . . . . . . . . . . . . . . . . . . 19

3.3.2 � Mismatch . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3.3 Total O↵set Voltage . . . . . . . . . . . . . . . . . . . . . 21

4 VSA O↵set Reduction Methods . . . . . . . . . . . . . . . . . . . 22

4.1 VSA O↵set Reduction: SAE Transition . . . . . . . . . . . . . . . 22

4.1.1 Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4.1.2 O↵set Reduction . . . . . . . . . . . . . . . . . . . . . . . 24

4.1.3 Sensing Speed . . . . . . . . . . . . . . . . . . . . . . . . . 25

v



4.2 VSA O↵set Reduction: Skewing PGB and SAE . . . . . . . . . . 26

4.2.1 Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.2.2 O↵set Reduction . . . . . . . . . . . . . . . . . . . . . . . 28

4.2.3 Sensing Speed . . . . . . . . . . . . . . . . . . . . . . . . . 29

5 Current-Mode Sense Amplifier Analysis . . . . . . . . . . . . . . 30

5.1 Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

5.1.1 Sampling Phase . . . . . . . . . . . . . . . . . . . . . . . . 30

5.1.2 Propagation Phase . . . . . . . . . . . . . . . . . . . . . . 32

5.1.3 Regeneration Phase . . . . . . . . . . . . . . . . . . . . . . 33

5.1.4 Sensing Speed . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.2 O↵set Voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.2.1 N1 Pair . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.2.2 N2 Pair . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.2.3 Total O↵set Voltage . . . . . . . . . . . . . . . . . . . . . 35

6 VSA and CSA Comparison . . . . . . . . . . . . . . . . . . . . . . 37

6.1 O↵set Voltage Comparison . . . . . . . . . . . . . . . . . . . . . . 37

6.2 Sensing Speed Comparison . . . . . . . . . . . . . . . . . . . . . . 39

6.3 FoM Comparison and Supply Dependency . . . . . . . . . . . . . 39

7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

vi



List of Figures

1.1 (a) Voltage-Mode Sense Amplifier (VSA) ; (b) Current-Mode Sense

Amplifier (CSA). . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 (a) SRAM read circuit used in this thesis ; (b) 6T SRAM cell; (c)

Equivalent circuit of 6T SRAM cell when WL is high; (d) Di↵eren-

tial equivalent during small signal development; (e) Typical timing

diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 (a) Cross-coupled inverter; (b) Di↵erential-mode equivalent circuit;

(c) Common-mode equivalent circuit. . . . . . . . . . . . . . . . . 11

2.2 Monte-Carlo simulation of cross-coupled inverter minimum o↵set

voltage on di↵erent initial common-mode voltage VCM(0). . . . . . 14

3.1 Voltage-Mode Sense Amplifier (VSA). Transistor sizing: MP =

560n/60n, MST = MAT = 2MP , MN = 4MP . . . . . . . . . . . . . 17

3.2 (a) Equivalent circuit of VSA pre-amplification phase; (b) Common-

mode, (c) Di↵erential-mode equivalent circuit. . . . . . . . . . . 18

3.3 Phase plane plot (VCM vs. VDM taking time t as a parameter) for

10% � mismatch. . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4.1 (a) Common-mode equivalent circuit, (b) Di↵erential-mode equiv-

alent circuit during SAE transition; (c) I decomposition. . . . . . 23

4.2 O↵set reduction vs. SAE transition time plot. . . . . . . . . . . . 26

4.3 (a) Common-mode equivalent circuit, (b) Di↵erential-mode equiv-

alent circuit during pre-amplification phase; (c) I decomposition. . 27

4.4 O↵set reduction by skewing PGB and SAE signals by 10ps. . . . . 28

vii



5.1 Current-Mode Sense Amplifier (CSA). Transistor sizing: MST =

560n/60n, MN1 = MN2 = MP = 2MST . . . . . . . . . . . . . . . . 31

5.2 Di↵erential-mode equivalent circuit of CSA: (a) Sampling Phase;

(b) Propagation Phase; (c) Regeneration Phase. . . . . . . . . . . 32

5.3 Di↵erntial equivalent circuit when mismatches are considered: (a)

Sampling phase; (b) Propagation phase. . . . . . . . . . . . . . . 33

5.4 CSA o↵set vs. CL/CC . (28nm CMOS: AV
tN

= 2.5mV · µm, A�
N

=

0.5% · µm. [1]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

6.1 FoM comparison of VSA and CSA on di↵erent supply voltage. . . 40

viii



List of Tables

3.1 Measured RMS o↵set Vs. calculated o↵set (28nm FDSOI: AV
tN

=

1.7mV · µm, A�
N

= 0.5% · µm. [2]) . . . . . . . . . . . . . . . . . 21

ix



List of Symbols

Avt Pelgrom coe�cient for threshold voltage.

Icell Read current from SRAM bit-cell.

N Number of FET pairs.

Si Area of one FET of i-th FET pair.

Stot Half of total area of all FET pairs.

T SRAM Sensing window.

VDD Supply voltage.

Vos Input-referred o↵set voltage.

Vt0 Threshold voltage of a NFET.

�Vti Threshold voltage mismatch of i-th FET pair.

� FET transconductance coe�cient.

�x Standard deviation of random variation x.

ai Coe�cient of i-th FET pair in Vos expression.

ASP CSA sampling phase gain.

AV
tN

Pelgrom coe�cient for NFET shreshold.

AV
tP

Pelgrom coe�cient for PFET threshold.

A�
N

Pelgrom coe�cient of �N .

A Constant.

B Constant.

x



C

0
L Common-mode load capacitance.

CC CSA node C di↵erential capacitance.

CL Di↵ernetial-mode load capacitance.

CBL Di↵erential bitline capacitance.

Cin SA input capacitance.

Cwire Wiring capacitance.

C Constant.

EIC Equivalent initial condition.

Gm Inverter transconductance.

GAT Conductance of AT.

Gain VSA preamplification gain.

I(t) Di↵erential current injected due to mismatch and AT imbalance.

ID Drain current of a FET.

IPP CSA propagation phase common-mode current through N2.

ISP CSA sampling phase common-mode current through N1.

Imis,N1 Di↵erential current injected by N1 mismatches.

Imis,N2 Di↵erential current injected by N2 mismatches.

Imis Di↵erential current induced by mismatch.

RAT AT resistance.

SN Area of one NFET.

xi



SP Area of one PFET.

SAT Area of one access transistor.

SN1 Area of one N1 transistor.

SN2 Area of one N2 transistor.

TPP CSA propagation phase duration.

TSP CSA sampling phase duration.

V

0
CM VCM � (VDD � |VtP |+ VtN)/2.

V

0
DD VDD � |VtP |� VtN .

VC(t) CSA node C di↵erential voltage.

VG Gate voltage of a FET.

VO(t) CSA output di↵erential voltage.

VCM(t) Common-mode voltage as a function of time.

VDM(t) Di↵erential voltage as a function of time.

VO,CM CSA output common-mode voltage.

VTH Inverter trip point.

Vid CSA di↵erential input voltage.

Vmis,N1 �VtN1 +
V
ov,N1

2
��

N1

�
N1

.

Vmis,N2 �VtN2 +
V
ov,N2

2
��

N2

�
N2

.

Vos,N1 O↵set induced by N1.

Vos,N2 O↵set induced by N2.

xii



Vos,� O↵set induced by � mismatch.

Vos,i O↵set voltage with ith FET pair contribution only.

Vos,min Minimum o↵set voltage.

Vos,t O↵set induced by NFET threshold voltage mismatch.

Vov,N1 N1 overdrive voltage.

Vov,N2 CSA N2 overdrive voltage.

Vt,AT AT threshold voltage.

VtN NFET threshold voltage.

VtP PFET threshold voltage.

W (t)�1 Time evolution function.

�VCM(t1) Common-mode voltage drop at time t1.

�x x mismatch.

�N NFET transconductance coe�cient.

�P PFET transconductance coe�cient.

�AT AT transconductance coe�cient.

�N1 CSA N1 transconductance coe�cient.

�N2 CSA N2 transconductance coe�cient.

⌘ RC delay attenuation ratio.

A N ⇥N matrix.

F Nonlinear operator defined in state space.

xiii



xn Fixed point in state space.

x(t) State variable vector.

FoM Figure of Mirit.

⌧1 Time constant defined by ST and AT.

aN Coe�cient of NFET pair in Vos expression.

aP Coe�cient of PFET pair in Vos expression.

bi Coe�cient.

gmN2 N2 transconductance.

gmN NFET transconductance.

gmP PFET transconductance.

gmd1 CSA N1: @ID/@VD.

kN2 Coe�cient of N2 pair in Vos expression.

k� Slope of separatrix.

k Constant.

n Body e↵ect coe�cient in EKV model.

s+ Positive (real part) pole.

s� Negative (real part) pole.

sr VSA regeneration phase pole.

sRP CSA regeneration phase pole.

smax Maximum of sre(t).

xiv



spre VSA preamplification pole.

sre Regeneration pole.

t

0
tran SAE rise time for AT and N both on.

t

0 The moment VSA preamplification phase ends.

t0 PGB delay.

t1 The moment regeneration begins during SAE transition.

tdelay Extra sensing delay.

ttran SAE rise time rail-to-rail.

xv



Acknowledgments

I would like to show my gratitude toward Professor Asad Ali Abidi who has

guided me through the research topics. His understanding on circuits is very

intuitive and intelligent which continuously impressed and enlightened me ever

since I took his EE215A. And it is him that taught me the way to think as an

engineer while keeping the pursuit of underlying physics of every circuit. It is him

that leads me to the realm of circuits.

I would like to thank Professor Subramanian S. Iyer and Professor C.-K. Ken

Yang for being on my thesis committee and o↵ering advice to me.

I would like to thank PhD student Hao Xu who shows great patience and

wisdom discussing problems. His previous work paves the way of this thesis. I am

very grateful for his help.

xvi



CHAPTER 1

Introduction

1.1 Background

SRAMs are one of the important building blocks in modern systems since they

usually consume large portion of energy consumption, area and access time. Tra-

ditional 6T bit-cell SRAMs are widely used in nominal supply systems while 8T

bit-cell SRAMs is proposed and used as an alternative for low supply applications

since the stability issues with 6T bit-cells in low supply [3, 4].

Sense amplifiers are essential parts in SRAM read circuitry which employs

small-signal sensing scheme to reduce read access time and power consumption.

Two types of sense amplifiers (SAs) are widely used in today’s SRAMs: the

voltage-mode sense amplifier (VSA), and the current-mode sense amplifier (CSA).

Fig. 1.1 shows the sense amplifier circuit. These two sense amplifiers are both

latch-based voltage-type sense amplifiers, in contrast to static amplifiers and

current-type sense amplifiers that sense small current signal instead of voltage

signal. VSA and CSA do not consume stand-by power and have simple structure

when comparing to static amplifiers and current-type sense amplifiers, respec-

tively. The recent literature on these SRAMs shows that VSA is often employed

in 6T SRAMs while CSA is often employed in 8T SRAMS [5–9].

The read path is usually a part of the critical path in SRAM as shown in

Fig. 1.2. The operation begins when a selected row is activated. Due to the read

current from the bit-cell, the di↵erential voltage signal begins developing between

1



VSAE

VDD

VDL VDLB

VO1 VO2

VPGB/VSAE VPGB/VSAE
MN

MST

MP

MAT

MST

MN1

MN2

MP

VDD

VO1 VO2

VSAE

VDLBVDL

(a) (b)

Figure 1.1: (a) Voltage-Mode Sense Amplifier (VSA) ; (b) Current-Mode Sense

Amplifier (CSA).

pre-charged (VDD) bitlines (BL/BLB). The di↵erential signal is applied to the

sense amplifier at the same time. After su�cient signal is developed (sensing

window), the sense amplifier is enabled by a control signal SAE and the small

signal is amplified rail-to-rail. There are three main sources of variation that can

cause read failure [10]:

1. Read current (Icell) variation from bit-cell which a↵ects sensing signal for

sense amplifier;

2. Sensing window (T ) variation which a↵ects sensing signal for sense amplifier;

3. Sense amplifier variation.

Although 1 and 2 are not part of this thesis, it helps to conclude that the yield

of SRAM read operation is limited by:

1. Sensing signal applied to sense amplifier the moment sense amplifier is en-

abled;

2



cell
BL BLB

SASAE

DL DLB

Y[0] Y[1]Y[0] Y[1]

cell

(a)

(d)

C'BLIcell
CSA

RMUX RSA

CDL

VDD
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VBLB

VWL VWL

1 0

Icell

VDD
VBLB

Icell

(b) (c)

WL SAE/PGB

DL

DLB
ΔV

(e)
T

Figure 1.2: (a) SRAM read circuit used in this thesis ; (b) 6T SRAM cell; (c)

Equivalent circuit of 6T SRAM cell when WL is high; (d) Di↵erential equivalent

during small signal development; (e) Typical timing diagram.

2. Sense amplifier input-referred o↵set voltage (o↵set or o↵set voltage for sim-

plicity).

1.2 Contribution

The thesis mainly focuses on two types of sense amplifier: VSA and CSA.

Previous works have compared the two sense amplifiers. [11–13] compare them

by performing simulations on pre-fixed designs and not treat sizing and supply

voltage as variables, which is not how design takes place. Woo’s analysis [14]

applies more math, and considers secondary e↵ects but primary e↵ects are not

analyzed carefully. Moreover, it cannot explain the supply dependency. [15] is

a good experimental comparison which shows the di↵erent VDD dependency of

CSA and VSA, and it also use the concept “area e�ciency” for sense amplifiers.

3



However, it does not provide analysis that explains why di↵erent VDD dependency

occurs.

In this paper, we explain using the methods of analysis first used in [16] why

each type of sense amplifier is associated with a particular SRAM.

The main results are:

1. We obtain explicit expressions for the net input-referred o↵set voltage, both

static and dynamic, in each type of sense amplifier, based on EKV model

[17];

2. We derive generalized expressions of best achievable o↵set voltage for any

sense amplifiers, which only depends on circuit topology and operations, and

provides a design strategy;

3. We explain how proper timing schemes of control signals a↵ect VSA o↵set,

and to what degree;

4. We point out two counteracting e↵ects in SA yield consideration, which are

o↵set and signal attenuation due to SA input capacitance and RC delay;

We conclude by assembling these results into a figure-of-merit that shows that

although the VSA is superior at high VDD the CSA will prevail below 0.6V .

Predictions from analysis match simulations very well.

1.3 Organization of the Thesis

This thesis is organized as following: Chapter 2 provides a generalized method

for comparing o↵set voltage for arbitrary voltage-type sense amplifiers; Chapter 3

gives the analysis of traditional VSA; Chapter 4 analyzes the methods of reducing

o↵set for VSA; Chapter 5 shows the analysis of traditional CSA; Chapter 6 finalizes

the thesis by giving the comparison of the two sense amplifiers.

4



It is worth mentioning the o↵set voltage analysis strategy in this thesis. We

will only focusing on the largest mismatch contribution when the analysis purpose

is for comparison, while we will focusing on all mismatch contributions when the

analysis purpose is for accuracy.

The simulation is performed using 28nm TSMC technology and typical PVT

condition.
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CHAPTER 2

O↵set Voltage Comparison for Sense Amplifiers

In principle, we can always calculate the o↵set for any given sense amplifier cir-

cuitry using proper model, however, it is less intuitive when comparing di↵erent

types of sense amplifier. The expression for o↵set usually does not explicitly show

how well one sense amplifier compares to another given a specific constraint and

most importantly, it does not contain sense amplifier area, which is a crucial

constraint for SRAM design.

Pelgrom gave a good explanation for why area is important [18]. According

to his theory, the mismatches of any physical property (e.g. threshold voltage)

for adjacent FET pair follow a distribution, of which the variance is inversely

proportional to the active area of FET pair. It gives an apparent tradeo↵ between

area and o↵set.

Here are the questions we want to answer:

1. If the total area is constrained, how do we design the sense amplifier to

achieve the best o↵set? Or in other words, if the target o↵set is given, how

do we design a sense amplifier with minimum area?

2. What is the intrinsic constraint for the best o↵set of a given sense amplifier?

In the following part, we will derive an inequality that shows that given the

circuit topology thus o↵set formula, we can give the best achievable o↵set voltage

given the total area constraint which is used later to compare among di↵erent

sense amplifier topologies.

6



The inequality is totally general and can be applied not only to SRAM sense

amplifiers, but also other types of amplifiers (either dynamic or static).

2.1 A Generalized Mathematical Proof for Optimal O↵set

Design

From EKV model of a NFET in saturation with its source and body connected

to ground and its body e↵ect neglected:

ID =
1

2
�(VG � Vt0)

2 (2.1)

we know the FET drain current variation can be lumped into � variation and Vt0

variation. These variations will induce o↵set voltage for a sense amplifier.

As for CSA and VSA, the threshold mismatch is the main contributor for o↵set

voltage (will be shown in following Chapters), here we assume the input-referred

o↵set voltage is given (either derived from circuit analysis or from simulations)

only by threshold mismatch. This assumption is essential to give simple, clear

and intuitive results.

Vos =
NX

i=1

ai�Vti (2.2)

where N is the number of FET pairs that contribute to the o↵set voltage, ai de-

notes contribution of each FET pair to input-referred o↵set, �Vti is the threshold

voltage mismatch of each FET pair. The threshold mismatch is a Gaussian shaped

random variable with zero mean and standard deviation given by Pelgrom’s the-

ory [18]:

��V
ti

=
Avtp
Si

(2.3)

where Si is the matching area of the FET pair. Here we assume matching co-

e�cient Avt is same for both PFET and NFET, and the threshold mismatch

7



dominates the o↵set. The area constraint is given by:

NX

i=1

Si = Stot (2.4)

where Stot is the total active area. Here we assume active area is a good represen-

tative of total area.

Then we have:

�

2
V
os

= A

2
vt

NX

i=1

a

2
i

Si
(2.5)

Di↵erentiate Equ. 2.5 and we get:

d�

2
V
os

= �A

2
vt

NX

i=1

a

2
i

S

2
i

dSi ⌘
NX

i=1

bidSi (2.6)

The constraint is given by di↵erentiating Equ. 2.4:

NX

i=1

dSi = 0 (2.7)

It is easy to find one extremum condition from Equ. 2.7 for �2
V
os

that if:

bi = B, for i 2 {1, 2, ..., N} (2.8)

where B is a constant. We then have:

d�

2
V
os

= 0 (2.9)

Now, the rest is to prove there is only one local extremum (uniqueness), which

satisfies Equ. 2.9, and it is the minimum.

To prove uniqueness, we use proof by contradiction. Now assume there exists:

bj 6= bk, for j, k 2 {1, 2, ..., N} (2.10)

then if we choose:
NX

i=1

dSi = dSj + dSk = 0 (2.11)

8



we will have:

d�

2
V
os

=
NX

i=1

bidSi = bjdSj + bkdSk 6= 0 (2.12)

which means it is not a extremum. This gives the uniqueness of the extremum

given by Equ. 2.8.

The proof of minimum is given by showing that there exists one set of {Si}

that is larger. This is easily proved by looking at extremes:

lim
S
j

!0
�

2
V
os

= A

2
vt

NX

i=1

a

2
i

Si
= +1, for aj 6= 0, j 2 {1, 2, ..., N} (2.13)

The solution given by Equ. 2.8 indicates:

Si = ↵ai for i 2 {1, 2, ..., N} (2.14)

where ↵ is a constant. This relation gives the the area arrangement, which is the

area of a FET pair is proportional to its contribution coe�cient ai on o↵set, for

FET pairs in order to achieve minimum o↵set voltage when total area is given.

It should be mentioned that Equ. 2.14 indicates that a larger ai should result in

larger o↵set contribution:

�V
os,i

= ai
Avtp
Si

/
p
ai (2.15)

which is not equivalent to the concept that all o↵set contributions should be equal

given by Si / a

2
i .

The minimum RMS o↵set voltage is thus given by:

�V
os

� (
NX

i=1

ai)
Avtp
Stot

(2.16)

Equ. 2.16 is very useful for comparing RMS o↵set voltage for di↵erent types of

sense amplifier and essentially shows the area e�ciency of a sense amplifier. When

the total area and technology are given, the only limit is from the coe�cient term

A ⌘
PN

i=1 ai: the larger the A, the worse choice of a sense amplifier. It shows

9



an intrinsic tradeo↵ between sense amplifier design area Stot and the minimum

achievable o↵set, which is determined by circuit topology and operations.

It provides a useful design strategy for designers. Even if the exact expression

for o↵set is hard to obtain, designers can still design the circuit for optimum o↵set

with Monte-Carlo simulations using this strategy: square root of matching area

ratio is same to the o↵set contribution ratio which is derived from Equ. 2.14:

s
Si

Sj
=

ai
A

vtp
S
i

aj
A

vtp
S
j

=
�V

os,i

�V
os,j

(2.17)

which does not need the information of coe�cient an. Trying to satisfy the above

equation will get the optimum design for o↵set.

Here shows how the optimization procedure works in practice.

1. When running Monte-Carlo simulation, only select one FET pair of interest

for mismatch. The simulation will give the standard deviation of input-

referred o↵set induced only by the mismatches of this FET pair, which is

equivalent to �V
os,1 in above equation.

2. Using the same method but with di↵erent FET pair, eventually all �V
os,i

can

be got from simulations.

3. Adjust the area Si based on the resulting �V
os,i

and target relation Equ.

2.17.

4. Iteratively performing the above steps will eventually gives the best o↵set

for a given area.

In many cases, it may not be economic to design with optimum o↵set since

it will sacrifice other performance of the circuit too much. Since there are only

second order terms near minimum point of a function (e.g. �V
os

), set the o↵set

specification away from optimum point by a reasonably small amount (e.g. 10%)
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VDD

VO1 VO2

MN

MP

C'LC'L

VDM -Gm(t)-1

CL=C'L+2CP

CP

V'CM Gm(t)-1

C'L

(a) (b) (c)

Figure 2.1: (a) Cross-coupled inverter; (b) Di↵erential-mode equivalent circuit;

(c) Common-mode equivalent circuit.

will make design much easier. The argument is similar to inverter chain delay

optimization and active power optimization in digital circuit. Using inverter RC

delay model, a minimum delay as well as corresponding inverter sizing and number

of stages can be derived mathematically given output input capacitance ratio.

Then by relax the delay by a small amount, relatively large active power reduction

can be achieved.

Note that the assumptions for derivation shown above also include that coef-

ficient ai is independent of area Sj for all i, j 2 {1, 2, ..., N}.

2.2 Cross-Coupled Inverter

Cross-coupled inverter is a well-known, easily understood circuit, and it can also

serve as a sense amplifier when proper switches are applied [13]. We will look at

the operation and the optimum o↵set of this circuit as an example for the above

analysis.

The cross-coupled inverter is shown in Fig. 2.1. The circuit can be divided

into common-mode and di↵erential-mode equivalent circuits as shown in Fig. 2.1.

Assuming both FET pairs are in saturation, the KCL equations for both equivalent

11



circuit are given by:

C

0
L

dVCM(t)

dt

=
1

2
�P

⇣
VDD � VCM(t)� |VtP |

⌘2
� 1

2
�N

⇣
VCM(t)� VtN

⌘2
(2.18)

CL
dVDM(t)

dt

=

 
�P

⇣
VDD�VCM(t)� |VtP |

⌘
+�N

⇣
VCM(t)�VtN

⌘!
VDM(t) (2.19)

By assuming �P = �N = �, Equ. 2.18 and Equ. 2.19 can be re-written as:

C

0
L

dV

0
CM(t)

dt

= ��V

0
DDV

0
CM (2.20)

CL
dVDM(t)

dt

= �V

0
DDVDM (2.21)

where V 0
CM = VCM � (VDD � |VtP |+VtN)/2, V 0

DD = VDD � |VtP |�VtN . From Equ.

2.20 and Equ. 2.21, we know for common-mode, there is one negative pole s� and

for di↵erential-mode, there is one regeneration pole s+. If CL = C

0
L, we have:

|s�| = s+ =
�V

0
DD

CL
⌘ Gm

CL
(2.22)

which gives the operation of the cross-coupled inverter.

Now we consider the o↵set voltage from FET threshold mismatches. From

[16], the cross-coupled inverter o↵set can be written as VTH mismatch and Gm

mismatch, where the inverter trip point VTH is defined by dVCM(t)/dt = 0:

VTH = (VDD � |VtP |+ VtN)/2 (2.23)

and the o↵set voltage can be expressed as:

Vos = �VTH � �Gm

2Gm
(V 0

CM(0)� VTH) (2.24)

From definition of VTH and Gm, we have:

�VTH =
@VTH

@|VtP |
�|VtP |+

@VTH

@VtN
�VtN =

�VtN ��|VtP |
2

(2.25)

�Gm =
@Gm

@|VtP |
�|VtP |+

@Gm

@VtN
�VtN = ��(�VtN +�|VtP |) (2.26)

12



Thus the o↵set can be expressed by FET threshold mismatch:

Vos =
1

2
(1 +

V

0
CM(0)� VTH

V

0
DD

)�VtN +
1

2
(1� V

0
CM(0)� VTH

V

0
DD

)�VtP (2.27)

which can be re-written as:

Vos = aN�VtN + aP�VtP (2.28)

where aN + aP = 1. Although we assume all FETs are in saturation in the

derivation, it can be easily proved that aN + aP = 1 is also true for initially one

FET pair being o↵. By applying Equ. 2.16, the minimum RMS o↵set is given by:

�V
os

� Avtp
SN + SP

(2.29)

which is independent on initial condition V

0
CM(0). It has to be mentioned although

aN and aP are function of initial condition V

0
CM(0) which is often given by ap-

plication, the minimum RMS o↵set does not rely on it. Thus for cross-coupled

inverter, the minimum RMS o↵set is set intrinsically by the circuit topology and

is independent of operations. To achieve minimum o↵set, the designed area ratio

should satisfy Equ. 2.14:
SN

SP
=

aN

aP
(2.30)

Fig. 2.2 shows the Monte-Carlo simulation results on minimum o↵set, by

adjusting area ratio of NFET and PFET while keeping total area fixed, of dif-

ferent initial common-mode voltages VCM(0), which denote for possible di↵erent

applications of cross-coupled inverter. It clearly shows first-order consistency of

simulation and the theory which predict an equal minimum o↵set for all VCM(0).

Also the area ratio for minimum o↵set is very close as Equ. 2.30 predicts. Second-

order discrepancy due to the small variation in minimum o↵set arises from the

assumptions we made in the derivation that in reality AV
tP

> AV
tN

, which results

in higher o↵set for lower VCM(0), and that � mismatches actually contribute to

o↵set, which may have di↵erent dependency on VCM(0).

13



Figure 2.2: Monte-Carlo simulation of cross-coupled inverter minimum o↵set volt-

age on di↵erent initial common-mode voltage VCM(0).
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CHAPTER 3

Voltage-Mode Sense Amplifier Analysis

The VSA consists of a cross-coupled inverter, a NMOS foot switch transistor (ST)

and a pair of PMOS access transistors (ATs) as shown in Fig. 3.1. It is similar

to a very simple circuit, the cross-coupled inverter.

3.1 Phase Plane and Separatrix

Analysis in this thesis may use some concepts in dynamical systems that are not

familiar to circuit designers, and the purpose of this section is to briefly introduce

and explain them.

Although Laplace domain analysis is widely used in Linear Time-Invariant

(LTI) circuits, it is intrinsically not suitable for nonlinear dynamical systems. In

our case, a more fundamental method - time domain analysis, is needed to analyze

regenerative circuits.

A memory-less system (the evolution of system only depends on current state,

which is di↵erent from memory-less circuit) described by state variable (e.g. V ,

I) vector x(t) of dimension N can be expressed as:

dx(t)/dt = F · (x(t)) (3.1)

where F in general is a nonlinear function of x(t). The points xn that satisfy:

F(xn) = 0 (3.2)

are called fixed point (e.g. DC operation point, bi-stable states, meta-stable state).
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In the vicinity of a fixed point xn, the system can be linearized:

dx(t)/dt = Ax(t) (3.3)

where A is a N ⇥ N matrix. And the eigenvalues of A in circuit are called

”poles”. If all eigenvalues of A are negative (assuming real, otherwise it means

real part), the fixed point is stable, which means for states in the vicinity of xn

limt!1 x(t) = xn. If A contains both negative and positive eigenvalues, the fixed

point is a saddle point, which is also called ”meta-stable state” in circuit.

For example, crossed-coupled inverter as a 2-dimension system has a meta-

stable state at origin if V

0
CM and VDM is chosen to be state variables and its

linearized system equations are Equ. 2.20 and Equ. 2.21. Surprisingly the matrix

A is diagonal, and this is why we here use common-mode and di↵erential-mode

voltage instead of other state variables.

Phase plane is a multidimensional space whose coordinates are the variables

of the system. A trajectory is the time evolution of a state. For a point on the

trajectory, the vector dx/dt is always tangent to the trajectory, since it denotes

the direction of time evolution.

For a meta-stable state, stable manifold is defined as the subspace of the

variable space that evolves into the meta-stable state when t ! 1, and the

dimension of the stable manifold is equal to the number of positive poles in the

circuit. An 1-dimension stable manifold is the concept of ”separatrix” we will use

in this thesis.

Fig. 3.3 is an example of phase plane, trajectories and separatrix, where the

arrows denote the direction of time evolution. As we see, di↵erent initial states

evolve to di↵erent final states when t ! 1. What we are interested is the line

that separates the spaces that evolve into di↵erent final states. In other words, we

are interested in the line that evolves into the meta-stable state (no regeneration),

which is the separatrix.

16



VSAE

VDD

VDL VDLB

VO1 VO2

VPGB/VSAE VPGB/VSAE
MN

MST

MP

MAT

Figure 3.1: Voltage-Mode Sense Amplifier (VSA). Transistor sizing:

MP = 560n/60n, MST = MAT = 2MP , MN = 4MP .

3.2 VSA Operations

The analysis of the circuit is through common-mode and di↵erential-mode half-

circuits.

The initial input common-mode voltage VCM(t = 0) of the VSA is near VDD,

while AT is on and ST is o↵. A di↵erential-mode small signal VDM(0) is ap-

plied at the input. The sensing begins when AT turns o↵ with ST turning on

simultaneously.

Since VCM(0) = VDD, the PFETs are o↵. The sensing experiences pre-

amplification that is provided by cross-coupled NMOS pair. At the end of pre-

amplification stage, VCM = VDD � VtP and PFETs turns on. The VSA enter full

regeneration stage provided by the cross-coupled inverter.

3.2.1 Pre-Amplification Gain

The pre-amplification phase equivalent circuit is shown in Fig. 3.2. By assuming

square law, the KCL equations for both equivalent circuits are:

C

0
L

dVCM(t)

dt

= �1

2
�N

⇣
VCM(t)� VtN

⌘2
(3.4)
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ICM(t)
C'L

VCM
VDM -gmN(t)-1

Imis(t)
(a) (b) (c)

VO2VO1

C'LC'L
CL=C'L+2CP

CP

Figure 3.2: (a) Equivalent circuit of VSA pre-amplification phase; (b) Common–

mode, (c) Di↵erential-mode equivalent circuit.

CL
dVDM(t)

dt

= �N

⇣
VCM(t)� VtN

⌘
VDM(t) (3.5)

where VtN is the threshold voltage for NFET. For simplicity, let C 0
L = CL. Then

the pre-amplification gain, which is defined as the ratio of the di↵erential voltage

when PFETs turn on VDM(t0) and initial value VDM(0), is derived from Equ. 3.5

and Equ. 3.4:

Gain ⌘ VDM(t0)

VDM(0)
= (

VCM(0)� VtN

VCM(t0)� VtN
)2 (3.6)

where VCM(t0) = VDD � VtP when PFETs turn on. In 28nm TSMC technology,

the gain is around Gain ⇠ 2� 3.

3.2.2 Sensing Speed

The sensing speed is defined by how fast the di↵erential signal grows. Since the

regeneration begins the moment the VSA is enabled with no extra delay, it depends

only on the regeneration pole of pre-amplification stage and full regeneration stage.

The regeneration pole in pre-amplification stage is defined by VDM(t) =

VDM(0)e+s
pre

t. Here spre ⌘
R
t

0
0g

mN

(t)dt

t0 ⇥ 1
C

L

⇡ �N(V 0
DD + VtN/2)/CL is the average

value and the integral is through entire pre-amplification stage. The full regenera-

tion stage is modeled as cross-coupled inverter pair in [16]. The regeneration pole

is sr = (gmN + gmP )/CL ⇡ �V

0
DD/CL and can be regarded as a constant. These

two poles are approximately equal.
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3.3 O↵set Voltage

Because of the high gain of pre-amplification stage (⇠ 2�3), NMOS pair mismatch

contributes major o↵set and it is safe to ignore the contribution from PMOS pair.

The NMOS mismatch consists of two parts: threshold mismatch and � mismatch.

To analyze o↵set, add the mismatch current term Imis in Equ. 3.5 (while Equ.

3.4 remains unchanged):

CL
dVDM(t)

dt

= gmN(t)VDM(t) + Imis (3.7)

3.3.1 Threshold Mismatch

For threshold mismatch �VtN :

Imis(t) = gmN(t)�VtN (3.8)

Now let VDM = V

0
DM ��VtN and substitute into Equ. 3.7, same mathematical

form as Equ. 3.5 can be got, which gives:

Vos,t = �VtN (3.9)

Since the o↵set does not depend on initial condition VCM(0), this o↵set com-

ponent is also called static o↵set.

3.3.2 � Mismatch

For �N mismatch ��N :

Imis(t) =
1

2
�N

⇣
VCM(t)� VtN

⌘2
⇥ ��N

�N
(3.10)

Now with � mismatch, the separtrix is tilted. Assume it is still a straight line

(will prove later):
VDM

VCM � VtN
=

dVDM

dVCM
⌘ k� (3.11)
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Figure 3.3: Phase plane plot (VCM vs. VDM taking time t as a parameter) for 10%

� mismatch.

where k� is the slope of the seperatrix in the VDM - VCM plot (phase phase).

Solving Equ. 3.4 and Equ. 3.7 using above metastability condition, we get:

k� =
1

3

��N

�N
(3.12)

which is a constant, which means previous assumption of a straight separatrix is

correct. This gives:

Vos,� =
1

3

��N

�N
(VDD � VtN). (3.13)

This expression is consistent with simulation result in Fig. 3.3, where the

deviation in low VCM comes from sub-threshold e↵ect. The factor 1/3 is di↵erent

from 1/2 in the previous research [19] that uses metastability condition dV
DM

dt |t=0 =

0, which is not true.
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Table 3.1: Measured RMS o↵set Vs. calculated o↵set (28nm FDSOI:

AV
tN

= 1.7mV · µm, A�
N

= 0.5% · µm. [2])

VSA in [20]

Measured O↵set 6.02mV

Calculated O↵set 5.50mV

Due to �VtN 4.64mV

Due to ��N 2.96mV

There is small inaccuracy when assuming C

0
L = CL. When considering C

0
L 6=

CL, the factor 1/3 becomes 1
2+C0

L

/C
L

. However, we will still use 1/3 for reasonable

approximation.

This o↵set component depends on the initial condition, and is called dynamic

o↵set. Load capacitance mismatch can also cause dynamic o↵set but is not pre-

sented in typical VSA since the load is carefully matched.

3.3.3 Total O↵set Voltage

Thus, the total input-referred o↵set formula of VSA is the summation of static

o↵set and dynamic o↵set:

Vos = �VtN +
1

3

��N

�N
(VDD � VtN) (3.14)

The comparison between measurement in literatures and theory is shown in Table

3.1 which shows first order accuracy of the theory.
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CHAPTER 4

VSA O↵set Reduction Methods

In reality, ST and AT are not ideal switch, and can somehow influence the performance

of VSA. In traditional VSA, only NMOS pair is designed for good matching to lower

o↵set. However, here we show that AT can be used for o↵set reduction.

By adjusting the control signals of ST and AT, we can make AT be part of the sense

amplifier which will influence sensing operations and thus speed and o↵set. We here

present two ways of adjusting control signals and both methods will surprisingly reduce

the total o↵set of VSA with similar formula.

Due to the complexity of analysis together with the fact that we focus on the reduc-

tion (relative value) instead of absolute value, we reasonably sacrifice accuracy by only

including threshold mismatch in o↵set analysis.

4.1 VSA O↵set Reduction: SAE Transition

It is reported in [21] that o↵set voltage can be reduced by adjusting sense amplifier

enable (SAE) transition time when ST and AT are controled by same signal SAE.

During SAE transition, the circuit is acutually a time-variant circuit shown in Fig. 4.1.

The analysis is based on di↵erential equations.

4.1.1 Operations

During SAE transition, both NMOS pair and AT pair are on. A di↵erential current

injected through AT pair because of di↵erent source and drain voltage between AT pair
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C'L

GAT

IST

VCM

VBL,CM

Imis

VBL,DM.GAT

VAT.∆GAT

= I

(a)

(b) (c)

CL
GAT

VDM

I

VBL,CM

VSAE C'L

VCM
VDL,CM

-gmN

VBL,CM=(VBL+VBLB)/2;
VBL,DM=(VBL-VBLB);
VDL,CM=(VDL+VDLB)/2;
CL=2CP+C'L;

VAT

Figure 4.1: (a) Common-mode equivalent circuit, (b) Di↵erential-mode equivalent

circuit during SAE transition; (c) I decomposition.

will impact regeneration and o↵set. The circuit equation is given by:

CL
dVDM (t)

dt
=
⇣
gmN (t)�GAT (t)

⌘
VDM (t)� I(t) (4.1)

where I(t) is di↵erential current due to transistor mismatch and AT imbalance. t = 0

is defined by VSAE = VtN .

This equation is solved by comparing to its generalized form, which is a first order

linear di↵erential equation:

dX(t)/dt = a(t)X(t) + b(t) (4.2)

of which the general solution is:

X(t) =
⇣
X(0) +

Z t

0
b(⌧)e�

R
⌧

0 a(s)dsd⌧
⌘
e
R
t

0 a(⌧)d⌧ (4.3)

Assuming SAE rises from Vtn to VDD� |VtP | linearly in duration t0tran (ttran if from 0

to VDD), so that a(t) is linear function of t because of the square-law model of MOSFETs.

a(t) satisfies a(0) < 0 and a(t0tran) > 0, which means regeneration is suppressed in the
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beginning and starts somewhere t1 suring SAE transition. The solution to the Equ. 4.1

is given by:

VDM (t) =
⇣
VDM (0) +

1

CL

Z t

0
I(⌧)⇥W (⌧)d⌧

⌘
W (t)�1 (4.4)

where W (t) is Gaussian shaped window function centered at µ ⌘ t1 =

�
ATp

�
ST

�
n

/2/n+�
AT

t0tran, and standard deviation � =
p
t0tran ⇥ ⌧1. Regeneration begins

at t1 and ⌧1 = C
L

(�
AT

+�
ST

/2)V 0
DD

is time constant defined by ST and AT where V 0
DD =

VDD�Vtn�Vtp. The right hand side of Equ. 4.4 can be interpreted as equivalent initial

condition (EIC) multiplied by time evolution function W (t)�1.

Notice that the separatrix condition, where VDM (t) does not regenerate, is EIC = 0.

However, when � ⌧ t0tran, the injection current dominates the regeneration which means

second term of EIC dominates. In this case:

W (t) ⇡ k ⇥ �(t� t1) (4.5)

where k is unimportant large constant. The separatrix is thus given by I(t) in the peak

of W (t):

I(t1) =
Vos

RAT (t1)
+�VCM (t1)�ATVos + Imis(t1) = 0 (4.6)

where Imis is induced by transistor mismatch shown later. Note that here we use

approximation � ⌧ t0tran, which leads to less accuracy when t0tran is small.

After SAE transition, the circuit becomes same as the circuit we analyzed in pre-

vious chapter. Here we assume the high gain during SAE transition so that following

operations has little impact on separatrix condition (Equ. 4.6), otherwise we can just

use method mentioned in previous chapter for good approximation.

4.1.2 O↵set Reduction

The Imis consists of two components from N pair and AT pair which are Imis,N (t) =

gmN (t)�Vtn and Imis,AT (t) = �VCM (t)�AT�Vt,AT . Comparing with separatrix condi-

tion (Equ. 4.6) and o↵set voltage is given by:

Vos =
GAT (t1)⇥�Vtn +�VCM (t1)�AT ⇥�Vt,AT

GAT (t1) +�VCM (t1)�AT
(4.7)
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where�VCM is a function of ttran , and will increase when ttran increases until maximum

is met.

From Equ. 2.16, we know that Equ. 4.7 indicates that by RMS fashion (take area

fixed and �VCM (t1) as variable, or the opposite):

�V
os

� AV
tp

SN + SAT
(4.8)

which means by slowing down SAE transition, both AT and NMOS pair can be used

for matching instead of only NMOS pair SN for ttran = 0 which gives:

Vos =
AV

tp
SN

(4.9)

Here the assumption is AV
tN

⇡ AV
tP

.

However, it is hard to achieve the theoretical minimum because of the limited

�VCM (t1) tuning range that can be accomplished by changing ttran. The real mini-

mum Vos,min is achieved when �V
CM

�
AT

G
AT

= �
AT

n2

2�
N

.

Fig. 4.2 shows the o↵set reduction when changing SAE transition time and other de-

sign parameters. Roughly 10% ⇠ 20% o↵set reduction can be achieved by this method.

4.1.3 Sensing Speed

Since the SAE signal transition in finite time, the sensing delay is obviously longer

compared to when SAE edge is instantaneous. Regeneration pole sre(t) = a(t) increases

linearly with time from t1 to end of transition. Thus the additional sensing delay from

onset of regeneration is:

tdelay =
t0tran � t1

2
�

R t0
tran

�t1
0

s
max

t0
tran

�t1
tdt

smax
=

t0tran � t1
2

⇡ t0tran
4

(4.10)

where the assumption is the regeneration begins near middle of the SAE transition.

This additional sensing delay is a disadvantage for reasonable o↵set reduction. Thus

we introduce another method that can reduce o↵set by similar principles but has almost

negligible sensing delay.
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Figure 4.2: O↵set reduction vs. SAE transition time plot.

4.2 VSA O↵set Reduction: Skewing PGB and SAE

It is common that separate control signals for AT (PGB) and ST (SAE) are used for

various reasons to isolate the sense amplifier from SRAM data line (DL) while SA is

not activated. [9, 20, 22–24]

Simulation shows that if PGB is delayed comparing to SAE, the o↵set will also be

reduced and the mechanism is similar to what we discussed above. Only one or two

inverter delay will result in o↵set reduction. This timing strategy is actually employed

in practical use [9, 22].

4.2.1 Operations

The sensing operations can be devided into two stages after that ST turns on: 1. AT

is on and ST is on; 2. AT is o↵ and ST is on. The second stage is actually discussed

in previous chapter and will not be discussed here. We assume that the gain of first
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VBL,CM
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Figure 4.3: (a) Common-mode equivalent circuit, (b) Di↵erential-mode equivalent

circuit during pre-amplification phase; (c) I decomposition.

stage is su�ciently large that second stage has little impact on separatrix, otherwise it

suggests the delay between SAE and PGB does not make big di↵erences here thus can be

estimated with theory in previous chapter, where SAE and PGB transit simultaneously.

The pre-amplification phase circuit is shown in Fig. 4.3. The circuit equation is

given by:

CL
dVDM (t)

dt
=
⇣
gmN �GAT

⌘
VDM (t)� I (4.11)

where the solution is:

VDM (t) =
⇣
VDM (0) +

1

CL

Z t

0
I ⇥ e

� (g
mN

�G

AT

)
C

L

⌧
d⌧
⌘
e

(g
mN

�G

AT

)
C

L

t
(4.12)

Here we linearize the circuit by using average values for time-varying component so

that gmN , I and GAT are constants. The reason we use this approximation while we do

not in previous method is that this di↵erential circuit is in regeneration from beginning

when NFETs are turned on if gmN > GAT .
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Figure 4.4: O↵set reduction by skewing PGB and SAE signals by 10ps.

From Equ. 4.12, the separatrix condition is thus given by:

Vos +
I

gmN �GAT
= 0 (4.13)

4.2.2 O↵set Reduction

From separatrix condition we can derive the o↵set formula. Notice that di↵erential

current I is also a function of VBL,DM = Vos. O↵set is similar to that discussed:

Vos =
gmN ⇥�VtN +�VCM�AT ⇥�Vt,AT

gmN +�VCM�AT
(4.14)

Equ. 4.4 has similar mathematical form to Equ. 4.7, so that similar o↵set reduction

can be achieved using this method. Fig. 4.4 shows the o↵set reduction by this method.

Approximately 10% o↵set reduction can be achieved by just delaying PGB by 1 ⇠ 2

intrinsic inverter delay.

In cases that already use separate control signals for access transistor, sense amplifier

enable and also sense amplifier pre-charge, this 10% o↵set reduction almost comes for

free.
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4.2.3 Sensing Speed

Assume PGB delay is t0. The regeneration pole is sre ⇡
�
gmN � GAT

�
/CL. So that if

t0 > sre, above analysis holds.

The t0 needed to maximize o↵set reduction is much smaller than the SAE transition

time needed in former case since �VCM now changes as fast as regeneration pole. This

property will significantly reduce sensing delay.

As sreg is slightly smaller than original pole. This causes a sensing delay estimated

by:

tdelay ⇡ t0 � t0 ⇥
gmN �GAT

gmN
=

GAT

gmN
⇥ t0 (4.15)
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CHAPTER 5

Current-Mode Sense Amplifier Analysis

The Current-Mode Sense Amplifier (CSA) is based on the StrongArm latch that is used

widely as a comparator in A/D converters. The CSA consists of a NMOS foot switch

transistor (ST), a NMOS input pair (N1) and a pair of cross-coupled inverters (N2 and

P) as shown in Fig. 5.1. Same as VSA, equivalent half-circuits is used for analysis.

The method of analysis is same as [16], however, results are di↵erent due to di↵erent

operation conditions of the same circuit.

5.1 Operations

[16] shows that it operates in three phases: sampling phase (SP), propagation phase

(PP) and regeneration phase (RP). Unlike comparators, the large input common-mode

voltage of VDD here forces the input NFET pair into triode during the propagation

phase. The di↵erential-mode equivalent circuit is shown in Fig. 5.2.

Initially, the internal nodes C (drain of N1) and output nodes O are precharged at

VDD and ST is o↵. The input common-mode voltage is near VDD and a di↵erential-mode

signal Vid is applied at the input.

5.1.1 Sampling Phase

Sampling phase starts when ST turns on and ends when common-mode voltage of

internal nodes C VC,CM is pulled down by N1 to VDD � VtN when N2 turns on. This

period of time is given by equation:

Z T
SP

0
ISPdt = CCVtN (5.1)
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MST

MN1

MN2

MP

VDD

VO1 VO2

VSAE

VDLBVDL
VC1 VC2

Figure 5.1: Current-Mode Sense Amplifier (CSA). Transistor sizing:

MST = 560n/60n, MN1 = MN2 = MP = 2MST .

which gives:

TSP = CCVtN/ISP (5.2)

where

ISP ⇡ 1

2
�N1(VGS,N1 � VtN )2 ⌘ 1

2
�N1V

2
ov,N1 (5.3)

Meanwhile during SP, an amplified di↵erential voltage VC(t) ⌘ VC1 � VC2 is de-

veloped in internal nodes C by small di↵erential current integrating during time TSP ,

which is:

VC(TSP ) = �gmN1VidTSP /CC (5.4)

Note that from square law there is:

ISP =
1

2
gmN1Vov,N1 (5.5)

The gain of SP is therefore defined:

ASP ⌘ VC(TSP )

Vid
= � 2VtN

Vov,N1
(5.6)
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gmN1vid
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gmd1-1

CC

CL

VC VO

gmN2(VC+VO)

gmP-1

Figure 5.2: Di↵erential-mode equivalent circuit of CSA: (a) Sampling Phase; (b)

Propagation Phase; (c) Regeneration Phase.

It is important to mention that from Equ. 5.6, we know that |ASP | is larger when

Vov,N1 is lower which can be acheived by lower VDD:

@|ASP |
@VDD

=
@|ASP |
@Vov,N1

⇥ @Vov,N1

@VDD
< 0 (5.7)

This means a larger amplification can be achieved for low VDD, which suggests better

performance of CSA in low VDD SRAM.

5.1.2 Propagation Phase

Propagation phase begins when N2 pair is turned on and ends when the PMOS pair

is turned on which gives common-mode voltage of output node VO,CM = VDD � |VtP |.

This period of time is given as:

TPP = C 0
L|VtP |/IPP (5.8)

where IPP = 1
2gmN2Vov,N2.

The di↵erential-mode equivalent circuit is shown in Fig. 5.2. This circuit has one

negative pole s� ⇡ �(gmN2 + gmd1)/CC and one positive pole s+ ⇡ (gmd1||gmN2)/CL

which means a soft regeneration. Because the N1 pair enters triode region, the charge

on both node C will partially leak through gmd1 and partially propagate to node O. In

addition, the N1 pair di↵erential current becomes weaker since it enters triode region,

which makes the circuit very vulnerable to transistor mismatches.

Due to the nonlinear nature of the circuit, it is hard to analyze the dynamics of the

circuit. To simplify this problem, averaged value is used for linearization of the circuit.
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Figure 5.3: Di↵erntial equivalent circuit when mismatches are considered: (a)

Sampling phase; (b) Propagation phase.

5.1.3 Regeneration Phase

The regeneration phase is essentially the regeneration of the output node di↵erential

voltage. It begins when PMOS pair is turned on. The di↵erential-mode equivalent cir-

cuit is shown on Fig. 5.2, which is similar to a cross-coupled inverter. The regeneration

pole is given by:

sRP ⇡ (gmN2 + gmP )/CL (5.9)

5.1.4 Sensing Speed

Unlike VSA where the output di↵erential signal regenerates from beginning, CSA first

experiences a signal pre-amplification in SP and a signal transfer in PP. After PP, the

signal in output node start regeneration. The sensing delay for SP and PP is given by

TSP + TPP , and the regeneration pole in RP is sRP .

5.2 O↵set Voltage

Unlike VSA, the o↵set of CSA has contribution from both NMOS pairs. PMOS pair

normally has little impact on o↵set because the output node signal is relatively large in

RP phase. The di↵erential equivalent circuit for o↵set analysis is shown in Fig. 5.3.
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5.2.1 N1 Pair

We notice in Fig. 5.3 that in both SP and PP:

Imis,N1 = gmN�VtN1 + ISP
��N1

�N1
(5.10)

where ISP is the current through N1.

O↵set from N1 pair is defined by Vos,N1 = Imis/gmN , thus:

Vos,N1 = �VtN1 +
Vov,N1

2

��N1

�N1
(5.11)

5.2.2 N2 Pair

N2 pair mismatch will mainly be problematic in PP. Equivalent circuit is shown in Fig.

5.3. Since we know this circuit has one positive pole and one negative pole, we can

express the VO by this linear combination:

VO(t) = Ae�|s�|t +Bes+t + C (5.12)

where A, B, C are unknown constant.

From initial condition, we have:

VO(0) = 0 (5.13)

CL
dVO(t)

dt
|t=0 = gmN2VC(0) + Imis (5.14)

where VC(0) = ASPVid is the internal node voltage in end of SP, and Imis,N2 =

gmN2

⇣
�VtN2 +

V
ov,N2

2
��

N2
�
N2

⌘
.

The separatrix condition is:

B = 0 (5.15)

where regeneration is totally suppressed.

From Equ. 5.12, 5.13, 5.14, 5.15, we get the o↵set:

Vos,N2 ⌘ Vid|B=0 =
1 + |s�|⇥ C

L

g
mN2

|ASP |+ g
mN1
g
md1

⇥ |s�|⇥ C
L

g
mN2

⇥ Imis,N2

gmN2
⌘ kN2 ⇥

Imis,N2

gmN2
(5.16)

where |s�| ⇡ (gmN2 + gmd1)/CC , and N2 o↵set contribution coe�cient kN2 is defined.
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Figure 5.4: CSA o↵set vs. CL/CC . (28nm CMOS: AV
tN

= 2.5mV · µm,

A�
N

= 0.5% · µm. [1])

5.2.3 Total O↵set Voltage

The total o↵set is:

Vos ⇡ Vmis,N1 + kN2Vmis,N2 (5.17)

where Vmis,N1 = �VtN1 +
V
ov,N1

2
��

N1
�
N1

, Vmis,N2 = �VtN2 +
V
ov,N2

2
��

N2
�
N2

.

Because internal gain is small due to charges leak through N1 (in triode) gmd1, N2’s

contribution to o↵set becomes very important and can even be the bigger contribution

depending on load capacitance as shown in Fig. 5.4. As the Pelgrom coe�cients for

28nm CMOS technology are not directly from TSMC which we are using, there may be

small systematic shift for theoretical o↵set prediction in the plot.

Another important feature of CSA is that:

@kN2

@VDD
=

@kN2

@|ASP |
⇥ @|ASP |

@VDD
> 0 (5.18)
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which means lower o↵set for lower VDD. This is a good property for CSA which suggest

better performance in low VDD SRAM, since VSA does not show similar feature. We

will show the comparison in next chapter.
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CHAPTER 6

VSA and CSA Comparison

6.1 O↵set Voltage Comparison

Now let us look at the minimum RMS o↵set voltage of circuits we analyzed in previous

chapters using the theory in Chapter 2:

1. Cross-Coupled Inverter

• PFET and NFET contribute to the o↵set, thus number of FET pairs N = 2

(in Equ. 2.16, not same as subscript N which means NFET). Based on Equ.

2.27, the minimum RMS o↵set is given by:

�V
os

� Avtp
SN + SP

(6.1)

By giving initial common-mode input VCM (0), we can design the best area

proportion for NFET and PFET to achieve this minimum o↵set. A larger

common-mode input voltage will result in a larger NFET area for optimal

design, however, the optimal o↵set is physically determined and is unchanged

as long as total area is the same. Of course, smaller e↵ect like � mismatch

may a↵ect the minimum o↵set, however, it is quite accurate as shown in

Fig. 2.2.

2. Voltage-Mode Sense Amplifier

• Only NFET contributes to the o↵set, thus N = 1. Based on Equ. 3.14, the

minimum RMS o↵set is obviously given by:

�V
os

� Avtp
SN

(6.2)
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3. O↵set-Reduced Voltage-Mode Sense Amplifier

• Only NFET and AT pair contribute to the o↵set, thus N = 2. Based on

Equ. 4.7 and Equ. 4.14, the minimum RMS o↵set for two reduction methods

is the same and is given by:

�V
os

� Avtp
SN + SAT

(6.3)

Comparing to Equ. 6.2, the minimum o↵set now include the area of ATs.

It shows exactly why and how the o↵set voltage of VSA can be reduced

by implementing proper timing scheme. However, limited by the degree of

freedom in design, the optimum condition may not be met and we end up

achieving partially the o↵set reduction which does not make fully use of the

area.

4. Current-Mode Sense Amplifier

• Only N1 and N2 pair contribute to the o↵set, thus N = 2. Based on Equ.

5.17, the minimum RMS o↵set is given by:

�V
os

� (1 + kN2)
Avtp

SN1 + SN2
(6.4)

For CSA, we can see directly from Equ. 6.4 that the minimum o↵set is larger than

VSA for same total area. The reason for this is determined by circuit topology

and it is an intrinsic property of the sense amplifier. There is no way we can make

a better CSA over VSA in sense of o↵set voltage based on above analysis. For a

good estimation, kN2 ⇡ 1 and CSA is twice the o↵set than VSA when optimally

designed.

kN2 can be achieved much smaller in StrongArm latch used in data converters,

since the input common-mode voltage will not force N2 pair into triode [16]. This

property suggests that the CSA used in SRAM is not the optimal utilization for

the same circuit topology when considering o↵set.

In conclusion, CSA has much larger o↵set voltage than VSA when occupying similar
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area. It is clearly an advantage for VSA, however, the di↵erence will be reduced when

VDD is lowered.

6.2 Sensing Speed Comparison

The sensing speed comparison can be done naturally given the previous analysis on

SA operations. For VSA, the sensing speed is given by the regeneration pole and it is

approximately s+ ⇡ Gm/CL. For CSA, it is more complicated. However, since positive

poles for propagation (mild regeneration) and regeneration phases (strong regeneration)

are both smaller than that in VSA assuming same load CL, plus the additional sampling

stage delay for CSA, we can safely conclude that sensing speed of CSA is slower than

VSA.

6.3 FoM Comparison and Supply Dependency

The “yield” of a sense amplifier is defined by the fraction of its correct decisions across

a large population of memories. As stated in Chapter 1, yield is limited by the input-

referred voltage o↵set Vos of the sense amplifier, arising mainly from FET mismatch that

disturbs circuit symmetry, and attenuation in the voltage induced by a memory cell on

the bitline due to sense amplifier’s input capacitance Cin and possible signal delay such

as RC delay. There is a clear trade-o↵. Scaling up the sense amplifier FETs will lower

mismatch, but increase input capacitance. It will also increase amplifier surface area

Stot, which is undesirable for chip density. We propose a figure-of-merit to compare one

sense amplifier circuit against another:

FoM�1 =
⇣
Vos ⇥

p
Stot

⌘
⇥
⇣CBL + Cin

CBL
⇥ ⌘
⌘

(6.5)

where CBL is the bitline capacitance which consists of FET capacitance and wire ca-

pacitance, ⌘ accounts for RC delay attenuation ratio which satisfies ⌘  1, Stot accounts

for all active area including precharge FETs and extra timing (for PGB) circuit. The

former part of right hand side Equ. 6.5 denotes area e�ciency, and the latter denotes

signal attenuation.
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Figure 6.1: FoM comparison of VSA and CSA on di↵erent supply voltage.

The simulation results are shown in Fig. 6.1. Here are the simulation settings: The

di↵usion capacitance on the bitlines is estimated by 128 W/L = 100n/30n NFETs; the

input capacitance is extracted from simulations; the wire capacitance is estimated by

Cwire = 128 ⇥ 0.3um ⇥ 0.18fF/um = 6.9fF ; RC attenuation ratio ⌘ is estimated by

⌘ = 1�RC/T = 0.79 for VSA and ⌘ = 1 for CSA where T (Fig. 1.2) is the time needed

to develop 100mV di↵erential signal which is commonly used in SRAM; the sizing for

VSA is same to [20] and the sizing of CSA is designed using the idea of similar matching

area [15], as shown in Fig. 3.1 and Fig. 5.1; the extra timing logic circuitry area for

VSA is estimated based on [22].

It is surprising that although VSA has nearly half the o↵set voltage of CSA, the

total yield level is in same level by considering signal attenuation. Since SA usually has

much larger area than any SRAM cell in order to achieve good input-referred o↵set,

the capacitance associated with SA is not negligible. CSA can isolate the SA input

from output load very well, and it loads each bitline with only 1 NFET gate. While

VSA not only loads both NFET and PFET gates, but also the di↵usion and gate-drain
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capacitors, and the output logic gates also load the bitlines. For this reason, the sensing

signal applied at the input of VSA is smaller comparing to CSA. Furthermore, the access

transistors in VSA will add a RC delay for signal that further attenuation the sensing

signal, while CSA does not have the issue. Thus, the two SAs end up similar FoM as

shown in our simulation.

It is shown that nearly 20%�30% FoM improvement is achieved for CSA comparing

to VSA when reducing VDD. The previous analysis on CSA explains this phenomenon

by larger sampling phase gain (|ASP |) of CSA thus lower o↵set in lower supply voltage.

The theory prediction and simulation on VDD dependency shows consistency that CSA

will be the better choice in low VDD SRAMs and VSA will be better in high VDD SRAM

applications.
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CHAPTER 7

Conclusion

This thesis provides a simple but intuitive analysis of two commonly used types sense

amplifier: VSA and CSA. A time-domain method is used to precisely predict the sense

amplifier operations, sensing speed and o↵set voltage for VSA and CSA. We start with

generally deriving and proving an theoretical minimum o↵set for each sense amplifier

and show an optimization methods for optimum o↵set design, which is set by circuit

topology. We illustrate how we apply this method to optimize cross-coupled inverter and

used it later for SAs comparison. We explain how timing arrangements of SA enables

signals a↵ect VSA o↵set, and to what degree. It is shown that around 10% o↵set can

be achieved with almost no penalty if control signals are already separated. We explain

how CSA o↵set is a↵ected by supply voltage.

We show three e↵ects on SA yield that o↵set, capacitance and RC delay. Based on

above analysis, we conclude by assembling these results into a figure-of-merit that shows

that although the VSA is superior at high VDD the CSA will prevail below 0.6� 0.7V .

Predictions from analysis match simulations very well.
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