
Lawrence Berkeley National Laboratory
LBL Publications

Title
Numerical investigations to identify environmental factors for field-scale reactive 
transport of pathogens at riverbank filtration sites

Permalink
https://escholarship.org/uc/item/0vw0v5p5

Authors
Knabe, D
Dwivedi, D
Wang, H
et al.

Publication Date
2023-03-01

DOI
10.1016/j.advwatres.2023.104389

Copyright Information
This work is made available under the terms of a Creative Commons Attribution 
License, available at https://creativecommons.org/licenses/by/4.0/
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/0vw0v5p5
https://escholarship.org/uc/item/0vw0v5p5#author
https://creativecommons.org/licenses/by/4.0/
https://escholarship.org
http://www.cdlib.org/


1 

Numerical Investigations to Identify Environmental Factors for Field-Scale Reactive Transport of 1 

Pathogens at Riverbank Filtration Sites 2 

Knabe, D.1, Dwivedi, D.2, Wang, H.3, Griebler, C.3, Engelhardt, I.1 3 

1 Technische Universität Berlin, Institute for Applied Geosciences, Department of Hydrogeology, 4 

Ernst-Reuter-Platz 1, 10587 Berlin, Germany 5 

2 Lawrence Berkeley National Laboratory, Earth and Environmental Sciences Area, Geochemistry 6 

Department, Berkeley, CA, USA 7 

3 University of Vienna, Department of Functional and Evolutionary Ecology, Division of Limnology, 8 

Djerassiplatz 1, 1030 Vienna, Austria 9 

10 

Corresponding author: Dustin Knabe (dustin.knabe@tu-berlin.de) 11 

Keywords: bank filtration, transport modelling, virus, bacteria, pathogen, PFLOTRAN 12 

Highlights/Key points: 13 

• Travel time was the main factor for transport of coliforms and somatic coliphages14 
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• A changing colmation layer resulted in variable coliform removal16 

• Temperature and oxygen content had little impact on virus and bacteria transport17 

Abstract 18 

While induced bank filtration is a proven method for facilitating sustainable drinking water 19 

production, it is at risk from surface water contaminations (e.g., pathogens). Induced bank filtration 20 

and pathogen transport in groundwater have been studied extensively. However, long-term studies 21 

that consider real-world conditions are missing. These conditions include seasonal changes to 22 

environmental conditions and waterworks operations. Therefore, to analyze the effect of seasonal 23 

changes on the transport of human pathogenic viruses and their indicators in induced bank filtration, 24 

concentrations of adenoviruses and pathogen indicators were monitored over 16 months at an active 25 

bank filtration plant at the Rhine River, in Düsseldorf (Germany). Based on this data, a 2D 26 

groundwater model was created in PFLOTRAN that simulated flow, heat transport, conservative 27 

transport of chloride and the resulting electrical conductivity, reactive transport of oxygen and 28 

nitrate, and colloid-based transport of coliforms, somatic coliphages, and adenoviruses. The results 29 

show that reduced travel time was the key factor determining periods with a low removal of 30 

coliforms and somatic coliphages in the aquifer. Travel time was controlled by river level variations 31 

during rainy seasons, and the waterworks extraction rates during dry seasons. For adenovirus 32 

transport, travel distance in the subsurface appeared to be the key factor, while travel time had no 33 

significant impact. Coliform removal increased when the colmation layer permeability decreased, 34 

while coliphage and adenovirus removal was unaffected by the colmation layer permeability. 35 

Seasonal changes in temperature and oxygen content did not significantly impact the removal of 36 

coliphages and adenoviruses in groundwater. Denitrifying conditions correlated with a lowered 37 

coliform removal, but the modelling could not establish a connection between denitrifying conditions 38 

and coliform removal. Our study showed that removal of pathogens and pathogen indicators at 39 

induced bank filtration plants varies greatly in time and space (e.g., for coliforms from 1 to 4 log-40 

levels at 20 m travel distance), and that adenovirus transport differs considerably from transport of 41 

coliforms and somatic coliphages.  42 
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1. Introduction43 

Induced bank filtration (IBF), a type of managed aquifer recharge (MAR), is a proven method for 44 

facilitating sustainable drinking water production, especially in regions with limited groundwater 45 

resources but with large surface water bodies (Dillon et al., 2019). IBF is employed worldwide, often 46 

in urbanized regions (e.g., the city of Berlin and cities along the Danube and Rhine rivers in Europe) 47 

(Dillon et al., 2019; Gillefalk et al., 2018; Sprenger et al., 2017). For IBF, extraction wells are placed 48 

close to river or lake banks. Most of the extracted water originates from the surface water body, but 49 

has undergone a subsurface passage during which natural physical, chemical, and biological 50 

processes can reduce contaminant concentrations. However, in surface waters at riverbank filtration 51 

sites, various contaminants with different degradation behavior can be present (e.g., organic 52 

compounds, pharmaceuticals, metals, and human pathogens, such as viruses and bacteria) 53 

(Engelhardt et al., 2014; Farnsworth and Hering, 2011; Hu et al., 2016; Maeng et al., 2011; Sprenger 54 

et al., 2014). Additionally, the efficacy of IBF in reducing contaminant concentrations is subject to 55 

environmental and climatic conditions. For example, floods are typically assessed as impairing IBF 56 

performance because they shorten the travel times of contaminants (Sprenger et al., 2011).  57 

Human pathogens are typically released into surface water with treated wastewater (Montazeri et 58 

al., 2015). Typical human pathogens in surface waters are adenovirus, rotavirus, enterococcus, and 59 

Giardia intestinalis, which cause a variety of enteric diseases (WHO, 2017). Modern drinking water 60 

guidelines and regulations, such as those from the WHO (2017) and the European Union (2020), use 61 

bacterial and viral indicators (e.g., E. coli and bacteriophages) to assess the potential contamination 62 

by pathogens. However, studies have shown that bacterial and bacteriophage indicators, as well as 63 

model viruses such as MS2 (often employed in laboratory studies owing to safety restrictions when 64 

using human pathogenic viruses), cannot adequately represent the characteristic transport behavior 65 

and fate of pathogenic viruses (Boehm et al., 2019; Pang et al., 2021). This highlights the need to 66 

study the transport of real pathogens in the environment. 67 

Viruses and bacteria are transported in groundwater as bio-colloids due to their size (nm to low µm). 68 

Transport of bio-colloids in the subsurface is affected by various processes such as advection, 69 

dispersion, inactivation (loss of infectivity), decay (destruction of the particle), attachment to and 70 

detachment from solid surfaces, and straining (physical filtration) at small pore throats (Hunt & 71 

Johnson, 2017). Numerous studies have shown that a large number of factors can influence the 72 

transport of (bio-)colloids in groundwater. These factors include porosity, colloid size, water flow 73 

velocity, temperature, pH, surface charge of colloids and sediments, ionic strength, concentration of 74 

multivalent ions, and micro- and nanoscale roughness/heterogeneity of grain surfaces (Johnson et 75 

al., 2018; Messina et al., 2015; Sadeghi et al., 2013; Sasidharan et al., 2017; Torkzaban and Bradford, 76 

2016; Tufenkji and Elimelech, 2004). However, comparisons between field observations and 77 

laboratory experiments conducted under similar conditions show that laboratory studies typically 78 

overestimate the removal of viruses and bacteria during underground passage (see Oudega et al. 79 

(2021) and references therein).  80 

In contrast to the large number of laboratory studies, detailed studies at the field-scale that 81 

investigate (pathogenic) viruses and bacteria transport are less frequent. Furthermore, many studies 82 

have focused on indicators, rather than on pathogens directly, and on artificial injection experiments. 83 

Such experiments were performed, for example, by Oudega et al. (2021) with bacterial endospores 84 

and coliphages, by Hornstra et al. (2018) with bacteriophages under anoxic conditions, and by 85 

Kvitsand et al. (2015) with bacteriophages in an aquifer located in a cold climate (6° C). Induced or 86 

natural bank filtration was studied for example by Betancourt et al. (2014), Sprenger et al. (2014) and 87 

Weiss et al. (2005). Removal of naturally occurring viruses at a vertical infiltration site was studied by 88 

Morrison et al. (2020). However, detailed and long-term (multi-month) field studies on pathogen 89 
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transport are rare. Thus, Bradford & Harvey (2017) concluded in their review publication that field 90 

research is needed to improve our understanding of virus and bacteria transport in groundwater. 91 

While laboratory-scale models can account for a huge number of complex processes (including the 92 

effects of nanoscale heterogeneity, as in Johnson et al. (2018)), models that investigate field-scale 93 

processes are typically constrained to simple first-order kinetics due to numerical limitations and 94 

uncertainty about subsurface properties. Therefore, currently available field-scale models only 95 

include inactivation, attachment, and detachment using colloid filtration theory for the attachment 96 

coefficient (e.g., Oudega et al. (2021)). Some researchers have used two-site models considering 97 

favorable and unfavorable attachment sites (Sasidharan et al., 2021; Kvitsand et al., 2015). Hornstra 98 

et al. (2018) also considered blocking (limitation of attachment sites), and Knabe et al. (2021) 99 

included straining. However, employing a more detailed process-based numerical modelling 100 

approach is less common. In general, at field-scale, currently published models are still insufficient, 101 

because many processes are neglected, and the impact of heterogeneity (Bradford and Harvey, 2017) 102 

and transient boundary conditions (Wang et al., 2020) is disregarded. 103 

Therefore, a 16-month monitoring campaign was performed to improve our understanding of virus 104 

and bacteria transport in groundwater at field-scale, and under natural uncontrolled transient 105 

hydraulic and geochemical conditions. The campaign included high-resolution measurements of 106 

selected pathogens and their indicators along a transect of an IBF waterworks facility in Düsseldorf, 107 

Germany (Wang et al., 2022). This study investigated environmental factors that vary greatly 108 

between seasons (river level, oxygen content, temperature, and riverbed permeability). A model-109 

based analysis was conducted to investigate the impact of these parameters on transport of 110 

coliforms, somatic coliphages, and adenovirus during IBF. The numerical code PFLOTRAN, a 111 

subsurface flow and reactive transport code, was used for this goal. PFLOTRAN has been used by 112 

many researchers, including Avasarala et al. (2017), Dwivedi et al. (2018b), Hammond et al. (2011), 113 

Knabe et al. (2021), and Navarre-Sitchler et al. (2013). PFLOTRAN was selected as modelling code 114 

because of its scalability on high performance computing clusters. PFLOTRAN allows for faster 115 

calculation times, and its open source code enables flexibility in the definition of rate equations, 116 

making it a good choice for modelling complex reactive transport systems. This study aimed to 117 

identify key parameters and processes for virus and bacteria transport in induced bank filtration. This 118 

study also investigated the differences between viruses and bacteria transport. Using an active IBF 119 

facility as a research site allows for the study of transport processes under real-world conditions, 120 

which increases the practical relevance and the transferability of the results to other IBF sites.  121 

2. Methods122 

2.1 Investigated field site and sample collection 123 

This study was conducted at an IBF site at the Rhine River in Düsseldorf, Germany (Waterworks 124 

“Flehe”). This site has been investigated in several previous studies (Knabe et al., 2021; Sharma et al., 125 

2012; Schubert, 2002). To investigate the transport of viruses and bacteria during IBF, a 16-month 126 

sampling campaign was conducted from the end of 01/2018 to 05/2019. Water samples were 127 

collected every two to four weeks in the Rhine River and in observations wells built along a transect 128 

perpendicular to the river (Figure 1). Samples were analyzed onsite for standard physical-chemical 129 

parameters (O2, pH, electrical conductivity (EC)), and in the laboratory for major anions/cations, and 130 

selected microbiological parameters (total coliforms, Escherichia coli, somatic coliphages, F+ 131 

coliphages, and adenovirus). For the production well (PW), only mixed samples were available that 132 

contained water from multiple production wells. Additionally, piezometric pressure heads and 133 

temperature were measured continuously (every 5 min) in selected observation wells using data 134 

loggers (pressure-temperature (PT) logger: Solinst Levelogger Edge, temperature (T) logger: Onset 135 
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Tidbit v2). For the wells equipped with a PT- and a T-logger, the T-logger was placed 0.5 m above the 136 

PT-logger, with both being inside the screened well section (1 m). River water samples were collected 137 

about 700 m downstream of the transect at a sampling point for river water used by local water 138 

authorities, which gathers water from above the riverbed by using a pumping system. River level and 139 

temperature were measured continuously by the local water authorities at a gauging station 12.7 km 140 

downstream. 141 

The sampling procedure and the analytical methods are described in detail in Wang et al. (2022). In 142 

brief, to quantify E. coli and coliforms, the Colilert-18 assay (ISO 9308-2, 1990) was used, while 143 

coliphage numbers were assessed according to Binder (2013). Adenovirus was quantified by digital 144 

droplet-PCR following the guidelines of Huggett (2020). 145 

 146 

 147 

Figure 1. (Left) Top-down view of the site with the observation well transect in red. (Right) Modelled 2D transect with 148 
observation wells (A, B, C, D, E) and production well (PW) marked in red (lines mark the well screen positions), boundary 149 
conditions (BCs), and subsurface zones. Map data in left image from: Google, Imagery ©2022 AeroWest, Aerodata 150 
International Surveys, GeoBasis-DE/BKG, GeoContent, Maxar Technologies, Map data ©2022.  151 

2.2 Numerical Model Setup – Flow, Transport, Discretization, Boundary Conditions  152 

To simulate groundwater flow and transport of heat and solutes, as well as colloid-based transport of 153 

viruses and bacteria, the open-source modelling code PFLOTRAN was used (Hammond et al. (2014), 154 

www.pflotran.org). The TH (thermo-hydraulic) mode was employed for flow and heat transport; the 155 

GIRT (Global Implicit Reactive Transport) mode was employed for advective-dispersive and reactive 156 

transport. The rate equations described below were implemented via the Reaction-Sandbox feature.  157 

The geometry and design of the production well gallery is such that the flow is perpendicular to the 158 

river and along the transect (Knabe et al., 2021; Schubert, 2002) (Figure 1, left). A numerical 2D 159 

model of the bank filtration transect (Figure 1, right) was set up using cells with �� = 0.25 m and a 160 

variable dx with finer discretization (square-shaped cells) in the riverbank to reduce numerical 161 

dispersion where flow is less horizontal: 162 

�� � 	
���
�	 5.0	
, � ∈ ��170,�165�																													2.0	
, � ∈ ��165,�151�																													1.0	
, � ∈ ��151,�80�	⋁	� ∈ ��46,33�		0.5	
, � ∈ ��80,�77�	⋁	� ∈ ��50,�46�0.25	
, � ∈ ��77,�50�																																					

 163 

Time-variant Dirichlet boundary conditions were set based on the measured data at the river and for 164 

the regional groundwater at Well Row E (Figure 1, right). The boundary conditions were set for 165 

piezometric pressure head, groundwater temperature, and concentrations of solutes, bacteria and 166 

viruses at two locations: (i) at the top of the cells adjacent to the river (green and orange in Figure 1, 167 
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right) and (ii) at the right-side boundary of the model domain. To account for the river level 168 

difference between the measuring point and transect location (12.7 km distance), the measured river 169 

level was corrected by using the known local average river level gradient of 0.2 m river level per 1000 170 

m distance along the river. No-flow boundaries were set at the bottom (aquitard) and left side (flow 171 

to/from opposite riverbank was irrelevant). The production well (PW) was implemented as a sink 172 

located along the screened section.  173 

The model simulates 500 days, starting at 01.01.2018 (Day 0) with a prior spin-up period of 50 days, 174 

with all boundary condition values set to those observed at Day 0 (except for all virus and bacteria 175 

species, whose concentrations were set to zero). This spin-up period provides the initial conditions 176 

for the piezometric pressure heads, temperature, and solute concentrations as quasi-steady state 177 

with the initial boundary condition values. PFLOTRAN’s adaptive time stepping was used with at most 178 

0.1-day time steps. 179 

 180 

2.3 Subsurface Heterogeneity  181 

Subsurface heterogeneity (Figure 1, right) was based on grain size analyses of the borehole profiles 182 

of the wells. The aquifer was divided into two zones — a highly permeable (HK), mostly coarse sand 183 

and gravel zone and a lower permeable (LK), higher medium sand content with some coarse sand 184 

and fine gravel zone — with two permeabilities KHK and KLK, and two porosities nHK and nLK, 185 

respectively. Permeability and porosity of the aquitard (silty fine sand) and the soil zone (silty clayey 186 

sand) were set to 10-11 m² and 0.2, respectively. The colmation layer (or clogging layer) directly at the 187 

interface between surface water and subsurface was discretized into an additional layer with a 188 

thickness of one cell (dz = 0.25 m). As a result of to numerical restrictions forced by the 189 

computational time, the previously published colmation layer thickness of 10 cm by Schubert (2002) 190 

had to be increased.  191 

The (hydraulic) properties of the colmation layer can change over time due to (i) biogeochemical 192 

activity (bio-clogging, unclogging by grazing of benthic lifeforms), (ii) physical clogging by forced 193 

inflow of river water due to the constant pumping in the production wells, and (iii) changes in river 194 

discharge and sediment transport (Doppler et al., 2007; Engeler et al., 2011; Newcomer et al., 2016). 195 

The colmation layer was also divided into two zones: one located within the riverbed and the other 196 

zone located at higher elevation along the riverbank (Figure 1, right). The second zone was assumed 197 

to be strongly clogged because of the lower erosive potential of the river at this elevation and the 198 

presence of an armor layer to protect the riverbank.  199 

This study compares two model concepts to consider the impact of the colmation layer: a time-200 

invariant (TI) and a time-variant (TV) model. The TV model uses discrete time periods to account for 201 

changes in river level, extraction rates and a period when the waterworks pumps were shut down for 202 

43 days for maintenance. The periods in the TV model were: (I) winter 2017/18 with a flood (days 0-203 

40); (II) spring (days 40-100); (III) spring with maintenance period of the waterworks and including a 204 

14-day recovery period after pumps were restarted (days 100-157); (IV) summer and autumn 2018 205 

with falling river level (days 157-335); (V) winter 2018/19 with rising river level (days 335-425); (VI) 206 

end of winter 2018 and spring 2019 (days 425-500). The 14-day recovery in Period III is based on an 207 

older experiment mentioned in Schubert (2002) which indicated that reclogging took about 14 days. 208 

Permeabilities of the riverbed were calibrated for each period, the permeability of the riverbank was 209 

fixed at ���� ,!"#$ � 10%&'	
(, except during Period III, where flow direction was reversed and 210 

unclogging is assumed to have occurred (���� ,)�!"#$ � 10%&&	
(, ��*+,,,, � 10%&&	
(). For the TI 211 

model, both ��*+ and ����  were calibrated.  212 
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A single longitudinal dispersivity was set as a calibration parameter for all subsurface zones excluding 213 

the colmation layer (-.,�/�. Transversal dispersivity -0,�/	was fixed at -0,�/ � 0.1 ⋅ -.,�/, similar to214 

the approach by Hester et al. (2013). Dispersivity of the colmation layer and aquifer are unlikely to be 215 

similar, owing to different sediment structure and thus different heterogeneity. Initial model tests 216 

showed that dispersivity and porosity parameters for the colmation layer were highly uncertain after 217 

calibration with the conservative transport data. However, it was observed that a low dispersivity is 218 

needed for the colmation layer to potentially influence virus and bacteria transport. Because 219 

heterogeneity is reduced in the colmation layer a low dispersivity is reasonable. Therefore, 220 

longitudinal dispersivity and porosity for the colmation layer were fixed with -.,!#"2 � 0.5	
 and221 3!#"2 � 0.2.222 

The thermal conductivity under saturated conditions for all layers was set to 4	 � 	3.3 52⋅6 while heat 223 

capacity of the aquifer layers was set to 7�/8 	� 	869 : $⋅6 , since most of the sediments consist of 224 

sand and gravel. For the aquitard, it was set to 7��/8 	� 	1500 : $⋅6 to account for an increased 225 

fraction of fine clay and silt particles (Stauffer et al., 2013).  226 

227 

2.4 Mean Travel Time 228 

Mean travel times were calculated with PFLOTRAN’s “Tracer Mean Age” capability, which follows the 229 

method of Goode (1996) with the following equations (Gardner et al., 2015): 230 

;<3=;> � 3= � ? ⋅ <=@A B ? ⋅ 3=C ⋅ ?< B DE F1�231 

< � G >7	�>	HIG 7	�>	HI F2�232 

where < is the mean “age” for a mixture of groundwater [s], 3 is the porosity [-], = is the water 233 

density [kg m-³], > is the time [s], 7 is the “concentration” of groundwater with a given age [mol L-1], 234 @A is the groundwater flux [m³ s-1], C is the dispersion coefficient [m² s-1], and DE is a generic235 

source/sink for age [kg m-³]. The calculated water ”age” was set to start at 0 days upon entering the 236 

model on either side (river or regional groundwater), and can therefore be interpreted as mean 237 

travel time from the model boundary at any observation point in the model domain.  238 

239 

2.5 Simulation of Aerobic Respiration and Denitrification 240 

Consumption of oxygen by degradation of dissolved organic carbon (DOC, for simplicity assumed as 241 

acetate JK'JLL%) was simulated according to previously published research (Knabe et al., 2021;242 

Sharma et al., 2012). However, the equations were modified to allow a heterogeneous distribution of 243 

bacteria facilitating the reaction: 244 

L( B 12JK'JLL% → KJL3% B 12KN F3�245 

OL2 � P0,QR S7T,L2,U ⋅ VL2 ⋅ W 7QR�QR B 7QRX ⋅ W 7CLJ�YQZ,QR B 7YQZX[ F4� 246 
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P0,QR � expW_QR ⋅ ` ⋅ a1 � 0.5 `#̀bcdX
expW_QR ⋅ 20°J ⋅ a1 � 0.5 20°J#̀bc dX

F5� 247 

where OQR  is the reduction rate for L( [mol L-1 s-1], 7Q(/YQZ are the concentrations of L( and CLJ 248 

respectively [mol L-1], VQR is the rate constant [mol L-1 s-1], �L2  and �CLJ,L2  are Monod half 249 

saturation constants [mol L-1], P0 is a factor including temperature effects on the reaction rate 250 

normalized to 20°C [-], ` is temperature [°C], _QR is a calibration parameter influencing the rate of 251 

change for P0 with temperature [°C-1], #̀bc is the temperature at which the reaction rate is the 252 

fastest [°C], and 7�,QR,g is the normalized concentration of aerobic bacteria facilitating the reaction in 253 

zone j [-]. 254 

Aerobic bacteria were assumed to be immobile with a constant concentration. The subsurface was 255 

divided into two zones: the zone close to the river where more nutrients are available, resulting in 256 

higher aerobic bacteria concentrations (7�,QR,h= 1), and the zone in the bulk aquifer with lower 257 

aerobic bacteria concentrations (7�,QR," < 1, a calibration parameter). The extension of the zone with 258 

higher aerobic bacteria concentrations was adjusted during model calibration (��*i#�j!, as horizontal 259 

and vertical distance from the river). Aerobic bacteria concentrations in model cells, where the zone 260 

border was located, were calculated as a weighted average between concentrations of both zones. 261 

The weights result from the proportion of the zones in the cell. 262 

Denitrification was modelled similar to aerobic respiration, but includes an inhibition factor for 263 

dissolved oxygen (e.g., Arora et al., 2016; Dwivedi et al., 2018; Rodríguez-Escales et al., 2014): 264 

kL3� B 58JK'JLL% B 72KN → 12k( B 58KJL3% B 198 K(L F6� 265 

OkL3� � P0,lQmn S7T,lQmn,g ⋅ VkL3� ⋅ W 7kL3��kL3� B 7kL3�X ⋅ W 7CLJ�YQZ,l B 7YQZX ⋅ W oL2oL2 B 7L2X[ F7� 266 

P0,lQm � expW_lQmn ⋅ ` ⋅ a1 � 0.5 `#̀bcdX
expW_lQmn ⋅ 20°J ⋅ a1 � 0.5 20°J#̀bc dX

F8� 267 

where OlQmn  is the reduction rate for kL'% [mol L-1 s-1], 7lQmn/QR/YQZ is the concentration of kL'%, L( 268 

and CLJ respectively [mol L-1], VlQmn  is the rate constant [mol L-1 s-1], �lQmn and �CLJ,k are Monod 269 

half saturation constants [mol L-1], oQR is the inhibition constant for L( on denitrification [mol L-1], 270 P0,lQmn is a factor including temperature effects on the reaction rate normalized to 20°C [-], ` is 271 

temperature [°C], _lQmn is a calibration parameter influencing the rate of change for P0,lQmn with 272 

temperature [°C-1], #̀bc is the temperature at which the reaction rate is the fastest [°C], and 7�,lQmn,g 273 

is the normalized concentration of denitrifying bacteria in subsurface zone j [-]. The measurements 274 

showed that denitrification was mostly limited to the lower permeable aquifer zone around wells 275 

B3/2 and D3/2 (see Section 3.2). Therefore, 7�",lQmn,pY was set to 1 in the LK zone with x > -30 m (i.e., 276 

starting between well rows A and B). For the remaining subsurface zones 7�,lQmn,i*qc < 1 was a 277 

calibration parameter.  278 
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For simplification, DOC concentrations were assumed to have limited influence on the reaction rates 279 

(�CLJ,L2  and �CLJ,k set to 10-6 mol/L). Additionally, #̀bc was set to 35°C as in previous studies 280 

(Knabe et al., 2021; Sharma et al., 2012). 281 

 282 

2.6 Simulation of colloid-based Virus and Bacteria Transport   283 

The reactive transport model for viruses (somatic coliphages and adenovirus) and bacteria 284 

(coliforms) accounts for kinetic sorption and desorption (attachment and detachment), inactivation, 285 

and straining. A one-site model was employed for coliforms, somatic coliphages and adenoviruses. 286 

Additionally, a two-site model was tested for coliforms, for which more data were available. Using 287 

the first-order rate equations typical for field-scale transport models for viruses and bacteria leads to 288 

(Hornstra et al., 2018; Torkzaban et al., 2019): 289 

��7j�> � 	 O!r � V�cc,&,j ⋅ 7j � V+*c,&,j ⋅ s&,j B V�cc,(,j ⋅ 7j � V+*c,(,j ⋅ s(,j BBVj�.j,2 ⋅ 7j B Vqci,j,g ⋅ 7j F9� 290 

��s&,j�> � 	 Otr � �V�cc,&,j ⋅ 7j B V+*c,&,j ⋅ s&,j B �j�,j.j2	Vj�.j,2 ⋅ s&,j F10� 291 

��s(,j�> � 	 Otr � �V�cc,(,j ⋅ 7j B V+*c,(,j ⋅ s(,j B �j�,j.j2	Vj�.j,2 ⋅ s(,j F11� 292 

where 7j is the concentration of species u in the water phase [viruses L-1] or [bacteria L-1], s&/(,j is the 293 

concentration of species u attached to the sediment at sites 1 or 2 respectively, expressed with 294 

respect to the solute volume [viruses L-1] or [bacteria L-1], V�cc,&/(,j  and V+*c,&/(,j are the attachment 295 

and detachment coefficients of species u at sites 1 or 2 respectively [s-1], Vj�,j,2 is the inactivation 296 

coefficient of species u in the water phase (m) [s-1], �j�,j,2 is the ratio of the inactivation coefficient in 297 

the immobile phase to the mobile phase for species u [-], and Vqci,j,g is the straining coefficient for 298 

species u in zone U [s-1].  299 

Adenovirus concentrations were measured via ddPCR (see Section 2.1) and therefore include active 300 

and inactive viruses. Thus, Vj�.j,2 represents decay rather than inactivation for adenoviruses.  301 

The attachment coefficient was calculated using Colloid-Filtration-Theory (Tufenkji and Elimelech, 302 

2004): 303 

V�cc, ,j � 32 ⋅ F1 � v��$,g ⋅ w ⋅ x ,j ⋅ y F12� 304 

where v is the volumetric water content [-], �$,g is the effective grain diameter in subsurface zone U 305 

[m], w is the collision efficiency [-], x ,j is the attachment efficiency of species u at attachment site V 306 

[-], and y is the mean particle velocity [m s-1]. w was calculated for every time step and cell using the 307 

equation proposed by Messina et al. (2015). x ,j was a calibration parameter for each species. To use 308 

the mean particle velocity in PFLOTRAN’s Reaction Sandbox calculations, a source code addition was 309 

necessary, which can be found at https://bitbucket.org/dknabe/pflotran-darcy-velocity-in-reaction-310 

sandbox/branch/dustin/darcy-velocity-in-reaction-sandbox. For the two-site model applied solely to 311 

the coliforms, the first site was assumed to be a high turnover site (higher x and higher detachment 312 

coefficient), while the second site was assumed to be a low turnover site (lower x and lower 313 

detachment coefficient). 314 
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Straining was assumed to occur only at the colmation layer due to the lower grain size. Similarly, 315 

straining was assumed to be only significant for bacteria due to the smaller size of viruses. Straining 316 

was calculated following Bradford et al. (2003), but without the depth-dependency, as this does not 317 

fit to field-scale observations. However, the mean particle velocity was added because straining like 318 

attachment (eq. 12) depends on the amount of pore space passed and not on the travel time. This 319 

leads to: 320 

Vqci,j,g � zqci ⋅ y ⋅ W�b,j�$,gX
&.{( F13� 321 

where zqci is the straining constant [m-1], y is the mean particle velocity [m s-1], �b,j is the diameter 322 

of species u [m], and �$,g is the effective grain diameter in subsurface zone U [m].  323 

The species-specific particle diameter and density were set based on the literature, with 1 µm and 324 

1.12 g/cm³ for coliforms (Lewis et al., 2014; Ouzounov et al., 2016), 60 nm and 1.36 g/cm³ for 325 

somatic coliphages (Burbano-Rosero et al., 2011; Hafenstein and Fane, 2002), and 95 nm and 1.33 326 

g/cm³ for adenovirus (Rafie et al., 2021; Sprinzl et al., 2001).  327 

To reduce the number of calibration parameters, the effective grain diameter of each subsurface 328 

zone was defined based on their grain size classification. For the aquitard and the soil zone (both 329 

composed of silty fine sand), the effective diameter was set to 0.1 mm. For the sand-gravel aquifer, 330 

the effective diameter for the high permeable zone (coarse sand and gravel) was set to 1.12 mm (log-331 

average size of coarse sand). For the low permeable zone (higher medium sand fraction), the 332 

effective diameter was set to 0.355 mm (log-average size of medium sand). For the colmation layer, 333 

the effective diameter was related to the permeability. Schubert (2002) reported that the clogged 334 

areas at the site are mainly silt. Therefore, the effective diameter for a stronger clogged colmation 335 

layer (assumed for permeability below 10-12 m2) was set to 0.006 mm, and for a fully unclogged 336 

colmation layer similar to the aquifer (assumed for permeability of 10-10 m2), the effective diameter 337 

was set to 1 mm, with a double log-linear interpolation for permeability values in between. 338 

Studies have shown that under anoxic conditions, inactivation of viruses and bacteria can be lower 339 

(Frohnert et al., 2014; Gordon and Toze, 2003). This effect was considered for the model termed TV-340 

O (applied only for coliforms). The inactivation coefficient in the mobile phase was calculated for the 341 

TV-O model with a step function: 342 

Vj�,j,2|7QR} � Vj�,j,2,I ⋅ ~													1												, 7QR � 7QR,chi						P��#�j! 						, 7QR � 7QR,chi F14� 343 

where Vj�,j,2,I is the inactivation coefficient of species i in the mobile phase under oxic conditions [1 344 

s-1], 7QR is the concentration of dissolved oxygen [molL-1], 7L2,>�O is the threshold concentration of 345 

dissolved oxygen for the inactivation coefficient [mol L-1], and P�3��u7 is the ratio of the inactivation 346 

coefficient between oxic and anoxic conditions [-]. 347 

Coliform bacteria include species, that can not only survive but also grow in the environment (Reitter 348 

et al., 2021). For the model termed TV-N, the hypothesis of coliform growth via denitrification 349 

(Bueno et al., 2018) was tested where eq. (10) was expanded to: 350 

��s&,j�> � 	Otr � �V�cc,&,j ⋅ 7j B V+*c,&,j ⋅ s&,j B �j�,j.j2	Vj�.j,2 ⋅ s&,j � OlQmn ⋅ � F15� 351 

where OlQmn  is the denitrification rate (eq. 7) [mol L-1 s-1], and � is the coliform yield per mol 352 kL'%	reduced [bacteria mol-1].  353 
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The grown coliforms were assumed to be at first immobile, because the bacteria facilitating the 354 

denitrification were also immobile. It was also assumed that coliform growth has no impact on the 355 

denitrification rate, because coliform concentrations are too low. 356 

357 

2.7 Model Calibration 358 

Strategy 359 

Model parameters were calibrated 360 

using particle swarm optimization 361 

(PSO) (Robinson & Rahmat-Samii, 362 

2004), a stochastic evolutionary 363 

algorithm that has been shown to 364 

yield robust results for 365 

environmental models with high 366 

numbers of parameters (Majone et 367 

al., 2012; Russian et al., 2019). The 368 

algorithm was employed as 369 

previously in Knabe et al. (2021), 370 

which followed Robinson & Rahmat-371 

Samii (2004). A short description of 372 

the algorithm is provided in 373 

Supporting Information S1. For each 374 

PSO calibration, 24 particles and 30 375 

displacements (iterations) were 376 

employed. Numerical tests showed 377 

that this was a good compromise 378 

between final objective function 379 

value (result quality) and 380 

computational time. Figure 2 shows 381 

the multi-stepped calibration 382 

strategy as well as calibrated and 383 

fixed parameters. The parameters 384 

of the solution with the lowest 385 

objective function were retained for 386 

the next calibration step. First, the 387 

hydraulic and conservative 388 

transport parameters were 389 

calibrated using the observations of 390 

piezometric pressure head, 391 

temperature, chloride, and 392 

electrical conductivity (EC). 393 

Afterwards, the reactive transport 394 

parameters for oxygen and nitrate 395 

consumption were calibrated, 396 

followed by the virus and bacteria transport parameters for each species independently. Three PSO 397 

calibrations were performed for each step and model, which allows to identify highly uncertain 398 

parameters.  399 

Figure 1. Calibration steps with associated data, calibrated and fixed 

parameters. Circled parameters are either species-specific (coliforms = CF, 

somatic coliphages = CP, adenovirus = AD) or only part of some models, e.g., 

TV or TI. For allowed range of calibrated parameters in the PSO see 

Supporting Information S2. 
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The objective function to be minimized in the calibration was defined with   400 

� ���V ⋅ �V	
 F16� 401 

where �  is the partial objective function from target output variable	V (for example, temperature or 402 

concentration of coliforms), and �  is the weight associated with target output variable V.  403 

The partial objective function was defined with: 404 

�V � 1k �����P2, F�, >� � P#, F�, >�max�,c P#, �	min�,c P#, �
(	

c �	
� � F17� 405 

where P2, F�, >� is the model output and P#, F�, >� is the observed value of target output variable k 406 

at location x and time t, max�,c P#,  and min�,c P#,  are the maximum and minimum observed values of 407 

target variable k, and k  is the total number of observations for target output variable V. �  can be 408 

interpreted as squared normalized residual averaged over all observation locations x and times t.  409 

For microbiological measurements with no detection (i.e., concentration below detection limit 410 

(LOD)), P�,VF�, >� was set to the LOD and negative residuals (i.e., when P
,VF�, >� � �LC) were set 411 

to zero. Thus, for a measured observation below LOD, all model output values below LOD are equally 412 

valid.  413 

Weighting was only necessary in the multi-variable calibration at the beginning, using piezometric 414 

pressure head (w = 30), temperature (w = 10), chloride (w = 1), and EC (w = 1). Weights were set so 415 

that each variable provided a significant contribution to the objective function. Because of the 416 

normalization (eq. 17), higher weights indicate variables that fit observations better relative to their 417 

overall variability in the data. 418 

 419 

3. Results and Discussion 420 

3.1 Impact of hydrological events on hydraulics and conservative transport 421 

 422 

3.1.1 Groundwater flow and heat transport 423 

The simulation of water flow and heat transport was based on the measured data of hydraulic 424 

pressure heads and groundwater temperature (Figure 3a), both of which have a distinctive 425 

seasonality. The river level varied between 27.3 and 35.3 m.a.s.l. (meter above sea level), and the 426 

groundwater level varied, for example, between 26.8 and 33.7 m.a.s.l. at Observation Well C2. 427 

During winter and spring periods (periods I, II, V, VI), the river level was fluctuating substantially due 428 

to strong precipitation and snow melting events, the strongest leading to a river level increase of 429 

about 3 m in 7 days. In summer and fall 2018 (Period IV), the river level slowly decreased by about 430 

2.5 m over 180 days because of increased air temperature and extended dry periods. The 431 

groundwater level followed the river level changes and fluctuations slightly dampened. For example, 432 

at Observation Well A3, the largest difference between groundwater level and river level was 1 m 433 

(during the heavy rain event in Period V), while in Period IV, the difference was only a few 434 

centimeters.  435 
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The heat transport from the river towards the production well is clearly visible. All riverside 436 

observation wells (rows A and B) show the river temperature trend only delayed and dampened 437 

(Figure 3a). River water temperature varied between 2.4 and 28.1°C, while at Observation Well A3, 438 

groundwater temperature varied between 5.3 and 25.3°C, with the summer temperature peak 439 

occurring 18 days later than in the river. In the landside observation wells (Row C), groundwater 440 

temperature remained mostly constant varying between 12.9 and 14.0°C, with two events where 441 

temperature dropped to about 8°C at Period I/II and Period VI. Those periods correlate with strong 442 

precipitation events and increasing river level. The observed temperature seasonality, including the 443 

high groundwater temperature differences between summer and winter (20°C), is comparable to 444 

published literature investigating similar environmental and geometric settings (Massmann et al., 445 

2008a; Sheets et al., 2002). The differing trends in the landside and riverside observation wells 446 

indicate the different water sources: bank filtrate in the riverside and regional groundwater in the 447 

landside observation wells. The two low temperature events at Well Row C show that at strongly 448 

increasing river levels, bank filtrate can reach the landside observation wells. Water temperature at 449 

the production well was (as expected) a mixture between landside and riverside water temperatures. 450 

Both models, the TI and TV model, were able to simulate the measured piezometric pressure heads 451 

and temperature data very well. However, while the overall trend is captured, stronger temperature 452 

differences between model and measured data at the production well indicate that water mixing 453 

between bank filtrate and regional groundwater is not perfectly represented in the model.  454 

For the observation wells containing both a PT- and a T-logger (0.5 m apart), the observed 455 

temperature differences between the loggers was mostly negligible (<0.4°C). However, in 456 

observation wells A1 and B1 during July/August 2018, the temperature difference reached up to 457 

1.5°C. This difference likely results from the presence of colder water in the aquitard directly below 458 

A1 and B1.  459 

During winter and spring periods, the river level pattern was the primary driver for groundwater flow 460 

velocity changes. The calculated Darcy velocities reached up to 6 m/day, with travel times as short as 461 

7 days at B1 during a rapid river level incline (Figure 3a and b). The highest groundwater flow velocity 462 

and corresponding shortest travel time in winter 2017/18 (Period I) were not significantly different 463 

from those in winter 2018/19 (Period V/VI), despite the highest river level being 2 m higher in winter 464 

2017/18. The pumping rate ranged between 400 and 1,000 m³/day (for a single production well) and 465 

was the primary driver for groundwater flow velocity changes in summer and fall (Period IV). During 466 

Period IV, calculated Darcy velocities mostly remained around 2-3 m/day, and the travel time from 467 

the river to Observation Well B1 was never below 11 days. Between 10/04/2018 and 24/05/2018 468 

(days 100-143, Period III), pumps were shut down for maintenance, and natural effluent conditions 469 

returned. Effluent conditions also occurred in short time period when the flood water receded in 470 

February 2018 (days 39-46). Compared to other results obtained for induced bank filtration sites, 471 

travel times at our site (mostly 7-20 days) range within medium to low values. Reported travel times 472 

at other induced bank filtration sites range from 2-3 days to several months (Kvitsand et al., 2017; 473 

Massmann et al., 2008b; Nagy-Kovács et al., 2019; Sheets et al., 2002). 474 

475 

3.1.2 Conservative transport 476 

Both the TI and TV model showed a good match for the measurements of chloride and electrical 477 

conductivity (EC) (Figure 4). In general, chloride concentrations were similar in riverside (1.0-2.5 478 

mmol/L) and landside observation wells (1.5-2.0 mmol/L, with some outliers at C1), although the 479 

trends showed differences. In contrast, stronger differences were observed for EC, ranging between 480 

450-720 µS/cm for the riverside observation wells and 500-900 µS/cm (with a distinct maximum in481 
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Period IV) for the landside observation wells. Model results and measured data show that chloride 482 

and EC of the river water are found in the riverside observation wells with a lag time of 1-2 weeks 483 

(e.g., mostly between 7-20 days for B1, Figure 4), which is in good agreement with the travel time 484 

calculations (Figure 3b). The mismatch between the conservative transport and measured data for EC 485 

at the production well (similarly observed for temperature) indicates that mixing between bank 486 

filtrate and regional groundwater is not perfectly captured in the model.  487 

Model results and measured data for EC show the short effluent period during the waterworks 488 

maintenance. At days 134 and 148, the EC increased in Observation Well Row B. Such an increase 489 

cannot be observed in Well Row A and the river, indicating that during the waterworks maintenance, 490 

regional groundwater with higher EC has reached Well Row B, but not Well Row A. 491 

492 

3.1.3 Derived flow and conservative transport parameter 493 

Model parameters were derived for the time-variant (TV) and time-invariant (TI) colmation layer 494 

models (Table 1). Results show that estimated permeabilities for both aquifer zones are similar in 495 

both models (TV: 8.3 ⋅ 10%&& and 7.5 ⋅ 10%&I m², TI: 1.3 ⋅ 10%&I and 6.2 ⋅ 10%&I m²) and with little496 

uncertainty in the three PSO solutions. The obtained permeabilities are reasonable for alluvial gravel 497 

and sand mixtures (Miller et al., 2014). For the colmation layer in the TV model, the calibrated 498 

permeability obtained for Period I is relatively high (1.2 ⋅ 10%&&, m²); for Period II, the calibrated499 

permeability is very low (1.1 ⋅ 10%&' m²); for Period III, the permeability was fixed to simulate500 

unclogged conditions (5.0 ⋅ 10%&& m²) due to the natural effluent conditions; and for Period IV, V,501 

and VI, calibrated permeabilities range between 1.5 ⋅ 10%&( and 3.9 ⋅ 10%&( m². In contrast, the TI502 

model results in a calibrated permeability for the riverbed of 1.7 ⋅ 10%&( m² (roughly an average of503 

the TV model calibrated permeabilities), and for the riverbank of 3.1 ⋅ 10%&' m² (similar to the fixed504 

value of 10%&' m² in the TV model). For Period I and part of Period VI, higher permeabilities derived505 

with the TV model might have resulted from flooding events associated with higher flow velocity in 506 

the river (for Period VI, the flooding event immediately precedes it). These flooding events caused 507 

erosion/scouring of the colmation layer, a process that was also observed by Zhang et al. (2011). 508 

Ulrich et al. (2015) found that clogging mostly results from biological processes (biomass build-up). In 509 

our case, lower permeabilities occurred during warmer periods (IV), when biomass is more active. 510 

However, in periods II and V, estimated permeability was even lower. In general, the limited 511 

temporal resolution in our study of the colmation layer permeability (6 discrete time steps in 550 512 

days) provides only an approximation of the dynamic changes to the colmation layer because 513 

controlling processes (physical clogging, bio-clogging, and erosion from the river) are varying at 514 

smaller time scales. 515 

Calibrated porosities range between 0.2 (high permeability zone) and 0.3-0.4 (low permeability 516 

zone). Longitudinal dispersivity of the best fits for the TV and TI model differ — 2.8 m and 6.1 m, 517 

respectively. However, the uncertainty range for both is quite similar. Overall, the change in 518 

concentration of chloride and EC in the river over time was often small compared to the short travel 519 

times (often below 20 days for B, Figure 3b). An exception was the lower chloride concentration 520 

during Period V. The limited changes in chloride concentrations, linked with measurement errors and 521 

parameter correlations, led to the comparably higher uncertainty in conservative transport 522 

parameters. 523 

524 
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� ��*qc�  

Unit 

 525 

Table 1. Calibrated parameter values for the TV and TI models (best fit parameters in bold). 526 

 Model – PSO Solutions 

Parameter 
 TV TI 

3.6% 3.9% 3.7% 0.0% 0.2% 1.3% ��6 
² 7.5e-10 6.3e-10 7.5e-10 6.2e-10 6.8e-10 3.7e-10 �.6 
² 8.3e-11 9.9e-11 8.2e-11 1.3e-10 1.3e-10 1.9e-10 ��*+,, 
² 1.2e-11 6.2e-11 1.5e-11 - - - ��*+,,, 
² 1.1e-13 8.6e-13 1.3e-13 - - - ��*+,,� 
² 2.7e-12 3.2e-12 2.1e-12 - - - ��*+,� 
² 1.5e-12 2.1e-12 1.3e-12 - - - ��*+,�, 
² 3.9e-12 8.1e-12 2.9e-12 - - - ��*+,0, 
² - - - 1.7e-12 2.1e-12 1.2e-11 ���� ,0, 
² - - - 3.1e-13 1.9e-13 9.4e-13 3�6 - 0.25 0.22 0.17 0.25 0.21 0.35 3.6 - 0.36 0.39 0.35 0.28 0.36 0.38 -.,�/ 
 2.8 3.7 6.6 6.1 2.8 7.5 

 527 

  528 
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 529 

Figure 3. Data and model results for (a) pressure head and temperature, and (b) the groundwater age (mean travel time) at 530 
wells A2 and B1. Roman numerals indicate the time periods of the colmation layer for the TV model. For the full set of results 531 
for all observation wells see Supporting Information S3. 532 

 533 

Figure 4. Data and model results for chloride and electrical conductivity (EC) at selected observation wells. Roman numerals 534 
indicate the time periods of the colmation layer for the TV model. For the full set of results for all observation wells see 535 
Supporting Information S3. 536 
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3.2 Reactive Transport of Dissolved Oxygen, Nitrate, and DOC 537 

The reactive transport model fits the measured data for dissolved oxygen, nitrate, and DOC 538 

reasonably well. However, in summer, when oxygen consumption was highest, the model 539 

underestimates DOC concentrations. Aerobic respiration was assumed to be the primary process for 540 

DOC removal, but the DOC misfit indicates that the stoichiometric assumption with DOC as acetate is 541 

not fully correct and/or DOC was being affected by other processes.  542 

Dissolved oxygen concentrations in river water and groundwater show a clear seasonal fluctuation, 543 

with lower concentrations prevailing in summer (Period IV) (Figure 5a) similar to the observations of 544 

Farnsworth and Hering (2011) and Massmann et al. (2008a). In groundwater, hypoxic conditions with 545 

oxygen concentrations near zero existed between July and September 2018. The mean difference 546 

between river water and groundwater was 0.15 mmol/L in winter and up to 0.25 mmol/L in summer. 547 

The larger difference between river water and groundwater in summer results from increased DOC 548 

degradation rates enabled by higher groundwater temperatures. The impact of temperature on the 549 

potential degradation rates is displayed by the 14-fold increase in P0,QR (eq. 4) between winter (5°C) 550 

and summer (25°C). 551 

Oxygen concentrations decreased between river water and groundwater in the observation wells 552 

near the riverbank (Row A ≈ 40 m distance). However, further along the flow path, oxygen 553 

concentrations remain mostly constant (between observation wells A and B ≈ 20 m distance). The 554 

rapid oxygen decrease near the riverbank can be explained by higher microbiological activity closer 555 

to the river owing to increased nutrient concentrations or biofilm development within the colmation 556 

layer (Farnsworth and Hering, 2011; Mindl et al., 2015; Newcomer et al., 2016). The calibration of the 557 

reactive transport model estimated the extent of this high reactive zone (HRZ) as 6 - 8 m, and the 558 

reactivity ratio between the HRZ and the bulk aquifer as cb,O2,low  < 0.02 (for all three PSO solutions). 559 

The results show that the HRZ is significantly larger than the colmation layer itself, and that 560 

downgradient of the HRZ, no significant 561 

reactions occurred.  562 

In contrast to oxygen consumption, 563 

denitrification occurred only further 564 

along the flow path and was restricted 565 

to the late summer, when oxygen 566 

concentrations were very low. 567 

Denitrification was limited, observed 568 

only between days 230 and 250 in the 569 

lower permeable aquifer zone 570 

(observation wells B3, B2, D3 and D2; 571 

Figure 5b and Supporting Information 572 

S4). The spatial limitation of 573 

denitrification could be explained by a 574 

higher concentration of denitrifying 575 

bacteria in the zone around wells B3/2 576 

and D3/2, which was potentially caused 577 

by the lower grain size and the slower 578 

flow velocity (possibly related to local heterogeneities as in Briggs et al. (2018)). The ratio between 579 

the denitrifying bacteria concentration in the bulk aquifer and the zone around B3/2 and D3/2 was 580 

calibrated with 7�,lQmn,i*qc < 0.1 for all solutions. However, the estimated values for _lQmn  between 581 

2.5-3 would yield a rate increase by factor 100 for a temperature increase from 20 to 25°C. This 582 

Table 1. Calibrated parameter values for aerobic respiration and 

denitrification in the TV model (best fit parameters in bold). 

 Model – PSO Solutions 

Parameter 
                         

� ������  

   Unit 

TV-O 

0.0% 11.4% 3.4% VQR 
��/F� ⋅ ����	 6.9e-10 2.3e-10 3.1e-10 �QR 
��/� 9.6e-04 7.5e-05 6.5e-04 7�,QR," - 2.7e-03 7.0e-03 1.4e-02 _QR 1/°J 0.23 0.16 0.21 ��*i#�j! 
 5.6 6.0 8.1 

Parameter 
                         

� ������  

   Unit 

TV-N 

0.0% 0.0% 0.1% VlQmn 
��/F� ⋅ ����	 2.5e-11 2.4e-12 1.0e-11 �lQmn 
��/� 1.9e-04 2.3e-05 1.7e-04 7�,lQmn,i - 8.1e-02 5.4e-02 2.6e-02 _lQmn 1/°J 2.53 2.96 2.68 oQR 
��/� 1.5e-06 5.0e-06 3.9e-06 
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increase appears unrealistic and indicates that _lQmn was overfitted (stretched to unrealistic values), 583 

and that  relevant processes such as growth or acclimation time of the denitrifying bacteria (Rivett et 584 

al., 2008) are missing in the model.  However, since the nitrate concentration showed a good match 585 

with the experimental data, and since this paper focuses on virus and bacteria transport, this 586 

potential overfit for _lQmn was deemed acceptable. 587 

 588 

 589 

Figure 5. Data and model results for dissolved oxygen (a) and nitrate (b) at selected observation. b) also contains DOC at 590 
well B2 as single panel. Roman numerals indicate the time periods of the colmation layer for the TV model. For the full set of 591 
results for all observation wells see Supporting Information S4.   592 
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3.3 Reactive Transport of Adenovirus, Somatic Coliphages, and Coliforms 593 

3.3.1 Detections in Surface and Groundwater 594 

Multiple models were compared for the transport of coliforms (CF), somatic coliphages (CP), and 595 

adenovirus (AD) to determine key transport processes at field-scale in bank filtration. Figure 6 596 

displays an overview of the calibrated model results and the experimental data.  597 

Coliforms, somatic coliphages, and adenovirus were always found in the river, varying between 2 and 598 

3 orders of magnitude over the monitoring period (CF: 99 – 24,132 MPN/100mL, CP: 0.8 – 115 599 

PFU/100mL, AD: 70 – 114,805 copies/L). These concentrations are the result of the continuous influx 600 

of treated wastewater into the river. The AD concentrations are comparable to those reported by 601 

Betancourt et al. (2014). However, they are still below concentrations observed in rivers that are 602 

more intensely affected by urban activities. For example, Sprenger et al. (2014) measured about 603 

300,000 copies/L AD and up to 189,000 PFU/100mL CP in a highly polluted river in Delhi (India). At 604 

our study site, no clear seasonal trends were observable for coliform and adenovirus concentrations 605 

in the river. However, somatic coliphage concentrations appeared to be lowest in late spring and 606 

early summer 2018 and highest in winter 2018/19.  607 

In groundwater, coliforms were detected intermittently throughout the year, with higher 608 

concentrations in periods I and III (up to 419 MPN/100mL at Well Row A, detection limit = 1 609 

MPN/100mL). Somatic coliphages were detected only at three times for both A2 and B1, all in winter 610 

(in periods I, V and VI with up to 1.5 PFU/100mL at A2, detection limit = 0.1 PFU/100mL). In contrast, 611 

adenovirus showed a relatively constant concentration at A2, ranging between 12 and 150 copies/L 612 

(some samples below detection limit), while not being detected at B1 (detection limit ≈ 10 copies/L).  613 

These different detection patterns for coliforms, somatic coliphages, and adenovirus in groundwater 614 

indicate different transport behaviors during induced bank filtration. However, the measured 615 

detections for coliforms, somatic coliphages, and adenovirus are influenced by changes to their 616 

concentrations in the river. To account for the changing concentrations in the river and to focus on 617 

the transport processes, results are mainly shown as log-removals (Figure 6: log-difference between 618 

the concentration in observation well and the corresponding concentration in the river accounting 619 

for the conservative travel time). The full set of results in terms of concentrations are shown in 620 

Supporting Information S5. 621 

 622 

3.3.2 Influence of Travel Time 623 

As shown in Section 3.1, excluding times of effluent conditions, calculated travel times vary between 624 

4 and 29 days in the riverside wells, with the shortest times in the winter periods I, V, and VI. It is 625 

known that shorter travel times favor lower removal, as inactivation occurs over time (e.g., De Roda 626 

Husman et al., 2009).  627 

In fact, for somatic coliphages, the only three dates with detections in groundwater (at days 30, 344, 628 

and 492) are all associated with short travel times. The calculated removal from the better fitting CP-629 

TV model follows the pattern of the travel times. According to the model, additional breakthroughs 630 

at low removal periods occurred during the winter 2018/19 (periods V and VI), basically during each 631 

heavy precipitation event. Further simulated breakthroughs with concentrations above the detection 632 

limit (days 363 and 385) were missed due to the sampling interval. However, at Day 407, the model 633 

estimates a breakthrough, and measurements exist at A2 and B1, but both were below detection 634 

limit (model overestimating by about 1 order of magnitude). This might result from a missing process 635 

in the model, or analytical errors in the measurements (at the well and/or the river boundary 636 
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condition). Nevertheless, the correlation is clear between detectable somatic coliphage 637 

concentrations in groundwater and periods with short travel times. 638 

For coliforms, a better match for the CF-TV-2 model can be observed as it better replicates low 639 

removals (down to ca. 1 log-level for Row A, ca. 2 log-level for B1) and the measured breakthroughs 640 

at Day 30 (flood, winter 2017/18, Period I) and Day 163 (early summer 2018, Period III). Short travel 641 

times occurred at both Day 30 and Day 163. However, in winter 2018/19 (periods V and VI) removal 642 

remained high (at least between 3-4 log-levels) even when short travel times occurred as around Day 643 

30 (Period I). Therefore, another process had become significant for coliform removal from winter 644 

2017/18 to winter 2018/19. 645 

In contrast to both coliforms and somatic coliphages, measured and simulated adenovirus were 646 

unaffected by travel time changes. In fact, model and experimental data show, over most of the 647 

simulated period, a relatively constant residual adenovirus concentration. The only minor exception 648 

to this is the initial flood (winter 2017/18, Period I). The influence of very short travel times in winter 649 

2018/19 (periods V and VI) on the adenovirus concentration is indicated by the model results, but is 650 

much smaller compared to the measured and simulated somatic coliphage concentrations. This 651 

result indicates that safety distances for induced bank filtration sites (distance between river and 652 

well) calculated only from travel time and inactivation — as for example in Blaschke et al. (2016) — 653 

can lead to erroneous removal predictions for species whose removal is less influenced or not 654 

influenced by travel time, such as adenoviruses in our case. 655 

 656 

3.3.3 Influence of a changing colmation layer 657 

It was hypothesized that during the 16-month observation period, the colmation layer properties 658 

change, as a result of different hydrological or other environmental conditions (temperature, bio-659 

clogging). The impact of the changing colmation layer can be analyzed by comparing the results of 660 

the TI and TV models. Overall, the TI model performed worse than the TV model, but this was 661 

stronger for coliforms (103% increased objective function compared to TV model) than for somatic 662 

coliphages (70%) and adenovirus (13%).   663 

The removal of coliforms during periods V and VI (between 3-4 log-level at Well Row A and B) is high 664 

compared to the removal in Period I (about 1-2 log-level at Row A, 2-3 at Row B), where groundwater 665 

flow velocity, temperature, oxygen content, and even the coliforms concentration in the river were 666 

similar. The TI model fails to match this behavior, while the TV model fits the data well (Figure 6). 667 

Therefore, the stronger clogged colmation layer (resulting in increased attachment and straining) can 668 

explain the increased removal of coliforms between Period I and periods V/VI. For somatic coliphages 669 

and especially adenovirus, the effect of the colmation layer appears minor. Since coliforms are more 670 

than 10 times larger than somatic coliphages and adenovirus, it appears reasonable that they might 671 

be more affected by a lower effective grain size of the colmation layer (especially when considering 672 

straining as a removal process). 673 

In Period III, natural effluent conditions occurred that were assumed to be leading to unclogging of 674 

the riverbank in the TV models. After the restart of the waterworks pumps, very high concentrations 675 

of coliforms were found in all riverside wells (Day 163), which afterwards quickly decreased for most 676 

wells below the detection limit (Day 177). Removal for coliforms during this period was limited to 0.5 677 

log-level at A3 (even lower according to the model). Again, the CF-TV-2 model showed a good match 678 

with the data, while the CF-TI model failed. This shows that considering a changing colmation layer 679 

allowed for a better estimation of low removal for coliforms. As before, for somatic coliphages and 680 

adenovirus, no concentration increase was observed at or around Day 163. The CP-TV model reveals 681 
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that removal was low around Day 163. However, the somatic coliphage concentration in the river 682 

was low during this time, resulting in concentrations below detection limit, and therefore a potential 683 

increase at Day 163 could not be detected by the sampling.  684 

To summarize, the colmation layer changes had a strong impact on coliform transport and a lower 685 

impact on somatic coliphages, but no significant impact on adenovirus. Gupta et al. (2009) derived 686 

from column experiments that scouring of the colmation layer during a flood event does not 687 

significantly reduce bacteria removal, while Ramazanpour Esfahani et al. (2020) derived (also from 688 

column experiments) that progressive clogging increased MS2 bacteriophage removal. Our results 689 

agree with Ramazanpour Esfahani et al. (2020). However, direct observations of the time-dependent 690 

changes in the permeability of the colmation layer are missing in our study. Future research at field-691 

scale should include direct observation to better identify the impact of the changing colmation layer 692 

on pathogen transport. 693 

 694 

3.3.4 Influence of temperature, oxygen, and nitrate 695 

The increased temperature in summer, in combination with increased biological activities, resulted in 696 

low oxygen concentrations to fully anoxic conditions, potentially affecting virus and bacteria 697 

transport. The reactive transport model was used to analyze the impact of these conditions on 698 

coliform removal, but not on removal of somatic coliphages and adenovirus, because their 699 

concentrations remained below detection limit during summer or remained relatively constant 700 

throughout the observation period. Furthermore, for somatic coliphages and adenoviruses, the 701 

calibrated models were able to match the data, without an additional effect based on temperature 702 

or oxygen content. 703 

During late summer and early autumn (days 230-270), there were several detections of coliforms 704 

with little removal between A3/2 and B3/2 (5-10 MPN/100 mL, once at B3 43 MPN/100mL). When 705 

concentrations increased in the river during late summer (reaching a high value of 15000-24000 706 

MPN/100mL between days 220-250), the TV-2 and TI-2 models showed increased concentrations at 707 

Well Row A, but not at Well Row B. The TV-2-O and TV-2-N models test the hypotheses that 708 

inactivation might have been reduced under low oxygen concentrations (TV-2-O), and that 709 

denitrification might have allowed growth of coliforms (TV-2-N). The results show that neither model 710 

concepts, TV-2-O or TV-2-N, resulted in a significantly better match of the observed data than the 711 

standard TV-2 model. The objective function for TV-2-O and TV-2-N only decreased by less than 2%.  712 

Laboratory studies for bacteria and viruses have shown that higher temperatures typically lead to 713 

higher inactivation (Anders and Chrysikopoulos, 2006; De Roda Husman et al., 2009), and that 714 

absence of oxygen leads to lower inactivation (Frohnert et al., 2014). However, the impact of both 715 

temperature and oxygen content on inactivation can be linked to the bioactivity (Gordon and Toze, 716 

2003). In our study, coliforms had locally higher concentrations (lower removal) during the late 717 

summer period (high temperatures, low oxygen content, occasional denitrification), but the standard 718 

models (TV-2 and TI-2) underestimated the concentrations. This would indicate the effect of variable 719 

oxygen concentration or denitrification. However, neither the TV-2-O nor the TV-2N model were able 720 

to provide an improved fit. Given that coliform concentrations were high at both B3 and B2 around 721 

Day 250, measurement or analytical errors are unlikely to be the cause. Therefore, the model is likely 722 

missing an additional process, or the relationship between coliform inactivation and oxygen 723 

concentration or denitrification is more complex than the implemented equations. 724 

  725 
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 726 

Figure 6. Data and modelling results for (a) coliforms (CF), (b) somatic coliphages (CP) and adenoviruses (AD) at selected 727 
observation wells. For the full set of results for all observation wells see Supporting Information S5. 728 

  729 
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3.3.5 Comparison between CF, CP, and AD  730 

Previous studies — e.g., Knabe et al. (2021), Kvitsand et al. (2017), Weiss et al. (2005) — as well the 731 

results of this study show that the removal of viruses and bacteria during induced bank filtration can 732 

vary considerably over time and space. In our case, close to the riverbank (until Well A2), removal 733 

varied for coliforms between 1-4 log-levels, for somatic coliphages between 1-3, and for adenovirus 734 

between 0.5-3.5 (in log-level/m, CF: 0.025-0.1, CP: 0.025-0.075, AD: 0.013-0.087). In general, the 735 

removal rates (in terms of log-level/m) fit into those collected by Pang (2009) from the literature for 736 

aquifers of sand and gravel mixtures, and different viruses and bacteria, where most removal rates 737 

range between 0.005 to 0.1 log-level/m. 738 

However, while the overall variation range for removal was similar for coliforms, somatic coliphages 739 

and adenovirus, the trends for removal over time were different. Somatic coliphage removal was 740 

shown to be primarily affected by travel time, which in turn was governed by the waterworks 741 

pumping rate and river level variations. For coliforms, the removal trend was similar in the beginning 742 

of the observation period (winter 2017/18 to summer 2018). Lower removal occurred at shorter 743 

travel times. However, especially in winter 2018/19, coliform removal was increased despite short 744 

travel times owing to an increased clogging of the colmation layer, leading to higher removal. In 745 

contrast, transport of adenovirus appeared always heavily buffered by the colmation layer, leading to 746 

a relatively constant adenovirus concentration close to the riverbank that decreased below the 747 

detection limit at some distance from the river. Thus, even high adenovirus concentrations in the 748 

river were not transported far into the riverbank. The calculated removal for adenovirus mainly 749 

reflects changes in the virus concentration in the river. Adenovirus removal was not affected by 750 

travel time, but increased with travel distance. Assuming adenovirus concentration in the 751 

groundwater close to the river (log-average ≈ 50 copies/L at A2, <10 copies/L at B1) is driven by the 752 

average concentration in the river (log-average ≈ 1000 copies/L), this leads to an average removal for 753 

adenovirus of 1.3 log-level (river to A2) and >1.7 (river to B1). This average removal of adenovirus is 754 

only about half the size of the transient removal of CF and CP (mostly between 2-4 log-level, but 755 

down to 0.5-1 at short travel times). However, since the transport behavior clearly differs among the 756 

pathogens, removal rates cannot be transferred from coliforms and somatic coliphages to 757 

adenoviruses. 758 

The different transport behavior of coliforms, somatic coliphages, and adenovirus is the result of 759 

different key transport processes. The calibrated parameters (Table 3) show that transport of 760 

somatic coliphages, which was strongly affected by travel time, was dominated by inactivation (very 761 

high Vj�,Z�,2 with up to 1e-5 1/s). In contrast, coliforms were less affected by travel time and 762 

adenovirus were unaffected by travel time, and both show lower inactivation coefficients (Vj�,EY,2 < 763 

4e-7, and Vj�,Z�,2 around 2-4e-6 1/s for the better fitting TV-2 model). These inactivation coefficients 764 

are comparable to values found in the literature for similar species (De Roda Husman et al., 2009; 765 

Gordon and Toze, 2003; Hornstra et al., 2018; Schijven et al., 2013).  766 

Attachment and detachment are similar for adenovirus and somatic coliphages, with slightly higher 767 

attachment for adenovirus (Table 3). The attachment efficiency x for adenovirus was around 8e-3 768 

with V+*c ca. 1e-8 1/s, while x for somatic coliphages was around 1-5e-3 and V+*c around 1e-8 1/s, 769 

except for the best fit, where x was 0.05, but V+*c was significantly higher with 4e-4 1/s. For 770 

coliforms, the one-site model CF-TV-1 resulted in similarly low x values around 1-2e-3 and V+*c 771 

around 1-5e-8 1/s, while the two-site model CF-TV-2 resulted in an additional site with fast 772 

attachment and detachment (x at 0.1-0.7, and V+*c at 0.7-7e-5 1/s). These values agree with those in 773 

Hornstra et al. (2018) and Kvitsand et al. (2015), where at some observation locations an additional 774 

fast attachment/detachment site was necessary to match the measured data.  775 
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Coliforms were considered to be additionally affected by straining in the colmation layer due to their 776 

larger size. The straining coefficients zqci,Z� for all coliform models were similar, mostly around 1e5 777 

1/m, which appears relatively high, leading to first-order straining coefficients comparable to the 778 

higher values in Bradford and Bettahar (2005). In Oudega et al. (2021), bacteriophage PhiX174 779 

showed increased removal compared to bacterium Bacillus subtilis. In our data, removal of coliforms 780 

and somatic coliphages was quite similar in the first half of the observation period, but in the second 781 

half, removal of coliforms was higher than removal of somatic coliphages. During the second half of 782 

our observation period, removal of coliforms was increased, because the colmation layer was more 783 

clogged, increasing the effect of straining. This had no effect on the removal of somatic coliphages 784 

because of their smaller size. The increased removal of bacteriophages compared to bacteria in 785 

Oudega et al. (2021) is possibly related to weaker straining, since Oudega et al. (2021) conducted an 786 

injection experiment in a sand-gravel aquifer (i.e., without the presence of a colmation layer).  787 

The difference between somatic coliphages and adenovirus transport was mainly a result of their 788 

different inactivation. However, adenovirus concentrations were measured via ddPCR and thus 789 

include active and inactive viruses. In contrast, measurements of coliforms and somatic coliphages 790 

identified only active bacteria/viruses. For adenoviruses, decay is observed rather than inactivation. 791 

Note that our model showed that inactivation was a primary removal mechanism for both coliforms 792 

and somatic coliphages. Boehm et al. (2019) compared the decay and inactivation rates of multiple 793 

viruses across the literature for surface waters. Their results show that for those virus groups, where 794 

data were available, inactivation rates (measured via cultivation) tended to be higher (up to an order 795 

of magnitude) than decay rates (measured via PCR). De Roda Husman et al. (2009) arrived at similar 796 

results studying poliovirus and coxsackievirus in artificial surface water and groundwater. This 797 

indicates that the different analysis techniques in our study for adenoviruses (via PCR) and for 798 

somatic coliphages (via cultivation) can be a factor in the observed differences in transport behavior. 799 

However, active adenovirus concentrations, relevant for infection risk, would be even lower than 800 

those measured by PCR, which were consistently always below the detection limit further into the 801 

riverbank (Well B1). 802 

In summary, the transport of somatic coliphages was dominated by inactivation, the transport of 803 

adenovirus by attachment to and detachment from the sediment, and the transport of coliforms by 804 

straining and inactivation, as well as attachment to and detachment from the sediment.  805 

 806 
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Table 3. Calibrated parameter values for the different virus and bacteria transport models (best fit parameters in bold, 809 
objective function values are relative to the best fit model for that species). 810 

 Model – PSO Solutions 

Parameter 
 CF-TV-2 CF-TI-2 CF-TV-1 

1.0% 1.6% 6.5% 105.2% 105.7% 105.3% 11.6% 12.2% 12.8% Vj�,Z�,2 1/� 4.2e-06 2.5e-06 2.7e-06 1.0e-07 1.1e-07 1.0e-07 1.3e-06 1.0e-06 4.2e-07 �j�,Z�,j2 - 1.9e-02 1.1e-02 3.0e-02 4.7e-01 5.2e-01 1.5e-02 1.4e-02 3.3e-02 9.1e-02 V+*c,&,Z� 1/� 3.8e-04 3.5e-04 7.6e-05 3.2e-05 5.8e-04 3.2e-04 4.1e-08 3.2e-08 1.8e-08 V+*c,(,Z� 1/� 5.1e-08 3.0e-08 7.7e-09 1.4e-07 7.7e-09 1.4e-07 - - - x&,Z� - 6.8e-01 1.7e-01 1.1e-01 2.2e-02 1.3e-01 7.2e-02 9.8e-04 2.0e-03 1.8e-03 x(,Z� - 2.4e-03 2.0e-03 7.1e-03 3.1e-04 1.9e-03 2.0e-04 - - - zqci,Z� 1/
 7.7e+04 2.8e+05 1.8e+05 1.0e+05 8.9e+04 1.0e+05 3.0e+05 3.2e+05 3.9e+05 

           

Parameter 
 CF-TV-2-O CF-TV-2-N 

2.6% 10.0% 2.8% 0.0% 0.3% 1.0% Vj�,Z�,2 1/� 2.6e-06 1.7e-06 3.4e-06 3.3e-06 3.8e-06 3.7e-06 �j�,Z�,j2 - 3.5e-02 1.8e-02 1.5e-02 1.5e-02 1.6e-02 2.7e-02 V+*c,&,Z� 1/� 1.5e-05 1.2e-05 9.0e-06 5.9e-05 7.2e-06 6.6e-05 V+*c,(,Z� 1/� 5.9e-09 6.4e-08 8.8e-09 4.5e-08 3.3e-08 6.4e-08 x&,Z� - 2.8e-02 1.5e-02 1.3e-02 9.2e-02 1.6e-02 1.1e-01 x(,Z� - 7.6e-03 3.6e-04 6.1e-03 1.8e-03 2.2e-03 1.9e-03 zqci,Z� 1/
 1.6e+05 3.4e+05 1.5e+05 1.5e+05 9.7e+04 1.0e+05 P��#�j! - 9.4e-01 7.7e-01 9.9e-01 - - - 7QR,chi mol/L 6.2e+00 5.9e+00 1.4e+00 - - - 

� 
bacteria/ 

mol 
- - - 2.7e4 1.9e5 2.0e5 

        

Parameter 
 CP-TV-1 CP-TI-1 

0.0% 5.9% 5.7% 70.0% 71.3% 71.5% Vj�,Z�,2 1/� 1.0e-05 5.9e-06 5.7e-06 2.8e-07 2.7e-06 2.7e-06 �j�,Z�,j2 - 6.9e-01 2.6e+00 4.2e+00 2.4e-01 2.8e-02 3.6e-02 V+*c,&,Z� 1/� 3.9e-04 4.9e-09 1.8e-07 9.2e-09 1.4e-08 1.8e-08 x&,Z� - 4.9e-02 1.6e-03 1.6e-03 2.5e-03 2.0e-03 2.0e-03 

Parameter 
 AD-TV-1 AD-TI-1 

0.0% 1.0% 0.5% 13.0% 14.4% 15.8% Vj�,EY,2 1/� 6.3e-08 1.9e-08 2.2e-08 3.9e-07 1.7e-07 4.1e-08 �j�,EY,j2 - 1.1e-02 7.2e-02 4.9e-02 1.1e-02 2.9e-02 1.4e-02 V+*c,&,EY 1/� 8.2e-09 1.0e-08 9.0e-09 1.8e-08 1.7e-08 1.3e-08 x&,EY - 8.3e-03 8.8e-03 8.5e-03 6.8e-03 6.8e-03 6.6e-03 

 811 

4. Conclusion 812 

The numerical code PFLOTRAN was used to analyze data from a 16-month monitoring to identify key 813 

transport processes and seasonal patterns of adenovirus, somatic coliphages, and coliforms at 814 

induced riverbank filtration sites. Our main findings are: 815 

• Travel time changes resulted during rainy seasons from rapidly rising river levels after strong 816 

precipitation or snow melt events, and during the dry season from changes in pumping rates.  817 
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• Shorter travel times reduced the removal efficiency for somatic coliphages and coliforms. 818 

However, adenovirus removal was independent of travel time but dependent on travel 819 

distance. 820 

• Numerical analysis indicates that changes in the colmation/clogging layer permeability are 821 

coupled to the river stage but are also affected by waterworks maintenance periods (no 822 

pumping). Removal of coliforms was lower at higher colmation layer permeabilities (after a 823 

flood and after a maintenance period). However, removal of viruses (somatic coliphages and 824 

adenovirus) was independent of the colmation layer permeability. 825 

• High groundwater temperatures and low oxygen concentrations associated with 826 

denitrification in late summer had no visible impact on removal of somatic coliphages and 827 

adenovirus. For coliforms, these conditions correlated with lower removal efficiencies. 828 

However, the numerical results did not support a correlation between lower oxygen 829 

concentrations and/or denitrification with lower coliform removal. 830 

The limited number of detections of somatic coliphages in groundwater made it difficult to identify 831 

key removal processes and parameters. Additionally, uncertainty remains with respect to the 832 

concentration of active adenoviruses, which are relevant in estimating the risk for drinking water 833 

production, since  our data contains information about total (active and inactive, i.e., infectious and 834 

non-infectious) adenovirus particles exclusively. But even the total adenovirus concentration 835 

remained below the detection limit at 40 m distance from the riverbank, and therefore the removal 836 

of active adenoviruses appears sufficient. Nevertheless, developing methods to analyze (active) 837 

human pathogenic viruses at low concentrations would greatly improve the data basis for modelling 838 

and risk analysis studies. Given that drinking water target concentrations for active viruses can be as 839 

low as 10-5 viruses per liter (WHO, 2017), methods to detect low concentrations of  pathogenic 840 

viruses could be a key target for future research.  841 

 842 
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