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We investigate the control of two important parameters in VO2 crystals - the 

temperature and speed of phase transition - by varying the crystal size. By decreasing the width 

of the square cylinder-shaped microcrystals from ~80 to ~1 μm, the phase transition 

temperature varies as much as 26.1 °C (19.7 °C) during heating (cooling) while the phase 

transition speed increases by a factor of 37 from 4.6 × 102 to 1.7 × 104 μm/s. The interplay 

between phase transition temperature and size of VO2 microcrystals can be explained through 

the statistical behavior of first-order phase transition and size dependent thermal dissipation 

effect. 
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Among the many important materials for future industrial applications, VO2 has 

received much attention due to not only the fascinating physical properties of a strongly 

correlated electron system, but also to its enormous potential for future technological 

applications.[1-11] At just above room temperature (~67 °C), VO2 undergoes a first order metal-

insulator transition (MIT) with a dramatic change in electrical resistance of 4 to 5 orders of 

magnitude.[2,3] Also, at the moment of the MIT, VO2 undergoes a first order structural phase 

transition from a monoclinic to a rutile structure. One important aspect of the phase transition 

in VO2 is that it can be induced by diverse methods other than thermal activation, such as the 

application of pressure,[4] light,[5,6] current,[7,8] and voltage.[9] Moreover, in the case of optically 

induced MIT, the transition occurs at an ultrafast time scale.[5,6] Consequently, these unique 

physical properties promote VO2 as one of the best candidates for future advanced materials in 

a variety of applications fields, including ultrafast sensor,[10] optical switching devices,[11] 

memories,[12] tunable resonators,[13] and Mott transistors.[14] However, despite the tremendous 

recent advances in the fundamental understanding of the underlying physics of the MIT as well 

as in the engineering process for the utilization of VO2 as practical devices, there are still many 

challenging tasks remaining for the implementation of VO2 as a reliable material for 

commercial products. Especially, among the many critical tasks, the control of the phase 

transition temperature and speed has the highest priority as the scopes and functionalities of 

VO2 applications strongly depend on these two parameters.  

 

Over the years, many research groups have invested massive efforts not only to 

identify the origin of the phase transition in VO2, but also to control the occurrence of the phase 

transition onset by varying many physical parameters, such as doping,[15,16] strain,[17,18] pulsed 

voltage,[19,20] and size,[21-23] . It has been reported that the phase transition temperature 



decreases by doping high valent ( 4≥ + ) ions, e.g. W6+, Nb+5, Mo6+, while the phase transition 

temperature increases with doping of trivalent ions, e.g. Cr3+, Fe3+, Ga3+, Al3+.[15,16] Recently, 

Whittaker et al. reported that the phase transition temperature can be decreased by oxygen 

vacancy doping, which is induced by reducing VO2 crystal size to nanoscale.[22] Variations of 

crystal dimensions also provide a way to control the onset of the phase transition in VO2. 

Previously, Lopez et al. reported the heterogeneous nature of the nucleation process and the 

possibility of increasing VO2 phase transition temperature by reducing dimensions using VO2 

nano-particles embedded in SiO2 matrices.[21,24] These authors postulated that the defects in 

VO2 nano-particles can act as nucleation sites for the phase transition.  

On the other hand, in solid-state physics, the spatial confinement of ordinary materials 

to ultra-small scale often leads to new physical phenomena. As semiconductors, such as Si,[25] 

Ge,[26] or CdSe,[27] are spatially confined below the exciton Bohr radius, quantum size effect 

occurs, i.e. the band gap of semiconductor increases with decreasing crystal size. In addition, 

various physical properties, e.g. structural strength,[28] magnetism,[29] ferroelectricity,[30] 

thermoelectric power,[31] are known to show dramatic changes as the dimensions of the material 

are reduced. In the case of VO2, the probability of phase transition is expected to be strongly 

dependent on the size of the sample [21]. As the sample size decreases, the probability of phase 

transition decreases. Consequently, the onset temperature of phase transition of smaller 

samples is expected to increase (decrease) during heating (cooling) compared to larger samples. 

Moreover, the transition speed of VO2 is greatly limited by thermal dissipation conditions due 

to the exchange of the latent heat with the surrounding environment, showing that the effective 

surface areas for thermal interaction would become an important parameter for the transition 

speed in VO2. That is, the interplay between size and effective surface area of VO2 are the 

important parameters for controlling phase transition properties.  

 



In this report, we describe a systematic method to tune the phase transition temperature 

and its speed in VO2 microcrystals by controlling size, greatly enhancing the potential of VO2 

for advanced devices. By varying the dimensions of the VO2 microcrystals, we demonstrate 

that the onset temperature for phase transition can be varied from 67.4 up to 93.1 °C while the 

transition speed can be enhanced from 4.6 × 102 μm/s up to 1.7 × 104 μm/s. Using statistical 

behavior analysis of first-order phase transition with size dependent thermal dissipation effect, 

the correlation among phase transition temperature, speed, and the size of VO2 microcrystals 

is investigated. 

 

For the present study of the MIT size dependence in VO2, high-quality square cylinder-

shaped VO2 microcrystals are fabricated as shown in Figure 1. Free standing high quality VO2 

microcrystals with a square cross section and width (w) ranging from ~1 to ~80 μm are prepared 

on an Al2O3 boat by self-flux evaporation method. The details of the crystal elaboration process 

can be found elsewhere.[32] The microstructure and composition of VO2 crystals were 

characterized by scanning electron microscopy (SEM) (JSM-7001F, JEOL). In Figure 1a-1c, a 

few selected SEM images of VO2 microcrystals are shown, revealing the cross-section of the 

microcrystals to be almost square. In a previous report, we have shown that these high quality 

VO2 single crystals show a heterogeneous first-order phase transition propagating from one end 

of the crystal surface to the other.[33] (also see Figure S1 and Video S1 in Supporting 

Information) Since few numbers of defects are present in these high-quality single crystals, the 

probability of phase transition initiating from a defect inside the crystal is assumed to be 

negligible. 

 

Once the microcrystals are prepared, optical microscopy was employed to monitor the 

onset of phase transition in these VO2 microcrystals.[33] Due to different optical reflectivity 



between the metal and insulator phases in VO2, optical microscopy can provide direct real-time 

images of phase transition appearing on the surface of VO2 during phase transition. Figure 1d-

1e show optical microscope images of VO2 microcrystal with length of 42 μm and width of 3.1 

μm, just before and after the phase transition during heating, exhibiting single domain 

characteristics of phase transition without any complication of grain boundary and domain 

structure, i.e. we have either pure metallic or insulating single domain across the crystals. 

Previous synchrotron x-ray micro-diffraction results on identical microcrystals revealed that 

the growth direction (length direction) of VO2 microcrystals is along the c-direction of the rutile 

phase (cR), [001].[32,33] The optical images of Figure 1d-1e are different from those of VO2 

nano-wires or thin films, where the metallic and insulating phases are shown together to coexist 

during phase transition.[17,18,34] In addition, the heterogeneous phase transition in these crystals 

occurs from the end surfaces and proceeds with phase boundary motion.[33] This is different 

from the recent report by Lopez et al.,[24] where MIT is initiated by heterogeneous nucleation 

at extrinsic defect sites within the crystal. 

 

 Next, the onset temperature of phase transition in VO2 microcrystals is monitored as 

the size of crystal is varied, i.e. crystal width (w) from 1.9 to 77 µm. Figure 2a shows 

schematics of the experimental set-up for thermal optical microscopy on VO2 microcrystals. 

As discussed in Figure S1, the phase transition of VO2 occurs with phase boundary motion 

along the rutile c-axis and the propagation of MIT starts from one end of the microcrystals, 

suggesting the probability of the phase transition onset being linked to the end surface areas 

( ). In order to check this idea out, the onset temperature of MIT phase transition is plotted 

as a function of the width of microcrystal, w, as shown in Figure 2b. Interestingly, it can be 

seen that the phase transition temperatures rapidly increases (decreases) as the width of the 

crystal decreases in both the heating and cooling processes. In the case of the 3.6 µm thick 



microcrystals, the onset temperature of phase transition is as high (low) as 93.1 °C (49.2 °C) 

during heating (cooling). This change in onset temperatures of phase transition is larger than 

those from doped VO2 crystals, e.g. Cr, Fe, Ga, Al, by at most ~10 °C. [15,16] Also, the hysteresis, 

the difference of phase transition onset temperature between heating and cooling processes, 

increases as w decreases, e.g. the hysteresis of 3.6 µm thick crystal reached a value as large as 

43.9 °C. The MIT temperature and hysteresis width of each measured samples are shown in 

Table S1. 

 

To analyze the results of Figure 2, we applied the classical nucleation theory of phase 

transition.[35] In general, heterogeneous nucleation, i.e., the origin of phase transition onset in 

VO2, occurs at preferential sites such as grain boundaries, surfaces, or intrinsic and extrinsic 

defects. In the case of high-quality single microcrystals, the preferential sites of nucleation are 

the two end surfaces and the nucleation starts at either one or both end surfaces. Since the 

effective surface energy at both end surfaces is believed to be lower than on the long side 

surfaces, the nucleation probability is expected to depend on both end surface area, S  (= 22w ). 

If ρ  is the density of suitable heterogeneous nucleating sites per unit surface, the probability 

of finding one nucleation site in a small area ( dS ) at the end surface is defined by dSρ . Since 

the probability is very small, the probability of occurrence of more than 2 sites is assumed to 

be negligible. Then, the probability, F, that the surface contains at least one nucleation site is

1 exp[ ]F Sρ= − − .[35-37] 

 

Now, in consideration of temperature contribution to the probability, ρ can be written 

as  n
exB g∆ , where B  is a constant, n  is an exponent and exg∆ is the driving force of 

phase transition, i.e. the Gibbs free energy difference per unit volume between metal and 



insulator phases.[24,37] If we further assume that phase transition occurs when F  had the same 

(or most probable) probability regardless of size in Figure 2b, Sρ becomes a constant. Noting 

that  is directly proportional to , | |n n
ex CS B g S C T T S Dρ = ∆ = − = , where both 

C  and D  are constants. 

Finally, by using the logarithm on both sides of the equation, we get

. To test this derivation, the values of  and  

are plotted together and a linear relationship is found as expected (shown in Figure 2c-d). The 

average value (66.6 °C) of phase transition temperature during heating (68.2 °C) and that of 

cooling (65.4 °C) for the largest crystal (w = 77 μm) was used for the value of TC. From the 

fitting of Figure 2c-2d, n  and log D
C

 values during heating (cooling) were obtained as 

1.6 0.4±  (1.9 0.3± ) and 3.9 0.4− ±  ( 3.9 0.2− ± ). The exponent (~1.9) for the cooling side is 

practically the same as that (~1.6) of the heating side within experimental errors. These 

exponents may provide essential guidelines of any theoretical model for the nucleating defect 

creation. From the above discussion, MIT temperature of microcrystals during heating and 

cooling are given by 
1.2

2 1(66.6 C) 1.7 10  C
( )CT T

w mµ+

 
= ° + × °  

 
 and

1.1
1 1(66.6 C) 8.5 10  C

( )CT T
w mµ−

 
= ° − × °  

 
, where “+” and “− ” signs refer to the heating and 

cooling cycles, respectively. Hysteresis is given by T T T+ −∆ = −

1.2 1.1
2 11 11.7 10  C 8.5 10  C

( ) ( )w m w mµ µ
   

= × ° + × °   
   

. From this analysis, the hysteresis is 

expected to increase with the decrease of the crystal width. It predicts that T−  can be lower 

than room temperature when the width is below 1 μm. In this case, hysteresis is expected to be 



a large value of more than ~ 100 C° . Large hysteresis is an important property of VO2 based 

optical switches, memory, and related fields since it is related to the ability of maintaining 

stable phase under a large external impulse. 

 

As the sample size shows a close relation with phase transition temperature, the size 

effect on phase transition speed is investigated next. Since our microcrystals display the onset 

of phase transition with the propagation of phase boundary from one end to the other, the speed 

of the phase boundary during MIT, i.e. phase transition speed, can be estimated from the 

measurements of crystal length and the propagation time of the phase boundary. To monitor 

the propagation time and the phase transition speed, the high speed resistance of the VO2 

crystals is measured using a dc two-contact four-probe method, shown in Figure 3a. The details 

of photolithography process for resistance measurement of VO2 microcrystals are described in 

Figure S2. High-speed resistance measurements collecting data at a rate up to 5,000 per second 

are carried out with a source meter (Keithley 2611A). Though the onset of MIT and its 

propagation along long (> ~200 µm) samples can be observed under optical microscope, the 

same measurement becomes difficult for short samples with length < ~200 µm due to fast MIT 

and limited shutter speed of CCD camera for a given sample size. Indeed, the CCD camera 

attached to the optical microscope can only take up to 60 frames per second or ~ 17 ms between 

images. Figure 3b shows one of measurements of the temperature dependence of the resistance 

from a VO2 crystal with width of 1.9 μm. The inset of Figure 3b shows the optical image of the 

crystal with Au (1000nm)/Cr(10 nm) electrical contacts for the widths of the 1.9 µm taken 

during the resistance measurements. The VO2 crystal shows sharp phase transition with a 

rectangular shape hysteresis loop. The temperature dependences of the resistance curves with 

different widths were measured. (Figure S3 and Table S2 in Supporting Information) The MIT 

onset temperature from the resistance measurement during heating is in the range of ~62 to 



~67 °C, which is significantly lower than those observed in optical microscopy measurements. 

Based on the resistance curve in the temperature range of 50 - 60 °C in Figure 3b, the band gap, 

Eg, of VO2 is calculated as 0.6 - 0.7 eV if VO2 is assumed to be an intrinsic semiconductor.[38] 

These calculated band gaps are in good agreement with the previously reported values of 0.7 

eV.[39,40] Also, the crystal structures before and after MIT onset, shown in Figure S4, are 

confirmed by synchrotron Laue microdiffraction to be the M2 and R phases, respectively. 

  

Figure 3c displays the high-speed resistance measurement of VO2 crystals during MIT 

with widths of 1.9 μm shown in Figure 3b during MIT under heating. (Also see Figure S5 in 

Supporting Information) As seen from the Figure 3c, during MIT, the resistance decreases at 

almost constant rate, which is in agreement with phase boundary motion. The phase transition 

time is defined as the time required for phase boundary to travel from one contact to the other 

( l
v

= ), where l  and v  are the length between electrical contacts and phase boundary speed, 

respectively. Phase transition time drops rapidly from ~1 s to ~3 ms as the width (w) of the 

microcrystal reduces from 40 to 1.9 µm, i.e., the speed increases rapidly with decreasing width 

of the microcrystal. Figure 3d shows crystal width dependence of the phase boundary speed 

during heating and cooling. While the speed of large crystals (w = 40 μm) is 4.6 × 102 μm/s, 

the speed of smaller crystals (w = 1.9 μm) is as high as 1.7 × 104 μm/s, which is almost 37 

times faster than that of the large crystals. The width dependence of the phase boundary speed 

can be well fitted as an inverse function of the width, (μm/s)
(μm)
av

w
= , with

4 2(3.3 0.1) 10 μm sa = ± ×  ( 4 2(3.8 0.2) 10 μm sa = ± × ) during heating (cooling). Assuming 

the fitting results are valid for width down to 0.01 μm, the limit of linear plot in Figure 4d, then 

the speed during heating is expected to be 63.3 10  μm/s× for that width. That is, the on/off 



switch based on phase transition in VO2 can be as fast as ~10 ns for a 10 nm wide, 30 nm long 

crystal, and this ultrafast phase boundary speed can be applied to the switching time of future 

VO2 devices.  

  

It is important to understand why the transition speed shows a 1
w

 dependence in 

Figure 3d. There are several parameters that can be suspected to play a role in transition speed, 

such as the Gibbs free energy, Joule heating, electric field, and thermal dissipation. First, let’s 

consider the Gibbs free energy. The transition temperatures from high speed resistance 

measurements are in the range of ~62 to 67 °C (~50 to 57 °C) during heating (cooling). If the 

Gibbs free energy plays a major role, the phase boundary speed is expected to increase as the 

Gibbs free energy increases with increasing | |CT T− . Thus, during heating, the crystal with 

the higher phase transition temperature should have the higher speed. As shown in Table S2, 

the crystal with w = 40 μm has phase transition temperature of 66.3 °C, which is higher than 

either those (~62 °C) of the smaller crystals (w = 2.5 and 4.1 μm). Thus the crystal with w = 40 

μm is expected to have much larger speed than those crystals with w = 2.5 and 4.1 μm. However, 

the crystal with w = 40 μm has the lowest speed among those crystals. Since the transition 

speed does not show significant dependence on the magnitude of | |CT T− , we conclude that 

the effect of driving force or the Gibbs free energy on the MIT speed is small. 

 

Next, we examined the effect of Joule heating (current) and the magnitude of electric 

field on MIT speed. We measured the MIT speed with currents of 0.1 and 1 μA, thus the current 

and the magnitude of the electric field are varied simultaneously by a factor of 10. [Figure S7 

in Supporting Information] The phase boundary speeds of 0.1 and 1 μA are found to have 

practically the same value of 1.5 × 104 μm/s. If either Joule heating or the magnitude of the 



electric field plays a critical role in the transition speed, the transition speed should vary 

considerably as Joule heating and the magnitude of the electric field in the crystal differs 

significantly. However, the speeds in both cases are almost identical, which indicates that the 

dependence of the speed on either the magnitude of current or the magnitude of the electric 

field is small.  

 

Finally, we examine the possibility that the size dependence of the phase transition 

speed originates from size-dependent thermal dissipation. First, we assume that the thermal 

time constant of the crystal is roughly the same as that of uniformly heated square cylinder. 

[Supporting Information] Thermal time constant τ can be viewed as build-up times necessary 

for the onset of a heat flux after a temperature gradient is imposed on a given sample. The τ  

of uniformly heated square cylinder is given by 
A
Vc

τ
ρ

= , where A , ρ , V , and c  are total 

bottom surface area, density, total volume, and heat capacity of unit mass of the cylinder. 

[Supporting Information] In the case of a square cylinder, A lw=  and 2V lw= . The time 

constant becomes 
wc wρτ
κ

= ∝ , where ρ  is the density of VO2. That is, the thermal 

constant (τ ) is linearly proportional to the width ( wτ ∝ ), whose dependence originates from 

the increasing surface to volume ratio ( ~ 1/ w  for square cylinders) with decreasing size. So 

the smaller crystal has the shorter time constant. In rough approximation, the time constant τ  

is the same than the phase transition time. Thus the phase transition speed is roughly equal (or 

proportional to) l
τ

, and the speed depends on 1
w

, as observed. Since we observe the same 

dependence of thermal constant and transition speed, we believe the two have the same physical 

origin of a thermal dissipation mechanism. 

 



In summary, the control of metal insulator phase transition temperature and transition 

speed is investigated with high-speed resistance measurement and optical microscopy. With 

the statistical description for a heterogeneous nucleation process, it is shown that the phase 

transition probability of VO2 depends on the end surface width, and in turn the phase transition 

temperature varies as size gets modified. The variation of phase transition speed with sample 

size is explained with effective thermal exchange process of surface to volume ratio. We 

conclude, therefore, that the onset of MIT and the MIT speed can be finely and effectively 

tuned by controlling the crystal size. 
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Figure Captions 

 

Figure 1. Scanning electron microscope image of a square cylinder shape VO2 microcrystal 

with width of (a) 67 μm, (b) 4.3 μm, and (c) 1.3 μm. Optical microscope images of the small 

VO2 microcrystal with width 3.1 μm and length 42 μm, just (d) before and (e) after the MIT. 

 

Figure 2 (a) Schematic drawing of crystal size dependence of the MIT temperature of VO2 

microcrystals. The smaller crystal tends to have the higher transition temperature due to the 

smaller probability of the phase transition. (b) Dependence of the MIT temperature on crystal 

size (width) during heating (empty red square) and cooling (empty blue circle). The inverse of 

end surface area 1
S

 versus the difference in the MIT temperature | |CT T−  curve of VO2 

microcrystals on (c) heating and (d) cooling. 

 

Figure 3 (a) The schematic of the patterned crystal sample circuit geometry with Au (1000 

nm)/Cr(10 nm) contacts used for the high speed and temperature dependence of the resistance 

measurements. (b) Temperature dependence of the resistance of VO2 crystal with widths of 1.9 

μm. Inset shows an optical microscope image of the VO2 crystal used for the resistance 

measurement. (c) High speed resistance measurement of VO2 crystal in (b). Insets show 

schematics of the phase boundary motion during MIT. (d) Dependence of the phase boundary 

speed ( v ) on crystal width ( w ) during heating (empty red square) and cooling (empty blue 

square). 
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