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Analysis of Channel Access Schemes
for Model-based Estimation over
Multi-access Networks

Ching-Ling Huang and Raja Senguptaf
January 8, 2009

Abstract

This report investigates the performance of model-based estima-
tion over multi-access networks and emphasizes on the estimation
MSE (mean squared error) while using different channel access schemes:
probabilistic (random access), deterministic (round-robin scheduling),
and combined (grouped channel access). We propose a mathematical
framework for estimation over a simple multi-access MAC protocol,
the slotted ALOHA network. Estimation MSE, its asymptotic be-
havior and stability condition are derived for different channel access
methods. Our quantitative discussion can provide guidelines to design
the communication logic for those vehicular control systems built on
top of multi-access networks.

keywords: vehicular control, model-based estimation, multi-access chan-
nel, slotted ALOHA
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Roadside to Vehicle Communications in a Highway Setting - Protocol Layer,” and has
been presented in IEEE International Symposium on Intelligent Control, San Antonio,
TX, Sept. 2008.
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1 EXECUTIVE SUMMARY

This document is an interim report submitted in partial fulfillment of the
requirements for UCB-PATH TO 5214 titled ITS Band Roadside to Vehicle
Communications in a Highway Setting. In particular it addresses Task 1.2 -
Develop DSRC Medium Access Control Layer.

The most challenging application planned for deployment over DSRC is
Cooperative Active Safety (CAS). In the CAS concept, vehicles will send in-
formation such as GPS position, speed, and heading to neighboring vehicles
over a DSRC channel. The receiving vehicle can use the incoming messages
to detect if the sending vehicle is a threat. If so it may warn its driver.
Such message are expected to be about 200 bytes long and may have to be
transmitted as far as 300 meters, this being the stopping distance of a vehicle
traveling at freeway speeds, when it limits itself to brake pressures comfort-
able for the passengers. Studies such as those undertaken by the NHTSA
sponsored Vehicle Safety Communications Consortium, have suggested these
messages might have to be broadcast by a vehicle as frequently as every 100
milliseconds. Finally, several competent simulation studies in the literature
show that at these operating conditions, the DSRC channel becomes heavily
congested, leading to high loss rates. More than 30% of the messages may
fail to reach their intended target. The DSRC medium access control layer
needs to be designed to overcome this problem.

This report describes mathematical idea useful for DSRC medium access
control design. Vehicles can be viewed as dynamical systems, and abstractly,
the DSRC channel is to be designed for each dynamical system to efficiently
estimate the state of the others. Viewed this way, one finds the recent liter-
ature on Networked Control Systems, produced by the control community,
gives insight into how the DSRC channel might be designed. This report
starts with ideas in the control literature and then advances them to address
the following architectural question arising in DSRC design.

Some researcher reports, for example, one written by us for the Cooper-
ative Vehicle Highway Automation System program, have examined the use
of roadside radios to schedule transmission by vehicle radios. The aim of
scheduling is to divide time into slots and ensure that only one vehicle trans-
mits in a slot. This avoids the collision problem, i.e., a situation in which
two or more vehicles transmit in a slot. When this happens, the signals of
the multiple transmitters collide at any receiver within range of both, and
the receiver fails to receive every one of the transmitted messages. The slot



is wasted. A roadside radio can be used to reduce this wastage. The benefit
comes at the cost of installing a roadside infrastructure to help the vehicle to
vehicle communication. The alternative is for this communication to occur
by unassisted vehicle to vehicle cooperation, i.e., in the ad-hoc networking
style. The principal contribution of the report is to quantify the relative
benefit of the assisted case over the unassisted case. The comparison mea-
sure is mean square estimation error. The ad-hoc case is modeled as slotted
ALOHA. The comparison is computed by developing an analytical model.

2 INTRODUCTION

In recent years, many control applications of distributed systems are built on
top of networks for information exchange, such as AHS (Automated Highway
Systems) and UAV (Unmanned Aerial Vehicles). Those systems are called
Networked Control Systems (NCSs) in which sensors, actuators, controllers
communicate through a data network. In NCSs, estimation is known to be
a critical step, and its accuracy directly affects the control performance.

For example, imagine that there is a group of intelligent vehicles equipped
with wireless transceivers, traveling on the highway. Each vehicle can esti-
mate neighboring vehicles’ position and speed information, via a shared chan-
nel, and uses this information to facilitate certain safety applications, such
as collaborative collision avoidance and the electronic brake light system.

For control over lossy channel, a decade of research [3, 4, 5, 6, 7] shows
that the right approach is probably to insert a model-based estimator in
between controller and the sensor. If the channel does not deliver sensor
measurements on time, the estimator uses its model to provide the controller
with its best estimate of the state. When measurements are successfully
received, the estimator uses them to improve its estimate for the state of the
remote system. The controller is always fed by the estimator.

In NCSs, the question of how to use minimum bit rate to control /stabilize
a system through feedback was first introduced in [8, 9]. Towards better
modeling of today’s digital networks, i.e. state information is transferred via
packets instead of bit streams, the minimum packet rate problem was inves-
tigated in [10, 11, 13, 14]. In existing literature, estimation problem is usu-
ally formulated as the sender-receiver pair with one-to-one channel scenario.
Channel losses are usually assumed to be independent events. However, this
assumption is not realistic for most multi-access networks since a collision



happens when more than one node transmits data at the same time.

To better understand the performance of estimation over a multi-access
network, we propose a framework and analyze MSE (mean squared error) of
model-based estimation on top of slotted ALOHA [1], a simple multi-access
network. Specifically, we compare the estimation performance of three chan-
nel access designs: 1) probabilistic design that utilizes fully random access to
the channel; 2) deterministic design in which nodes are perfectly scheduled
to transmit; and 3) hybrid design that is combined from probabilistic and
deterministic channel access.

Among three communication methods, probabilistic channel access is eas-
ier to implement in a decentralized fashion but would inevitably incur col-
lisions. On the other hand, deterministic scheme can avoid collisions by
scheduling but it may require out-of-band signaling for coordination or at
least consensus among nodes. In our analysis, asymptotic behavior and sta-
bility conditions for estimation MSE using those channel access schemes are
also derived.

The contribution of this work is its quantitative discussion on model-based
estimation in a multi-access channel setting. The organization of this report
is the following: Section II states related work, and Section III describes our
problem formulation. Section IV, V, and VI are devoted to the analysis of
probabilistic, deterministic, and hybrid channel access designs respectively.
Section VII concludes this report with a summary and future work.

3 RELATED WORK

Stability constraints for partial observations are investigated in [11, 12]. In
the problem formulation [11], raw sensor measurements are transmitted to
remote estimators and the channel drops packets according to .7.d. Bernoulli
trials. On the receiver side, intermittent observations are processed with a
time-varying Kalman filter. The threshold of channel loss probability to
stabilize estimation error is also derived. In [15], multiple description (MD)
codes, a type of network source codes, are designed to compensate for packet-
dropping and communication delay for Kalman filtering.

In [13], the sender keeps track of successfully transmitted state informa-
tion as well as performs estimation of its local process, which is assumed to
reach the same estimation results by the receiver. Long-term average cost
problem is formulated for this scenario. Optimal controlled communication



policy is derived with the cost function defined as weighted summation of
estimation MSE and packet rate. The optimal decision to broadcast status
update at each moment turns out to be decided by the current estimation
error. The optimal communication policy is also proved to be a threshold
policy, in which a region is defined for the estimation error. When the error
exceeds this region/threshold, a broadcast is triggered to update the state
information on remote estimators.

In [14], authors suggest that each node should process raw measurements
with a Kalman filter before sending them out. The stability condition of
such pre-processing is compared with [11]. The minimum packet rate to sta-
bilize the estimation error to the stochastic moments is given in [10, 14] for
uncontrolled communication logic triggered by one fixed-rate Poisson pro-
cess. Controlled communication logic is also proposed based on the Doubly
Stochastic Poisson Process (DSPP) [16] to trigger the transmission. At each
moment, jump intensity of the DSPP is a function of current estimation error.
This error-dependent policy is proven to effectively keep all finite moments
of estimation errors and the communication rate bounded.

Classical information theory [2] deals with the encoding of long sequences
of data and thus inherently needs to tolerate long latency. However, due to
the interactivity of real-time control, the state information to be communi-
cated is not known ahead in time and it is used to control the very process
being encoded. A new metric for evaluating channels in terms of reliability,
called Anytime Capacity, is defined on a sense of reliable transmission in [17]
and extended to multi-access channels in [18]. A summary of recent advances
in NCSs can be found in [19].

4 Problem Formulation

In this section, we describe our mathematical framework of model-based esti-
mation on top of multi-access channel as foundation for analysis in following
three sections.

4.1 NCS over Multi-Access Channel

Suppose there are n nodes sharing a slotted ALOHA network, n = 2,3, ...,
and each node contains a discrete-time LTT scalar process (1), a transmission
control logic, and a bank of synchronized model-based estimators (see Fig.
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Figure 1: Node internal structure of analyzed NCS estimation problem. Each
node contains an LTI plant, a transmission control logic, and a bank of
model-based estimators for other nodes. The channel access scheme used for
transmission control will be specified and analyzed later.

1). Each node will try to estimate the state on other nodes by received
information from the shared channel.

In our setting, the dynamics of those spatially distributed processes are
assumed to be completely decoupled. For notation convenience, let node
Jj €{1,2,...,n} represent the sender in following derivation,

7j(t) = azz;(t = 1) +¢5(t = 1) (1)

where z;(t) is the scalar state of node j and ¢;(t) is i.i.d. zero-mean noise
process with finite variance 0]2-, and ¢ is time index, t € N.

Similar to the minimum packet rate formulation in [13, 14], at each time
index, the true state (a real number with acceptable distortion) of the sender
j could be transferred to a receiver i # j, i € {1,2,...,n}, via the shared and
possibly lossy network. The transmission control logic decides whether to
broadcast its own state information to others at each moment. Furthermore,
the transmission time of state information, i.e. one slot length, is assumed

to be the same as one discrete step of the process (1).

4.2 Model-Based Estimation

Let Z;;(t) be the estimated state of sender j at receiver i. And, this estimated
state is the expectation conditioned on all the previous received information

7



from the lossy channel,
Zi(t) = Bl |V Y7, Y (2)

where Y, t = 1,2, ..., is the received information at moment ¢ at the receiver
1.

When channel is idle or has a collision at ¢, Y = (). Otherwise, Y = x4(t)
from a certain successful sender s # i, s € {1,2,...,n}. In our formulation,
channel loss is only due to collisions. Neither fade effect nor hidden terminal
problem is modeled for the multi-access channel. Therefore, each node is
assumed to get the same copy of information from the channel.

The model-based estimator at receiver ¢ switches between following two
modes:

e If no information regarding node j is received at t — 1, i.e. Y/™' #
z;(t — 1), use previous estimate Z;;(t — 1) and the known model (1) to

Cal"l"y On,
Ty(t) = a; X Ty5(t — 1) (3)

e Else if state information of j is received at t — 1, i.e. Y™' = x;(t — 1),
use it to reset estimation error,

Tij(t) = aj x z;(t — 1) (4)

Note that z;;(t) in (3), (4) is the optimal estimate, in MMSE sense, because
noise process in (1) has zero mean.

4.3 Performance Metric: MSE

In general cases when 0]2- > 0 and a; # 0, the performance metric is MSE
(mean squared error) of the estimation process at the receiver side. For
the estimator on node 4, if an update is only received k steps before, k =
1,2,...t — 1, the best estimate of z; is

~ k

Tij(t) = aja;(t — k) (5)
Assuming latest measurement arrives at receiver side at the t — &k moment,
now let ¢;;(t) be the MSE of above estimation process, i.e. node j tries to
estimate node 7 based on received information. ;;(t) is given by definition,

0ij (1) = El(x;(t) — Z;;(t))?] (6)

8



By substituting #;;(¢) derived in (5), conditioned on elapsed time step k since
receiving an update from j, (6) becomes

ij(t) = BlE[(z;(t) — abz;(t — k))*k < 1]] (7)

The inner part of (7) can be expressed as

z;(t) — aa;(t — k) Za et — (k—1+1)) (8)
1=1
where () is the noise process at moment ¢ for node j.
Since the noise process ¢;(t) are i.i.d. zero-mean random variables with
finite variance 0]2-, then (7), i.e. node i’s estimation MSE for state j, can be

organized as
k

() = B a;* Pk <] x o3 9)
1=1

where £ [Zle ai(k_l)ﬂf < t] can be further specified once the channel access
design and the probability distribution of inter-arrival time k is known. In the
following three sections, we will analyze the estimation performance of three
different channel access schemes, namely probabilistic, deterministic, and
hybrid methods, based on (9). Throughout this report, we further assume
the process on each node is identical, i.e. a; = a and o; = o for all j.

5 Probabilistic Channel Access

In this section, we consider a purely random access scheme. Let each node
broadcast its own state information with a fixed probability p; at each time
slot. To derive the optimal uniform probability p* for all nodes, i.e. p; =
p* for all j, we need to consider several cases. Specifically, we denote the
estimation MSE, defined in (6), while using the probabilistic method as gof .
(We drop subscript 4 since all nodes can get the same copy of information
from the channel and achieve the same estimation for node j.)

5.1 Case |a| =1

Consider process (1) with bounded noise variance 0? > 0 and |a| = 1. First,
let’s focus on the case when a =1,

zj(t) =x;(t —1)+¢;(t—1) (10)

9



which can be seen as a one-dimensional random walk with each step decided
by the noise process. Without any broadcast of state information, i.e. p; =0
for all 7, the best estimate of the state is given by

t—1

%;(t) = Ela;(0) + ) &;(1)] = a;(0) (11)

=0

if initial state z;(0) is given. However, estimation MSE of this process with-
out any broadcast, denoted as ¢;(t), is given by

61(t) = El(x;(t) — 2,(1)%) = E[Y_ 20)] = t x 0° (12)

Thus, as t — oo, the estimation MSE will go unbounded, i.e. ¢;(t) — oo,
which shows the necessity for each node to broadcast state information to
eliminate the estimation error, i.e. 0 <p; < 1.

To find the optimal broadcast probability p; = p* for all j, let’s focus on
the estimation MSE for node j since all nodes are identical. In this case, (9)
can specified as

oP(t) = E[E| i (k< 1] = Elklk < ] x o (13)

Considering t — oo, (13) implies the optimal probability p* is the minimizer
of mean inter-arrival time k of state information of j delivered to node i, i.e.

p" = argmin FE[k] (14)

0<p<l

Since all nodes share a slotted ALOHA network, the probability for re-
ceiver ¢ to get an update from node j successfully, received at k slots ago,
can be written as

Pk =K)=p1—p)" " x[1—p1—p) " (15)

where K = 1,2, ...t — 1. With (15), E[k|k < t] can be given by definition,
t—1
Elklk <t] = kxp(l—p)" " x [1—p(1—p)"
k=1

10



which can be organized into a closed form if ¢ — oo,

Elk] = (p(1 —p)" ")~

Therefore, to find the stationary solution p*, (14) can be rewritten as

p* = argmin (p(1 —p)"~ )" (16)
0<p<1

The optimal (stationary) solution to above problem is the well-known result

for slotted ALOHA [1]:
p=— (17)

which maximizes the per node throughput p(1— p)"~!. For the case a = —1,
(17) can also be shown to be optimal.

5.2 Case 0< |a| <1

Now consider the process (1) with bounded noise variance 0% > 0 and 0 <
la| < 1. From (9), the general form of estimation MSE can be specified as

1 Elak <1

P(0) = Ay = ) (18)

Since a® < 1, to minimize MSE, we focus on finding p; = p*, for all j, to
maximize E[a?*|k < t] in (18). Now considering ¢ — oo, we want to find p*
to maximize E[a?*],
p* = arg max E[a"]. (19)
0<p<1

where the stationary formulation as t — oo,

Pyi(k) x a® (20)

WE

E[a%] —

i

1

Plugging (15) into (20), we get

[1 —p(l o p)n—l]k—l % CL%.

NE

Ela®] = p(1 —p)"~" x

i
I



Because [1 — p(1 — p)"~!] x a® < 1, above can be organized to a closed form,

p(1—p)" ' xa®

Bl == [1—p(1—p)"'] xa?

(21)

Now let ¢ = p(1—p)"~!, which denotes the per node steady-state through-
put in slotted ALOHA system. From the throughput analysis in [1], we know

O<q<1(1—%)_1<1 (22)
Thus (21) can be expressed as
P J— s (23)
1—(1—gq) % a?
Let hy(q) be a function of ¢ with fixed a as its parameter,
hala) = 1+ 20 = Bl 21

The fact that 0 < a? < 1 together with (22) implies that h,(g) is monotone
increasing as ¢ increases. With (24), now the maximization problem (19) is
equivalent to

*

¢ = argmax  hy(q) (25)

L 1yn—
0<g<5 (1=5)m !

where optimal solution exists at ¢* = %(1 — , which is the maximum

per node throughput achieved in slotted ALOHA network. Therefore, the
optimal broadcast probability is given by (17) for the case 0 < |a| < 1.

1 —1
2

5.3 Case 1< |a| < c©

Now consider the process (1) with bounded noise variance o > 0 but 1 <
la] < 0o. Since 1 < a* < oo, from (9) we can get the general form of MSE as
(18). To get bounded MSE as t — oo, i.e. limy o ¢} (t) < 0o, E[a’*] must
be bounded. Similar to previous case, let ¢ = p(1 — p)"~!, we have

il—q a’k.
k=1

12



To have E[a?*] bounded, q and a must satisfy below condition,
(1—¢q)xa*<1 (26)

Here we get a relationship between the per node steady-state throughput
q and the parameter a if the estimation MSE is bounded for ¢ — oo. Together
with (22), to have lim; ., ¢} (t) bounded, a has to satisfy below condition:
1 1 1
<(l-=-(1-—=)hHz 27
ol < (1= (1= ) (27)
where n is the number of nodes. This upper bound monotonically converges
down to 1 when n is sufficiently large. If a satisfies (27), optimal broadcast

probability can be shown to be (17). Otherwise, when |a| > (1 — (1 —

%)”*1)_%, the estimation process cannot have bounded MSE, as t — oo, by

using a fixed broadcast probability for all nodes.

6 Deterministic Channel Access

Probabilistic design explored in Section IV can be viewed as the completely
randomized channel access. For multi-access channel, one can also choose
TDMA (Time Division Multiple Access) scheme for each node to broadcast
state information without collisions in the shared channel.

In this report, deterministic design refers to the round-robin scheduling
that fairly serves each node. All nodes are assumed to have this TDMA
scheduling knowledge. At each moment, there will be only one node sched-
uled to broadcast its own state information and thus there is no collision
(loss). In the following analysis, we denote the estimation MSE, defined in
(6), while using round-robin scheme as ¢¥.

6.1 Case |a| =1

For the process (1) with bounded noise variance 0® > 0 and |a] = 1. Sim-
ilarly, (9) can be specified as the form in (13). Now, with a deterministic
communication scheduling, and the estimation MSE is bounded by

o? < pP(t) <nxo’ (28)

depending on the moment ¢ and scheduled communication instants for node
j-

13



Recall that, from (13), (15) and (17), the steady-state minimum estima-
tion MSE for probabilistic design, denoted as gof (t)*, is given by

* 1 -n
gof(t) =n(l-— E>1 X o2 (29)
When n is sufficiently large, (29) can be approximated by
oF ()" — ne x o (30)

which reveals that gof (t)* increases with the number of nodes n. By compar-
ing (28) and (29), we can see that,

i () > ¢ (t)

which shows that, in this simple case |a| = 1, using a deterministic channel
access can achieve lower estimation MSE than that of probabilistic design as
t — o0.

6.2 Case(0<|a| <1

Now consider the process (1) with bounded noise variance o2 > 0 and 0 <
la| < 1. From (9) we can get the general form of estimation MSE,

2L,
_l—=a" 9

PP (t) = T X (31)

where L; depends on the scheduled transmission instants for node j, L; =
1,2, ...,n. Thus, the estimation MSE is bounded by

PP < PP(t) < P (32)

where lower bound is given by gof) = 0% and upper bound is given by @ =

1—a?" 2
Taz X0

From (17), (18) and (21), the minimum steady-state estimation MSE for
probabilistic channel access, denoted as gof (t)*, is given by

02

P *
o 0 =1 T1— Ll x e (33)

14



when n is sufficiently large, (33) can be approximated by

s ne )
() — 4
@5 () a2+ne(1—a2)xg (34)

By comparing (32) and (33), numerical analysis shows that, for 0 < |a| <
1, L
¢ <) <f.

Therefore, when 0 < |a| < 1, estimation MSE while using probabilistic design
falls in the same range of that of using deterministic channel access as t — oo.

6.3 Case l < |a| < 0

For the process (1) with bounded noise variance ¢ > 0 and 1 < |a| < oo,
one can get (32) and (33) by going through similar derivation in previous
case. Numerical analysis shows that, for the case |a| > 1,

i (1) > 7 (1)

which shows that, as ¢ — o0, using a deterministic channel access can achieve
strictly lower estimation MSE than that of probabilistic design when |a| > 1.

7 Hybrid Channel Access

A combined method from previous two designs may sometimes be proposed
for scalability and flexibility reasons. In this section, the hybrid design bun-
dles several nodes into one group and scheduled communication instants are
given to every group fairly in a round-robin fashion. Within the same group,
each node use equal broadcast probability to contend for channel access.
Assume there are n nodes and 6 groups, then the number of nodes in
one group m is given by m = 7. Of course, n, 6, m must be chosen to be
positive integers to make this formulation meaningful. The communication
probability p? for each node in the group is given by p? = # when this group
is scheduled to use the channel; otherwise, p = 0. We denote the steady-
state estimation MSE, defined in (6), while using the Hybrid-0 method as

Hy
;-

15



7.1 Case |a| =1

For the process (1) with bounded noise variance o > 0 and |a| = 1. Since
nodes within the same group will contend for channel access every 6 slots, the
probability for receiver 7 to get an update from node j successfully, received
at k slots ago, can be written as

Pk =Li+rx0) =p'(1—p")" " x [1—p (1 =p")"']  (35)

where r =0, 1,2, ... and L; depends on the group communication instants of
node j, L; = 1,2,....,6. With (35), mean inter-arrival time E[k] is bounded
by
0 n n
1—-0+nx (11— <EK<nx(1--=)"9,
n n
As usual, (9) can be specified as similar form in (13). Therefore, the
steady-state estimation MSE is bounded by

e < oilt) < o (36)
where lower bound is given by
9 n
QDJHQ =(1-0+n(1l- E)l_?) x o (37)
and upper bound is given by
0.1 n
gpfg =n(l-— E>1 5 X o’ (38)

When n is sufficiently large, the lower bound (37) can be approximated by
gpf" — (1 -0 +ne) x o? (39)

and upper bound (38) can be approximated by

gpf" — ne x o2 (40)

If 0 = 1, i.e. the probabilistic scheme, (37) and (38) reduce to (29). If 6 = n,
i.e. the deterministic scheme, (36) reduces to (28).
Comparing (28), (29), and (36), numerical analysis shows that, when
’a‘ = 17
pi (1) > @5 (t) > o] (1)
which says that, deterministic channel access is the one that minimizes MSE
among three methods.

16



7.2 Case(0<l|a| <1

Now consider the process (1) with bounded noise variance o2 > 0, 0 < |a| <
1. Plugging (35) into the same form of (20), and let ¢ — oo, we can get the
range of E[a?"]

S
£
=
IN

S
=
=
IA

Bl (41)

where lower bound is

20 (7 1— 0\m—1
E[agk] _ a Xp ( p ) (42)
1 — (1 _p9<1 _pe)mq) < a29

and upper bound is

- CL2 0 1— 0\m—1
B = 1 = ey (43>

With (9) and (41), and the steady-state estimation MSE is bounded by

Pl < ol (1) < I (44)

where lower bound is given by

: 2 x 0(1— 0yi-t
o =i
1—a? 1—(1294‘@20)(5(1—;)5_1

) (45)

Hy __
Y =

and upper bound is given by

2 20
Hy _ o 1—a )
P 1—a?2 X 1 — a2 + q20 x %(1_%)%71 ( 6)

When n is sufficiently large, lower bound (45) can be approximated by

o? a® x 0

x (11—
1—a? ( ne(l —a??) +a? x 0

) (47)

Hy N
¥

and upper bound (46) can be approximated by

o? ne(l —a

X
1—a? ne(l—a*)+a* x0

29)

(48)

Hy _,
¥
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Similar to previous case, if § = 1, i.e. the probabilistic scheme, (45) and (46)
reduce to (33). If # = n, i.e. the deterministic scheme, (44) reduces to (32).

Now comparing (32), (33) and (44), numerical analysis shows that, for
the case 0 < |a|] < 1,

H, * H, D
ol <@t <P <o) <P

which shows that, as ¢ — oo, three channel access designs have estimation
MSE roughly within the same range.

7.3 Casel <|a| <0

Now consider the process (1) with bounded noise variance o > 0, 1 < |a| <
00. One may go through similar derivation as previous case to get (44), (45)
and (46). But note that, similar to (26), those results are valid only when

(1—=p"(1=p"™ ) xa® < 1.

In other words, to have bounded estimation MSE for hybrid design, param-
eters a, n, ¢ must satisfy below condition,

ol < (1= T(1 = Dyiy-

N
Q:‘H

(49)

where 1 < 0 < n. (49) gives a relaxed condition than the limitation of
probabilistic design given in (27). In Hybrid-6 channel access, the contention
from all nodes, as what happens in probabilistic design, has been distributed
to several small scale contentions within a group.

Comparing (32), (33) and (44), numerical analysis shows that, for the
case |a| > 1,

Pi (1) > 95 (t) > o] (t).

That is, deterministic channel access can achieve strictly lower estimation
MSE as t — oc.

8 Summary and Future Work

Model-based estimation over the multi-access network is studied in this re-
port. A mathematical framework is proposed and the estimation MSE of
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three channel access schemes is analyzed. Asymptotic behavior and stability
condition are also derived. Our results suggest that, while designing NCSs,
the channel access scheme should be chosen based on |a| of the dynamic
process (1). If |a|] > 1, the deterministic design (round-robin scheduling)
can achieve strictly lower estimation MSE. Otherwise, for 0 < |a| < 1, three
methods have roughly the same range of MSE as ¢t — oc.

Future work includes the generalization from current analysis to more
practical applications, e.g. vehicle’s active safety mechanism mentioned in
introduction. Meanwhile, [13] proves that, for a sender-receiver pair, op-
timal communication design should incorporate estimation error and such
correlation can help improve estimation accuracy. We also want to explore
the optimal communication design for estimation in a multi-access channel
setting.
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