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ABSTRACT OF THE DISSERTATION 

 

Unconventional methods of controlling microstructures to tailor the mechanical behavior of 

polycrystalline solids  

By  

Salma El-Azab 

Doctor of Philosophy in Materials Science and Engineering 

University of California, Irvine, 2024 

Professor Julie M. Schoenung, Chair 

 

     As new materials and manufacturing techniques are developed to suit the needs of several key 

industries, creative methods of designing microstructures to tailor mechanical behavior must be 

explored to control deformation and prevent failure. Additionally, the underlying mechanisms that 

dictate such control must be well understood. To this end, this dissertation includes three distinct 

investigations: a study on the underling mechanisms that control the microstructure of samples 

fabricated with ultrasonic vibration-assisted directed energy deposition; an exploration of the role 

of phase state and composition on the room-temperature mechanical behavior of entropy stabilized 

oxides; and an analysis of the role of microstructure and phase state on the high-temperature 

deformation of entropy stabilized oxides.  

     In the first study, ultrasonic vibration (UV) was applied in situ to directed energy deposition 

(DED) of 316L stainless steel single tracks and bulk parts. For the first time, high-speed video 

imaging and thermal imaging were implemented in situ to quantitatively correlate the application 

of UV to melt pool evolution in DED. Findings show that UV increases the melt pool peak 
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temperature and dimensions, while improving the wettability of injected powder particles with the 

melt pool surface and reducing powder particle residence time. Through in situ imaging we 

demonstrate quantitatively that these phenomena, acting simultaneously, effectively diminish with 

increasing build height and size, consequently decreasing the positive effect of implementing 

UV-assisted (UV-A) DED. Thus, this research provides valuable insight into the effects of UV on 

DED melt pool dynamics, the stochastic interactions between the melt pool and incoming powder 

particles, and the limitations of build geometry on the UV-A DED technique. 

     In the second study, we investigate the influence of these secondary phases on the mechanical 

behavior of the (CoCuMgNiZn)O transition metal ESO (TM-ESO). TM-ESOs of equimolar, 

Co-deficient, and Cu-deficient compositions were fabricated, heat treated to form secondary 

phases, and characterized. Room-temperature indentation was used to measure the hardness and 

elastic modulus of as-sintered single-phase and as-heat-treated multiphase bulk samples. As the 

atomic fraction of secondary phase increases, equimolar and Co-deficient TM-ESO harden then 

soften, and Cu-deficient TM-ESO continuously hardens. Hardness trends were analyzed by 

evaluating strengthening mechanisms, indicating that hardness is significantly influenced by the 

interactions between dislocations and secondary phases. The elastic modulus varies as a function 

of composition and quantity of secondary phases but falls within a range of values predicted by a 

composite model. Changing composition influences the hardness and elastic modulus of 

as-sintered single-phase TM-ESOs due to changes in cation-dislocation and cation-cation 

interaction energies. Overall, our findings indicate that the entropic phase transformation can be 

manipulated to tailor the room-temperature mechanical properties of TM-ESOs.  

     In the third study, we begin to address the high-temperature deformation behavior of TM-ESOs. 

The microstructure and phase state of TM-ESOs were varied. Fine-grained and coarse-grained 
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TM-ESOs were deformed at increasing loads over a range of elevated temperatures in both their 

single-phase and multiphase states. Stress exponent values were determined for all conditions, 

indicating that fine-grained and coarse-grained TM-ESO deformed superplastically. In 

fine-grained TM-ESO samples, the secondary phases did not have a significant effect on the stress 

exponent values. At low deformation temperatures, coarse-grained TM-ESO samples had higher 

stress exponent values than fine-grained samples, and the stress exponent increased with the 

presence of secondary phases. At high deformation temperatures, the stress exponents for 

single-phase and multiphase coarse-grained samples decreased. The drop in stress exponent for 

the coarse-grained samples at higher deformation temperatures indicates a temperature-induced 

switch in the deformation mechanism from grain boundary sliding to solute-drag creep. Overall, 

this work demonstrates that microstructure and phase composition of TM-ESO can be used to 

tailor the high-temperature deformation of TM-ESO.  

     This dissertation highlights that unconventional methods can be used to tailor the 

microstructure of polycrystalline metal alloys and oxide ceramics to control their mechanical 

behavior. Future studies examining the mechanical properties of individual secondary phases in 

TM-ESOs, the kinetics of the reversible phase transformation of TM-ESOs, and the reversible 

phase transformation and room-temperature mechanical behavior of nanocrystalline TM-ESOs 

would be meaningful additions to the studies included in this dissertation.  



1 
 

Chapter 1: Introduction 

     One of the biggest challenges facing materials scientists is the need for materials with properties 

that satisfy the rapidly evolving demands of society and technology. Mechanical properties, such 

as strength, hardness, and elastic modulus, are of particular significance because they deal with the 

way materials respond to force, determining their practical utility and service lifetime [1]. As such, 

material design is guided by a necessity to understand the mechanical characteristics of a material, 

to produce parts where deformation is controlled, and failure is prevented [2]. This chapter 

provides a high-level discussion of processing-microstructure-property relationships as they relate 

to the experiments discussed in this dissertation.  

1.1 Processing 

     The microstructure of a material can be easily tailored by the way that it is processed. There are 

a variety of ways to manufacture crystalline materials. Each technique has distinct parameters that 

can be controlled to achieve specific microstructures. This dissertation covers two techniques for 

processing polycrystalline materials: additive manufacturing and sintering.  

1.1.1 Additive manufacturing  

    Additive manufacturing (AM) is a novel processing technique where a computer aided design 

(CAD) model is used to achieve three-dimensional (3D) net-shape parts by incrementally adding 

thin layers of material from the bottom up. AM is beneficial for creating complex components 

without need for extensive machining or tooling [3]. AM is also quite versatile and can be used to 

manufacture components made from metals, ceramics, and polymers. The versatility and ease of 

production of complex parts have made AM popular in aerospace, medical, energy, and 

automotive industries.  
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     There are many AM technologies that can be used to make metal parts, like directed energy 

deposition (DED) [4], powder bed fusion (PBF) [5], electron beam melting (EBM) [6], and wire 

arc additive manufacturing (WAAM) [7]. Various AM technologies are represented in Fig. 1.1.  

 

Figure 1.1: Various additive manufacturing technologies, including a) directed energy deposition [4], b) 

powder bed fusion [5], c) electron beam melting [6], and d) wire arc additive manufacturing [7]. 

These technologies use various feedstock materials like powder, wire, or sheets, and consolidate 

them into dense, net-shaped components through melting and solidification [3]. An energy source, 

like a laser, electron beam, or electron arc, is required to melt the material. DED uses a laser energy 

source to create a melt pool on the surface of a metal substrate, into which metal powder particles 

are injected. The laser or the stage raster in the X-Y direction, and the laser incrementally moves 
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up as the part is deposited. During DED, as layers are built, previously deposited layers are 

remelted and/or reheated. The substrate tends to act as a heat sink, drawing heat away from the 

melt pool at lower layers. As the build height increases, the substrate’s intrinsic heat sink effects 

wear off, causing thermal accumulation in higher layers [8]. This dissertation covers a DED 

technique known as Laser Engineered Net Shaping© [9].  

1.1.2 Sintering 

     Ceramics are typically created by compacting powder particles and heating it in a process 

known as sintering, which is a solid-state consolidation method [10]. Powder particles are first 

compacted to form a green body. In the green body, there are pores between the compacted powder 

particles. These pores must be eliminated to improve the mechanical strength and enhance other 

properties of the ceramic. The elimination of pores is achieved through sintering, which is a 

high-temperature heat treatment that densifies compacted powder particles into a polycrystalline 

microstructure [11]. The compacted powder particles are densified through solid-state atomic 

diffusion, which is driven by a gradient in chemical potential, causing atoms to diffuse from areas 

of high chemical potential to areas of low chemical potential through several mass transport 

mechanisms [11]. Sintering, as shown schematically in Fig. 1.2, is further described below.  
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Figure 1.2: Schematics of microstructural evolution during the sintering process: a) powder compact, b) 

initial stage sintering, c), intermediate stage sintering, and d) final stage sintering [11]. 

     Fig. 1.2a represents the compacted powder particles, where distinct powder particles are in 

contact with one another, forming pores. In Fig. 1.2b, initial stage sintering is shown. At this stage, 

heat is added to activate atomic diffusion, resulting in an increase in contact area between the 

powder particles. This phenomenon is known as necking, and is driven by a need to reduce the 

surface energy between powder particles [12]. Fig 1.2c represents intermediate stage sintering, 

where the space between the powder particles starts to decrease, and the powder particles start to 

take on a grain-like shape. Finally, the final stage of sintering is achieved, and powder particles 

become grains, as shown in Fig. 1.2d. At this final stage, the contact area between powder particles 

becomes a grain boundary, and the density of the part increases, causing its macroscopic geometric 

dimensions to shrink [11]. The driving mechanism for sintering is diffusion. There are several 

diffusion pathways during sintering, as demonstrated in Fig. 1.3 [13]. Mechanisms I-IV in Fig. 1.3 

represent evaporation-condensation, surface diffusion, volume diffusion, and grain boundary 

diffusion, respectively.  
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Figure 1.3: Diffusion mechanisms that occur during sintering [13]. 

     Spark plasma sintering (SPS), also known as field-assisted sintering technique (FAST) or 

current-activated, pressure-assisted densification (CAPAD), is a sintering technique that has 

become quite popular over the last few decades. In SPS, a pulsed current is applied through 

electrodes at the top and bottom of the sintering apparatus [14]. The use of this electric current 

allows for fast heating rates and enhanced rates of solid-state diffusion, allowing for precise control 

over grain size and even the production of nanocrystalline materials [14]. The benefits of SPS are 

that it is an efficient process with fast fabrication times, and that it can be used to fabricate materials 

that are otherwise difficult to produce with other manufacturing techniques [14].  

1.2 Microstructure 

     A material’s microstructure can be described as its structural features that can be observed under 

a microscope [2]. Microstructural features can include things like grains, twins, precipitate 

particles, and cracks, among other things. These features can be controlled through processing to 

influence a material’s mechanical behavior. The following discussion covers two microstructural 

features that are relevant to this dissertation: grain size and precipitates.  
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1.2.1 Grain size 

     In a crystalline material, internal boundaries act as obstacles to dislocation motion [15]. One 

such boundary is the grain boundary, which is particularly effective at impeding the movement of 

dislocations, because it blocks their path from one crystal to another of a different orientation. This 

results in a pile-up of dislocations at grain boundaries [15], shown schematically in Fig. 1.4.  

 

Figure 1.4: Schematic showing the pileup of dislocations at a grain boundary, adapted from [15]. 

By controlling the grain size, one can influence the way that dislocations pile up at the grain 

boundary, thereby influencing the material’s overall mechanical behavior. This behavior is known 

as the Hall-Petch effect, which is a classic example of the influence of microstructure on a 

material’s mechanical behavior. The Hall-Petch effect can be described mathematically in the 

equation below [15]:  

𝜎𝑦 = 𝜎0 + 𝑘𝑦𝑑
−1

2⁄  (1.1) 

where σy is yield strength, σ0 is a material constant for stress necessary to initiate dislocation 

movement, ky is a strengthening coefficient, and d is average grain diameter. Eqn. 1.1 essentially 

states that a polycrystalline material’s yield strength increases with decreasing grain size. This 
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increase in yield strength is due to an increase in overall grain boundary area to impede 

dislocation movement.  

1.2.2 Precipitates 

     Precipitates, or particles of different phases, can form within a grain or at a grain boundary 

through solid-state diffusion, which can be activated by heat treatment at high temperatures [2, 

15]. Secondary phase precipitate particles can influence a material’s strength because they can 

resist dislocation motion, even if they are present in small volume fractions. The degree to which 

a secondary phase precipitate particle can contribute to strengthening a material depends on its 

size, volume fraction, shape, and lattice mismatch at its boundary with the matrix phase. At smaller 

precipitate particle sizes, there are several mechanisms for material strengthening, including 

coherency strengthening, modulus strengthening, and chemical strengthening, shown in Fig. 1.5.  

 

 

 



8 
 

 

Figure 1.5: Various strengthening mechanisms at small secondary phase precipitate particle sizes, 

including a) coherency strengthening, b) modulus strengthening, and c) chemical strengthening. This 

figure is adapted from [15]. 

These strengthening mechanisms can happen simultaneously and are defined by the way that a 

dislocation interacts with the precipitate particle. When precipitate particles are larger, and the 

spacing between them is larger, the strengthening mechanism typically switches to a bypassing 

mechanism like Orowan looping [15]. In this case, the dislocations bow around the precipitate 

particle and continue to pass on through the matrix lattice, rather than interacting directly with the 

precipitate particle like as shown in Fig. 1.5. Orowan looping is schematically shown in Fig. 1.6.  
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Figure 1.6: Schematic of Orowan looping in its stages: a) dislocation approaches precipitate particles, b) 

the dislocation bows around the precipitate particles, and c) dislocation forms loops around the precipitate 

particles as it continues through the matrix lattice. This figure is adapted from [15]. 

1.3 Mechanical properties 

     A material’s mechanical behavior is governed by microscopic and atomistic interactions. A 

material’s response to an applied force depends on its characteristics and the magnitude of the 

force. For example, plastic deformation and fracture are macroscale events that manifest due to 

phenomena that occur at an atomistic scale, corresponding to the severance of atomic bonds and 

the net movement of many atoms in response to applied stress. It is critical that materials scientists 

understand the mechanisms that govern a material’s behavior under an applied load. This section 

discusses three types of mechanical properties: hardness, elastic modulus, and creep.  

1.3.1 Elastic Modulus 

     Upon external loading, a material undergoes a shape change, which may be permanent 

depending on the applied load. Plastic deformation refers to the permanent shape change of a 

material upon an applied load [15]. Before plastic deformation is achieved, a material will deform 

elastically, meaning that it will go back to its original shape once the force is removed. Hooke’s 

Law is used to represent a material’s elastic behavior in the following equation [15]:  
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(𝑙 − 𝑙0) = 𝛿𝑙 − 𝐹 (1.2) 

where l0 is the original sample length, l is the sample length after the force is applied, and F is the 

applied force. The expression l – l0 represents the amount of extension experienced by a material 

when a tensile force is applied. The amount of extension depends on the sample’s dimensions, and 

so F is typically normalized by the cross-sectional area of the sample, A. The normalized force is 

represented by the stress, σ, and the normalized extension is represented by strain, ε [15]. Stress 

and strain are related through the following equation [15]:  

𝐸 =
𝜎

𝜀
 (1.3) 

where E is the elastic modulus of the material. The relationship expressed in Eqn. 1.3 is represented 

by the classic stress-strain curve, shown in Fig. 1.7a. The slope of the stress-strain curve before 

the onset of plastic deformation is represented by E [15]. The elastic modulus E is a representation 

of a material’s stiffness (i.e., the strength of the atomic bonds in a material) and can therefore be 

interpreted as a measure of the resistance to the severance of the bonds between adjacent atoms, 

as represented by Fig. 1.7b [2]. The composition, crystallographic structure, and bond type all 

influence E.   
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Figure 1.7: a) A schematic of a tensile stress-strain curve [15]. The strain ε is on the x-axis, and the stress 

σ is on the y-axis. The slope of the curve before the onset of plastic deformation represents the elastic 

modulus E. b) A graph showing force versus interatomic spacing [2]. The red curve represents strongly 

bonded atoms, with high E, and the blue curve represents weakly bonded atoms, with low E. The 

magnitude of E is represented by the slope of the curve at r0, the equilibrium interatomic spacing. 

     Although E is typically measured through tensile testing, it can also be measured through 

methods like nanoindentation. Nanoindentation is an indentation testing method where a 

controlled mechanical load is applied to a sample surface using an indenter with a specific 

geometry (e.g., a Berkovich tip, as shown in Fig. 1.8a) [16]. In nanoindentation, small loads on the 

order of μN are applied with a specified load rate. As the load is applied, the displacement into the 

sample surface is recorded, generating load-displacement curves as shown in Fig. 1.8b [17].  
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Figure 1.8: Schematics showing a) the geometry for a Berkovich indenter tip [16], and b) a typical 

load-displacement curve generated during a nanoindentation test [17].  

From the load-displacement curve, several mechanical properties can be extracted, such as the 

stiffness S. Stiffness S is related to the elastic modulus with the following equation [16]:  

𝑆 =
2

√𝜋
𝐸𝑟√𝐴 (1.4) 

where Er is the reduced modulus and A is the indented area at maximum load. The reduced modulus 

Er can then be related to the elastic modulus of the sample through the following equation [16]:  

1

𝐸𝑟
=
1 − 𝑣𝑠

2

𝐸𝑠
−
1 − 𝑣𝑖

2

𝐸𝑖
 (1.5) 

where vs and vi are the Poisson’s ratio of the sample and the indenter, respectively, and Es and Ei 

are the elastic moduli of the sample and the indenter, respectively.       

1.3.2 Hardness 

     A material’s hardness is essentially its resistance to plastic deformation, usually measured by 

surface penetration through indentation [1, 15]. Indentation of a material’s surface occurs through 

plastic deformation, so hardness is a function of a material’s resistance to plastic flow. Hardness is 

typically measured through indentation testing, where a load is applied to a material’s surface 
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through a small indenter. There are several types of indentation tests, defined by the shape of the 

indenter and the applied load. Because these tests can be done at different loads, hardness is not 

an intrinsic material property, but is a comparative test of resistance to plastic deformation [15].  

     A common hardness test is Vickers hardness. Vickers hardness testing is quite versatile and can 

be used to measure the hardness of hard and soft materials. During Vickers hardness testing, a load 

is applied with a diamond shaped indenter, with applied loads varying from 1 to 120 kg [15]. The 

material’s hardness is derived from the applied load and the corner-to-corner dimensions of the 

indent on the material’s surface and is expressed as a Vickers hardness number (VHN) [15]. 

Vickers hardness testing is schematically shown in Fig. 1.9.  

 

Figure 1.9: A schematic of Vickers hardness testing. A force is applied to a sample’s surface with a 

diamond shaped indenter, leaving a diamond-shaped indent on the surface with corner-to-corner 

dimensions of d1 and d2 [18]. 

1.3.3 High-temperature deformation 

     As technology advances, there is a need for materials to perform at higher temperatures, often 

in the range of 0.4 – 0.65 Tm (where Tm is the material’s absolute melting temperature) [15]. In 

such a temperature range, a phenomenon known as creep is thermally activated. Creep is a 
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time-dependent deformation that occurs in both crystalline and non-crystalline materials and 

occurs at stress levels below the typical yield strength for a material [15]. Creep can be represented 

schematically in Fig. 1.10.  

 

Figure 1.10: Schematic representation of deformation at constant loads, with two conditions: a) 

time-independent deformation, where elastic strain εE is constant from time t = 0 to t1, when the load is 

removed and only the plastic strain εp remains; and b) time-dependent deformation (creep), where strain 

continuously increases as a load is applied at t = 0, and only the initial εE is recovered after the load is 

removed at t1 [15]. 

     Creep typically occurs at temperatures where solid-state diffusion is thermally activated. There 

are several mechanisms by which creep can occur, including diffusional-flow mechanisms, grain 

boundary mechanisms, dislocation climb, and dislocation glide. The mechanism typically varies 

as a function of temperature and applied load. Creep tests are typically performed by applying a 

constant load or stress at constant temperature over long time periods, and can be used to determine 

a material’s creep strain rate (i.e., the rate at which a material deforms under a constant load over 

time), the mechanisms for creep (i.e., the roles which diffusion, grain boundaries, and dislocations 

play in deformation), and the activation energy for creep [1].  
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1.4 Overview of dissertation 

     As new materials and manufacturing techniques are developed to suit the needs of several key 

industries, creative methods of tailoring microstructure to control mechanical behavior must be 

explored. Additionally, the underlying mechanisms that dictate such control must be well 

understood. To this end, this dissertation includes three distinct investigations:  

I. To determine the underlying mechanisms that control the microstructure of samples 

fabricated with ultrasonic vibration-assisted directed energy deposition; 

II. To explore the role of phase state and composition on the room-temperature mechanical 

behavior of entropy stabilized oxides; and 

III. To explore the role of microstructure and phase state on the high-temperature 

deformation of entropy stabilized oxides.  

The following sections provide brief overviews of these three experimental studies.  

1.4.1 Melt pool evolution in ultrasonic vibration-assisted directed energy deposition 

     The presence of defects, such as pores, in materials processed using AM represents a challenge 

during the manufacturing of many engineering components. Recently, ultrasonic vibration-assisted 

(UV-A DED) has been shown to reduce porosity, promote grain refinement, and enhance 

mechanical performance in metal components. Whereas it is evident that the formation of such 

microstructural features is affected by the melt pool behavior, the specific mechanisms by which 

ultrasonic vibration (UV) influences the melt pool remain elusive. In the present investigation, UV 

was applied in situ to DED of 316L stainless steel single tracks and bulk parts. For the first time, 

high-speed video imaging and thermal imaging were implemented in situ to quantitatively 

correlate the application of UV to melt pool evolution in DED. Extensive imaging data were 

coupled with in-depth microstructural characterization to develop a statistically robust dataset 
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describing the observed phenomena. Our findings show that UV increases the melt pool peak 

temperature and dimensions, while improving the wettability of injected powder particles with the 

melt pool surface and reducing powder particle residence time. Near the substrate, we observe that 

UV results in a 92% decrease in porosity, and a 54% decrease in dendritic arm spacing. The effect 

of UV on the melt pool is caused by the combined mechanisms of acoustic cavitation, ultrasound 

absorption, and acoustic streaming. Through in situ imaging we demonstrate quantitatively that 

these phenomena, acting simultaneously, effectively diminish with increasing build height and size 

due to acoustic attenuation, consequently decreasing the positive effect of implementing UV-A 

DED. Thus, this research provides valuable insight into the value of in situ imaging, as well as the 

effects of UV on DED melt pool dynamics, the stochastic interactions between the melt pool and 

incoming powder particles, and the limitations of build geometry on the UV-A DED technique. 

1.4.2 Room-temperature mechanical properties of multiphase entropy stabilized oxides 

     There have been limited investigations into the mechanical behavior of entropy stabilized 

oxides (ESOs), which display a reversible, entropic phase transformation leading to the formation 

of secondary phases. To fill this gap in the literature, we investigate the influence of these 

secondary phases on the mechanical behavior of the (CoCuMgNiZn)O transition metal ESO 

(TM-ESO). TM-ESOs of equimolar, Co-deficient, and Cu-deficient compositions were fabricated, 

heat treated to form secondary phases, and characterized. Room-temperature indentation was used 

to measure the hardness and elastic modulus of as-sintered and multiphase bulk samples. Hardness 

values ranged from 3700 to 6400 MPa, and elastic modulus values ranged from 140 to 170 GPa. 

As the atomic fraction of secondary phase increases, equimolar and Co-deficient TM-ESO harden 

then soften, and Cu-deficient TM-ESO continuously hardens. Hardness trends were analyzed by 

evaluating strengthening mechanisms, indicating that hardness is significantly influenced by the 
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interactions between dislocations and secondary phases. The elastic modulus varies as a function 

of composition and quantity of secondary phases but falls within a range of values predicted by a 

composite model, indicating that TM-ESO behaves similarly to conventional composite materials. 

Changing composition influences the hardness and elastic modulus of as-sintered TM-ESOs due 

to changes in cation-dislocation and cation-cation interaction energies. Overall, our findings 

indicate that the room-temperature mechanical behavior of as-sintered and multiphase TM-ESOs 

is influenced by solid-solution and precipitation strengthening mechanisms, respectively, due to 

significant dislocation activity, and that the entropic phase transformation can be manipulated to 

tailor the mechanical properties.  

1.4.3 High-temperature deformation of entropy stabilized oxides 

      There have been limited investigations into the room-temperature mechanical behavior of 

TM-ESO. In this investigation, we begin to address the high-temperature deformation behavior of 

TM-ESOs. The microstructure and phase state of TM-ESOs were varied. TM-ESOs with grain 

sizes of 1 μm (fine-grained) and 20 μm (coarse-grained) were deformed at high temperatures in 

their single phase and multiphase states. They were deformed at loads of 13 N, 20 N, and 31 N, 

and at temperatures ranging from 600 °C to 850 °C in 50 °C increments. From these deformation 

experiments, stress-strain curves were generated from which stress exponents were extracted. The 

stress exponents for all samples indicate that they were deforming superplastically. The 

fine-grained samples had stress exponents ranging from 0.1 – 0.4, and the secondary phases did 

not have a significant effect on the stress exponents. The coarse-grained samples had higher stress 

exponents until 700 °C, ranging from 0.5 – 1.9. The coarse-grained, multiphase samples generally 

had higher stress exponents (0.7 – 1.9) than the coarse-grained, single-phase samples (0.5 – 0.7), 

likely due to grain boundary pinning by the secondary phase particles. For all single-phase and 
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multiphase coarse-grained samples, the stress exponent drops and becomes similar to those 

measured for the fine-grained samples deformed at 750 °C. The drop in stress exponent for the 

coarse-grained samples at higher temperatures indicates a temperature-induced switch in the 

deformation mechanism from grain boundary sliding to solute-drag creep. Overall, this work 

demonstrates that microstructure and phase composition of TM-ESO can be used to tailor the 

high-temperature deformation of TM-ESO.  
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Chapter 2: In situ observation of melt pool evolution in ultrasonic vibration-assisted directed 

energy deposition 

2.1 Background 

     In casting and other conventional metallurgy processes, dynamic solidification has been utilized 

to suppress formation of defects and promote nucleation of finer crystals, leading to enhanced 

mechanical behavior [19]. Dynamic solidification involves forced motion of molten metal ahead 

of the solidification front, through means such as vibration and electromechanical stirring. Such 

techniques have been used in metallurgy as early as the 1800s, notably by renowned metallurgist 

Dmitry Chernov, who reported that vigorously shaking a mold of solidifying steel resulted in a 

fine crystal structure [19]. Continuing this trend, in recent decades, ultrasonic vibration (UV) has 

been widely used to assist in casting and welding of metals [20–26]. Ultrasonic waves propagate 

through solid, liquid, and gas media at frequencies of at least 20 kHz [27]. Due to the nonlinear 

interactions of ultrasonic waves with molten metal, UV-assisted (UV-A) processing of metals 

typically leads to fewer defects and finer microstructures, resulting in enhanced mechanical 

properties [20–26].  

     Over the last several years, metal additive manufacturing (AM) has gained popularity as a novel 

molten metal processing technique, with the development of several laser-based techniques such 

as directed energy deposition (DED) [28, 29]. In DED, a laser creates a melt pool on the surface 

of a metal substrate, into which metal powders are delivered through a stream of inert gas. The 

laser incrementally moves up in the z-direction, and either the substrate or the laser raster in the 

x-y plane. In this fashion, parts are deposited layer-by-layer based on a computer-aided design 

(CAD) model. DED offers several advantages and capabilities over other conventional and AM 

techniques, like rapid production time, product repair and performance enhancement, and 

production of multi-material parts [28, 29].  
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     Analysis of structure-property relationships and optimization of deposition parameters have 

been carried out for several engineering alloys fabricated via DED, such as Ti-6Al-4V [30, 31], 

austenitic stainless steels such as AISI 316L [32, 33] and 304L [34, 35], AlSi10Mg [36, 37], and 

nickel-based superalloys such as Inconel 718 [38, 39] and Inconel 625 [40–42]. These alloys are 

commonly found in components used in the energy, automotive, and aerospace industries. AISI 

316L stainless steel, in particular, is widely used in DED due to its high corrosion resistance and 

ductility, and low susceptibility to the formation of chromium-rich carbide phases [43–45]. 

However, DED-fabricated parts are prone to the formation of defects, such as porosity and hot 

cracking, and irregular microstructures [46–49]. Additionally, due to the presence of extreme 

temperature gradients within the melt pool, and the stochastic nature of the interactions between 

the melt pool, laser beam, and powder, DED-fabricated components have a propensity for the 

formation of and consequential deformation by residual stresses [50, 51]. Therefore, an 

understanding of melt pool dynamics is critical to improve the performance of 

DED-fabricated parts.  

     Recently, several studies have confirmed the feasibility of UV-A DED. The microstructures, 

defects, and mechanical properties of several alloys deposited with UV-A DED have been 

characterized. For example, Cong and Ning observed an increase in melt pool dimensions, yield 

strength, ultimate tensile strength (UTS), microhardness, and ductility, and a decrease in porosity 

in UV-A DED AISI 630 stainless steel single track thin walls [52]. Ning et al. studied the effects 

of UV on the phase composition, defects, mechanical properties, and melt pool evolution of UV-A 

DED Inconel 718 parts. They reported a reduction of Laves phases, which are detrimental to the 

mechanical properties of the Inconel 718 alloy [53]. Additionally, Ning et al. reported a decrease 

in porosity, and an increase in yield strength, ductility, UTS, and microhardness for Inconel 718 
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[54]. By using an infrared (IR) camera to analyze the melt pool in situ during the deposition of 

4-layer components, Ning et al. demonstrated that UV increases the melt pool temperature and 

dimensions, and that these changes are amplified at higher frequencies [55]. Todaro et al. reported 

a transition from columnar grains to fine, equiaxed crystals, and an increase in yield strength and 

tensile strength for UV-A DED-fabricated Ti-6Al-4V bulk parts [56]. Todaro et al. also reported a 

transition from columnar grains to fine, equiaxed crystals of random orientation and a higher 

density of grains despite a decrease in cooling rate in UV-A DED-fabricated 316L stainless steel 

parts [57]. These studies show that UV-A DED results in finer microstructures, fewer defects, and 

improved mechanical properties. These findings are consistent with what is typically observed in 

conventional UV-A metallurgy processes, and is promising for the future of metal AM. However, 

little is understood about how UV affects melt pool evolution particularly as the build dimensions 

increase, which is essential for scaling up the use of UV-A DED to produce components with large 

or complex geometries.  

     The current investigation aims to develop an understanding of how the melt pool temperature, 

geometry, and interactions with powder are impacted during UV-A DED, and more particularly, 

how these effects evolve with increasing build size. In this study, 316L stainless steel single tracks 

and cubes were deposited with and without UV by a proprietary DED technology called Laser 

Engineered Net Shaping® (LENS®). For the first time, high-speed and thermal imaging were used 

in situ to visualize the melt pool surface during UV-A LENS® deposition to track UV effects in 

large builds. Moreover, these techniques provide an extensive and quantitative dataset to measure 

key melt pool characteristics and thereby correlate them with observed effects of UV on 

microstructure and build quality. Post-deposition characterization of defects and microstructures 

in as-built samples was carried out with optical microscopy, scanning electron microscopy (SEM), 
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and electron backscatter diffraction (EBSD). We demonstrate a statistically significant correlation 

between the application of UV and peak melt pool temperature, melt pool size, and particle 

residence time. Effects on peak melt pool temperature and melt pool size diminish with increasing 

build size. We further consider the physical mechanisms by which the UV interacts with the melt 

pool and the build to provide an explanation of the observed behavior. Overall, this study highlights 

the power of in situ imaging to quantitatively characterize the UV-A DED process, as well as the 

limitations that must be considered for future development of UV-A DED when applied to large 

and/or complex parts. 

2.2 Experimental methods 

2.2.1 Sample fabrication & in situ experimentation  

     Samples were deposited in an Optomec LENS® 750 workstation (Optomec, Albuquerque, NM, 

USA) with and without UV. Gas atomized 316L stainless steel (SLM Solutions, Lübeck, Germany) 

was used as feedstock powder. The particles were size between 25 – 150 µm in size. The chemical 

composition of the powder, as provided by the manufacturer, is shown below in Table 2.1.  

Table 2.1: Chemical composition (weight %) of 316L stainless steel feedstock powder, as provided by the 

manufacturer. 

Fe Cr Ni Mo Mn Si P S C N 

Balance 16.00-18.00 10.00-14.00 2.00-3.00 2.00 1.00 0.045 0.030 0.030 0.10 

     The samples were deposited onto a 316L stainless steel substrate (McMaster Carr, Elmhurst, 

IL, USA), with a length and width of 150 mm, and a thickness of 6 mm. A piezoelectric ultrasonic 

transducer (Beijing Ultrasonic, Beijing, China) was coupled to the bottom-center of the substrate 

using a high-temperature resistant epoxy (JB Weld, Sulphur Springs, TX, USA), as shown in 

Fig. 2.1. A dampener (Grainger, Los Angeles, CA, USA) was placed beneath the transducer to 
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prevent damage to the build plate. The assembly was fastened to the LENS® build plate. The 

transducer was set to an ultrasonic frequency of 33 kHz and an ultrasonic amplitude of 5 µm.  

 

Figure 2.1: Experimental overview showing: a) The experimental set up (not to scale). The ultrasonic 

transducer is coupled to the bottom of a 316L stainless steel substrate, sending vibration up into the melt 

pool during deposition. A high-speed video camera films from the side, and a thermal camera films from 

above; b) As-deposited single tracks; and c) As-deposited cubic sample. 

     Single tracks were created under an ambient atmosphere. Single tracks were 10 mm long and 1 

mm wide.  All samples were deposited with a laser power of 390 W, a layer thickness of 0.2 mm, 

a scan speed of 16.9 mm/s, a hatch spacing of 0.5 mm, and a volumetric energy density (VED) of 

228 J/mm3. The beam diameter is estimated to be 0.84 mm based on previous studies using the 

same instrumental setup[58]. Volumetric energy density (VED), Ev, was calculated with the 

following equation [59]:  

𝐸𝑣 =
𝑃

𝑣 ∙ 𝑡 ∙ ℎ
 (2.1) 

where P is laser power, v is laser scan speed, t is layer thickness, and h is hatch spacing. The 

powder feed rate was 22 g/min for single tracks, and 27.5 g/min for cubic samples. 
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2.2.2 In situ analysis 

     A thermal imaging camera and a high-speed video camera were used in situ, as shown in 

Fig. 2.1, to image the evolution in melt pool temperature and geometry, and the interactions 

between the melt pool and injected powder particles, respectively, allowing for the collection of 

detailed, quantitative data on peak melt pool temperature, melt pool geometry and size, and particle 

residence time for both deposition conditions – with and without UV. Based on these data and 

additional post-deposition microstructural characterization on grain size and morphology, melt 

pool depth, dendrite arm spacing, and porosity, the mechanisms governing UV interactions with 

the melt pool are described below. 

     A FASTCAM SA-Z 2100K M4 high-speed video camera (Photron USA, Inc., San Diego, CA, 

USA) was used to record the experiments at a frame rate of 30,000 frames per second. Cubic 

samples (40-layer, 10 mm x 10 mm) were deposited under an inert argon atmosphere with oxygen 

maintained at <100 ppm. A charged couple device (CCD) thermal imaging camera was used to 

capture melt pool thermal profiles at 500 frames per second, from a top-down view of the x-y 

plane, for all depositions. For the cubes, thermal imaging data were captured every 10 layers, 

starting at the 5th layer.  

     High-speed video camera footage of single track depositions was viewed and analyzed with the 

Photron FASTCAM Viewer 4 software [60]. Analysis of 100 particles that collided and submerged 

near the center of the melt pool was done for both non-UV-A and UV-A conditions. Particle 

residence time was calculated by measuring the amount of time between a particle’s collision with 

the melt pool surface, and its submersion into the melt pool. The thermal imaging camera data for 

the single track and cube depositions were analyzed using Python [61]. A script was written to 
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conduct statistical analysis on the melt pools’ average maximum temperature and surface area. 

Thermal contour maps and profiles of melt pool surfaces were generated accordingly.   

2.2.3 Defect and microstructural characterization 

     The as-built 316L stainless steel cubes were removed from the substrate and cross-sectioned 

with a FA20S electrical discharge machine (Mitsubishi, Tokyo, Japan). The samples were 

hot-mounted in a KonductoMet® conductive mounting compound (Buehler, Lake Bluff, IL, USA), 

and polished to a 0.05 μm finish using a RotoPol-22 polisher (Struers, Copenhagen, Denmark). 

     SEM of porosity and microstructures was performed using a field emission (FE) Magellan 400 

XHR microscope (FEI, Hillsboro, OR, USA) with an accelerating voltage of 20 kV. Quantitative 

analysis of images was done using ImageJ software [62]. Statistical analysis of porosity was done 

by collecting 50 images per non-UV-A and UV-A conditions. Color thresholding was used on 

porosity to calculate the total percent of the image area attributed to porosity. EBSD was carried 

out in the FE-SEM equipped with EBSD-symmetry detectors (Oxford Instruments, Abingdon, 

United Kingdom), with a step size of 1 μm. Oxford AZtec software was used for EBSD data 

processing and microstructural analysis [63]. 

     The cross-sectioned cubic samples were etched in a solution of HCl and HNO3 in a 3:1 ratio 

for 30 seconds. They were immediately rinsed in a cold-water bath to prevent the etchant from 

reacting further with the sample surfaces. Images of melt pool boundaries were taken with a 

BX53M optical microscope (Olympus, Tokyo, Japan) at the bottom (nearest the substrate), center, 

and top of the samples. Melt pool boundaries were traced digitally. Cellular dendritic structures 

were imaged with SEM. Using ImageJ, melt pool depth and dendritic arm spacing were measured 

from the optical and SEM micrographs, respectively. Dendritic arm spacing was measured with an 
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area counting method [64]. Statistical analysis was done on 100 measurements per non-UV-A and 

UV-A condition. Two-sample t-tests were done in the software R [65].  

2.3 Results 

2.3.1 Thermal imaging results 

     Representative melt pool temperature profiles and thermal contour plots, derived from a single 

frame captured by the thermal imaging camera, for both non-UV-A and UV-A single tracks are 

shown in Fig. 2.2. The temperature profile for the UV-A single track is wider and taller than the 

non-UV-A single track, indicating a larger melt pool with a higher peak temperature when UV is 

applied during DED.  

 

Figure 2.2: Representative single-track temperature profiles derived from thermal imaging camera 

contour plots: a) non-UV-A condition, with a narrower, shorter profile, and b) UV-A condition, with a 

wider, taller profile. The red, dashed lines denote the melting temperature of 316L stainless steel, 

approximately 1400 °C [43]. The insets show the corresponding thermal contour plot of the melt pools as 

determined by thermal imaging. 

     Average maximum melt pool temperature and average melt pool surface area were calculated 

from approximately 700 frames for both non-UV-A and UV-A single tracks. For the non-UV-A 

single track melt pools, the average maximum temperature was 1550 ± 50 °C, and the average 

surface area was 0.02 ± 0.02 mm2 (uncertainty values expressed here and elsewhere in this chapter 
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are standard deviation values). For the UV-A single track melt pools, the average maximum 

temperature was 1640 ± 90 °C, and the average surface area was 0.05 ± 0.04 mm2.  

     The thermal imaging camera was also used to measure the melt pool temperature profile while 

depositing the DED cubic samples. Results derived from these images for both non-UV-A and 

UV-A DED conditions are shown in Fig. 2.3. 800 frames were collected at layers 5, 15, 25, and 35 

for both non-UV-A and UV-A conditions to estimate how the average peak melt pool temperature 

and average melt pool surface area evolve with increasing build size. Error bars were calculated 

from standard deviation values calculated from the 800 collected frames at each layer. The 

non-UV-A average maximum temperature and average melt pool area consistently increase until 

they reach an equilibrium state by layer 25. Under the UV-A condition, the average maximum 

temperature and average melt pool area values are larger at layer 5 but reach a steady state earlier, 

by layer 15. Statistical analysis shows that the differences in average maximum melt pool 

temperature and average melt pool surface area were statistically significant between the 

non-UV-A and UV-A conditions (p < 1.0 × 10-15 for most cases).  
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Figure 2.3: Melt pool peak temperatures and dimensions for DED 316L stainless steel cubic samples, as 

determined from thermal imaging contours. Values for the average maximum temperature and average 

melt pool area at the 5th, 15th, 25th, and 35th layers are presented for: a) non-UV-A, and b) UV-A 

conditions. The arrows indicate which axis each dataset corresponds to. 

2.3.2 High-speed video results 

     Representative snapshots from particle collision with the melt pool surface to submersion into 

the melt pool, and the results for average particle residence time are shown in Fig. 2.4. Shown in 

Fig. 2.4 are representative snapshots of particle collisions with the melt pool surface (Fig. 2.4a), 

particle residence on the melt pool surface (Fig. 2.4b), the onset of particle submersion into the 

melt pool (Fig. 2.4c), and complete particle submersion into the melt pool (Fig. 2.4d). The values 

for the average particle residence time, calculated from 100 particles for both non-UV-A and UV-A 

depositions, were 1.3 ± 0.32 ms and 0.7 ± 0.8 ms for the non-UV-A and UV-A deposits, 

respectively. The difference in particle residence time was shown to be statistically significant 
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between the two conditions (p < 1.0 × 10-7), demonstrating that UV can effectively decrease 

particle residence time during DED, suggesting that the melt pool’s particle capture rate increases. 

 

Figure 2.4: Representative images of a) particle collision with melt pool surface, b) particle residence on 

melt pool surface, c) onset of particle submersion into melt pool, d) particle submersion into the melt 

pool; and e) particle residence time on the melt pool surface, measured using high-speed video imaging, 

for non-UV-A and UV-A conditions. The difference in particle residence time between the two conditions 

is statistically significant (p < 1.0 × 10-7).  

2.3.3 As-built microstructures and defects 

     Measured values for melt pool depth are summarized in Table 2.2. The difference in melt pool 

depth between non-UV-A and UV-A conditions for regions near the substrate was shown to be 

statistically significant (p < 1.0 × 103). However, the difference in melt pool depth near the center 

and top was not statistically significant between the two conditions (p > 0.5). 

Table 2.2: Comparison of non-UV-A and UV-A melt pool depth for the as-deposited 316L stainless steel 

cubic samples. 

Location Non-UV-A 

melt pool depth (µm) 

UV-A 

melt pool depth (µm) 

  p-value  

Near substrate 190 ± 16 235 ± 16 4.1 × 10-4 

Center 215 ± 35 215 ± 28 0.96 

Top 220 ± 33 200 ± 33 0.38 

     Fig. 2.5 shows EBSD analysis of microstructures of the cubes in the region near the substrate. 

As shown in Fig. 2.5a, the grains in the non-UV-A sample are columnar and tilted in the direction 

that the melt pool travels during deposition. Fig. 2.5b shows finer, equiaxed grains located near 
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the substrate, and a transition to a larger, columnar structure in the UV-A sample. SEM was used 

to collect images of cellular dendritic structures, and 100 data points per non-UV-A and UV-A 

conditions were used for statistical analysis. The insets in Fig. 2.5 show that the cellular dendrites 

are larger in the non-UV-A DED cubic samples than in the UV-A DED cubic samples, with average 

arm spacings of 2.9 ± 0.5 μm and 1.3 ± 0.3 μm, respectively. Statistical analysis indicates that the 

difference in average dendritic arm spacing between the non-UV-A and UV-A conditions was 

statistically significant (p < 1.0 × 10-15).  

 

Figure 2.5: Microstructure analysis: Representative EBSD inverse pole figures of the as-deposited 316L 

stainless steel cubic samples near the substrate, for: a) a non-UV-A sample, and b) a UV-A sample. The 

insets show cellular dendrites in the non-UV-A and UV-A samples, respectively. The white, dashed box 

in (b) highlights the fine, equiaxed grains located in the first few layers of deposition. 

   SEM was used to view and quantify the porosity in cubic samples, shown in Fig. 2.6. For 

statistical analysis of porosity, 50 data points were collected per non-UV-A and UV-A conditions. 

The non-UV-A DED cubes demonstrated large, distinct lack-of-fusion pores and small, scattered 

gas pores, shown in Fig. 2.6a. The average percentage of porosity for the non-UV-A condition was 

0.24 % ± 0.35 %. The UV-A DED cube displayed smaller, more scattered gas pores, shown in the 

inset in Fig. 2.6b. Fine pores, on the order of ~150 nm in diameter, were observed at higher 

magnifications in the UV-A DED cube. These fine pores were concentrated at grain and cellular 
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dendrite boundaries and were not observed in the non-UV-A samples. The average percentage of 

porosity for the UV-A condition was 0.02 % ± 0.02 %. The difference in the average percentage 

of porosity between the two conditions was statistically significant (p < 1.0 × 10-4).  

 

Figure 2.6: Porosity mapping: A comparison of porosity (highlighted in red) between: a) non-UV-A and b) 

UV-A as-deposited 316L stainless steel cubic samples. The inset in (b) shows evidence of gas porosity, 

i.e., small gas pores concentrated at grain boundaries. 

2.4 Discussion 

2.4.1 UV-induced phenomena within the melt pool  

     In UV-A treatment of molten metal, three phenomena have been reported to occur (Fig. 2.7), 

which are proposed to contribute to the distribution of excess heat within the melt pool observed 

in the present investigation (see Fig. 2.2). The first is acoustic cavitation, which is the rapid 

formation and collapse of gas voids [66]. As vibrational waves propagate through the melt, they 

form regions of high and low pressure. In the low-pressure regions, voids form and fill with 

gaseous species saturated in the surrounding melt. The bubbles then collapse. During the 

collapsing process, the liquid-gas interface implodes and builds inwards inertia, increasing the 

pressure and temperature within the bubble. Once the bubble collapses, the gaseous species are 

violently reincorporated into the surrounding liquid, carrying the generated heat with them. The 

second phenomenon is ultrasound absorption, which occurs  as waves impart energy onto the 
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molecules in the fluid as they pass through [67]. The transfer of energy results in deformation of 

the fluid during periodic compression and rarefaction. Viscous dissipation occurs, resulting in the 

transformation of kinetic energy into heat, which is then transmitted through the melt pool, raising 

its temperature [68]. The last phenomenon is acoustic streaming [27, 69]. As a fluid interacts with 

acoustic oscillations, a transfer of momentum to the fluid occurs, resulting in steady fluid flow. 

The resulting fluid flow carries the higher-temperature liquid from the center of the melt pool to 

its outer edges, thereby improving heat transfer and stabilizing the temperature distribution in the 

melt pool. The three combined phenomena consequentially result in the observed increase in melt 

pool temperature and dimensions, as observed in Fig. 2.2.  

 

Figure 2.7: Schematic representations of the three UV-induced phenomena: a) acoustic cavitation (i.e., the 

formation and collapse of cavitation bubbles that release heat into the melt pool), b) ultrasound absorption 

(i.e., the dissipation of vibrational energy as heat into the melt pool), and c) acoustic streaming (i.e., 

steady flow in the melt pool). 

     We propose that combined acoustic cavitation, ultrasound absorption, and acoustic streaming 

have a direct impact on melt pool evolution during deposition, as observed from the in situ 

single-track results presented in Fig. 2.2. The generation and transmission of heat from acoustic 

cavitation and ultrasound absorption contribute to the higher overall melt pool temperature of 

UV-A samples (Fig. 2.2). Furthermore, acoustic streaming and Marangoni flow drive the hotter 

regions of the molten metal towards areas of high surface tension (in this case, the melt pool 
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boundaries) [70]. Thus, the solid liquid boundaries grow, and the melt pool dimensions increase 

(see Fig. 2.2). 

2.4.2 Effect of UV on particle interactions with melt pool 

     The effects of UV on the melt pool temperature (see Figs. 2.2 and 2.3) influence the particle 

interactions with the melt pool surface. The particle residence time decreased by approximately 

50% with UV, as shown in Fig. 2.4. The temperature-dependence of a fluid’s surface tension is 

expressed by the Eӧtvӧs rule [71]: 

𝛾𝑙𝑣𝑉
2
3 = 𝑘(𝑇𝐶 − 𝑇) (2.2) 

where γlv is the melt pool surface tension, V is the molar volume of the melt, k is a constant, TC is 

the critical temperature at which surface tension is 0, and T is the melt pool temperature. As the 

melt pool temperature increases, γlv
 decreases. The decrease in γlv impacts the contact angle, as 

demonstrated by Young’s equation [72]: 

cos 𝜃 =
𝛾𝑠𝑣 − 𝛾𝑠𝑙

𝛾𝑙𝑣
 (2.3) 

where θ is the contact angle between the particle and the melt pool surface, γsv is the particle surface 

energy, and γsl is the interfacial energy between the particle and the melt pool surface. As the γlv 

decreases, θ decreases. Additionally, due to the increase in melt pool temperature, γsl decreases, 

which also contributes to a decrease in θ [73]. Smaller values of θ indicate improved wettability 

of injected particles with the melt pool surface. Previous modeling by Haley et al. has shown that 

the particle residence time is shorter at smaller values of θ. Haley et al. also derived the temperature 

dependence of the particle residence time [74]: 

𝑡𝑚𝑒𝑙𝑡 =
1

4𝜋𝛼
(
8

3
𝜋𝑟𝑝

3
𝑇0,𝑝𝑜𝑜𝑙 − 𝑇0,𝑝𝑎𝑟𝑡
𝑇0,𝑝𝑜𝑜𝑙 − 𝑇𝑚

)

2
3⁄

 (2.4) 
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where tmelt is particle residence time, α is the thermal diffusivity, rp is the particle radius, T0,pool and 

T0,part are the initial temperatures of the melt pool and particle respectively, and Tm is the melting 

temperature of the metal. According to the relationship in Eqn. 2.5, as the melt pool temperature 

increases, the particle residence time decreases. This relationship is consistent with present 

findings, shown in Figs. 2.2 and 2.4.  

     Historically, users have implemented a variety of techniques to improve powder particle 

wettability during DED processes, such as the addition of surface active elements [75–77], powder 

surface treatments [78], and powder coatings [79]. In this study, UV is shown to improve the 

wettability of injected particles with the melt pool surface without prior powder treatment, as 

indicated by the decrease in particle residence time noted in Fig. 2.4b. Ultimately, UV-A DED may 

allow users to bypass such techniques to improve wettability.  

2.4.3 Ultrasonic attenuation with increasing wave propagation distance 

     In standard non-UV-A DED, the substrate onto which parts are deposited acts as a heat sink, 

leading to higher cooling rates within the bottom layers nearest the substrate. At higher layers, the 

substrate’s heat sink effects dissipate and heat accumulates, causing the melt pool to become hotter 

and larger [80]. The melt pool temperature and dimensions eventually reach a steady state and 

remain constant with increasing build height [8]. In the UV-A DED cubes, the melt pool reaches 

this steady state earlier than in the non-UV-A cubes, as indicated by the changes in average 

maximum melt pool temperature and average melt pool area (see Fig. 2.3). This observed behavior 

suggests that there is a threshold height by which, for the current configuration, the UV intensity 

is no longer large enough to activate the key phenomena discussed above that impart thermal 

energy to the melt pool. By the 25th and 35th layers, the heating effects caused by UV are negligible 

compared to the heat accumulation that is intrinsic to DED, as shown by the steady-state values 
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for maximum average temperature and average melt pool surface area (Fig. 2.3), which are 

comparable to those for the non-UV-A condition.  

     In UV-A DED, ultrasonic waves are imparted through the melt pool, as well as the surrounding 

solid and mushy zones. As resonance conditions change, vibrational amplitudes vary with build 

height z. It is well documented that acoustic waves experience exponential attenuation as they 

travel through a medium. In polycrystalline solids, this attenuation can occur through several 

routes. One is ultrasound scattering, where waves are split at the interface between grains or 

different phases and are either transmitted or reflected. As this occurs, the waves attenuate 

accordingly [81]. The amount of scattering tends to increase in larger, anisotropic grains [82]. 

Ultrasonic waves can also attenuate in solids through ultrasound absorption. Similar to ultrasound 

absorption in fluids (i.e., the melt pool), ultrasonic energy is converted to heat and transmitted 

throughout the solid [82]. However, absorption in solids occurs through several different 

mechanisms, such as oscillation of dislocations, thermoelastic effects, and phonon or electron 

scattering [83]. As the build height increases, the attenuation of ultrasonic waves through scattering 

and absorption in the build likely increases, due to the presence of more grain boundaries and a 

larger bulk volume. Ultrasonic waves are also likely scattered at the melt pool boundaries.  

     The exponential attenuation of acoustic waves can be expressed by the following equation for 

acoustic intensity [19]: 

𝐼 = 𝐼0𝑒
−2𝛼𝑥 (2.5) 

where I is the ultrasonic wave intensity, I0 is the ultrasonic wave intensity at z=0, α is the 

attenuation factor, and x is the wave propagation distance (in this case, z plus the thickness of the 

substrate). Assuming an attenuation factor of 0.2 for 316L stainless steel [84], by the 15th layer of 

deposition, the UV intensity is approximately two-thirds of what it was at the first layer, and 
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continues to decrease as z increases. However, the attenuation factor used in the previous 

calculation was measured at room temperature. As Wu et al. reports, ultrasonic waves experience 

greater amounts of attenuation at higher temperatures [85]. As the solid surrounding the melt pool 

experiences high temperatures, and due to thermal accumulation at higher layers, the decrease in 

intensity is likely greater than what is predicted by Eqn. 2.5. Since a wave’s intensity is 

proportional to the energy it carries, less energy is transferred into the melt pool during the 

deposition of higher layers. Therefore, the effects of acoustic cavitation, ultrasound absorption in 

the fluid, and acoustic streaming weaken accordingly, leading to an overall reduction of heat 

transfer into the melt pool.  

     This acoustic attenuation presents an interesting challenge that must be addressed going 

forward in the development of UV-A DED. To maintain a constant ultrasonic wave amplitude with 

increasing build height, one of two solutions should be considered. The first is to tune the ultrasonic 

frequency as the build height increases, which can be accomplished with magnetostrictive 

transducers [86]. The second is to develop a top-down approach to applying vibration to the melt 

pool, so that the wave propagation distance remains constant during deposition. Additionally, the 

size and geometry of components should be strongly considered, as large geometries or complex 

shapes will influence how ultrasonic waves propagate through the build and into the melt pool.  

2.4.4 As-built microstructures and defects 

     The effects of UV on the melt pool’s evolution and its interactions with injected particles 

translate to the final build’s properties. Specifically, UV has an influence on solidification during 

deposition, as evidenced by the as-built microstructures. As shown in Fig. 2.5, fine equiaxed grains 

form near the substrate due to dendritic fragmentation. The pressure released from the collapse of 

cavitation bubbles mechanically fragments dendrites. Additionally, acoustic streaming transfers 



37 
 

hot liquid to the dendrites, re-melting them. In this state, the steady flow exerts stress on dendrites 

and damages them [87–89]. The dendrite fragments thereby act as nucleation sites for fine grains.  

     A stronger effect of UV was observed on the cellular dendrites. As shown in the insets in 

Fig. 2.5, a decrease in dendritic arm spacing of nearly 50% occurred near the substrate. It is well 

documented that dendritic arm spacing decreases with increasing cooling rate [3, 90]. As the 

cooling rate increases, there is insufficient time for lateral diffusion of rejected solute, thereby 

suppressing constitutional supercooling and leading to a smaller dendritic arm spacing [91]. It has 

been reported in casting and welding literature that vibration of molten metal causes a decrease in 

dendritic arm spacing [92–95]. The combination of acoustic streaming and collapse of cavitation 

bubbles enhance mixing of fluid, improving heat convection within the melt pool. Additionally, 

the melt pool growth results in a larger surface area for heat to conduct out of the melt. The 

enhanced heat transfer out of the melt pool through conduction and convection increases the 

cooling rate, thereby leading to the decrease in the dendritic arm spacing observed in Fig. 2.5.   

     Inducing UV within the melt pool is effective for mitigating harmful defects like lack-of-fusion 

porosity. Lack-of-fusion pores are large, irregularly shaped voids that form when successive melt 

pool layers fail to overlap one another [96]. The failure to overlap can be due to the improper 

selection of deposition parameters such as laser power, scan speed, spot size, and hatch spacing 

[97]; or partial melting of powder particles due to a lack of sufficient laser power for a given layer 

thickness and hatch spacing [33, 98]. According to Mukherjee and DebRoy [97], 316L stainless 

steel is particularly susceptible to the formation of lack-of-fusion porosity due to its high density, 

which results in smaller melt pools. To overcome the formation of such defects, it is recommended 

to optimize deposition parameters to achieve larger melt pools, a larger heat input into the melt 

pool, a higher Marangoni number, and a higher peak temperature within the melt pool [97]. 
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Because of the three phenomena shown in Fig. 2.7, the melt pools of UV-A samples become larger 

and hotter, as observed in Figs. 2.2 and 2.3, leading to a lower average percentage of porosity. Our 

results indicate that UV-A DED can be used to achieve all four melt pool modifications suggested 

by Mukherjee and DebRoy [97] without changing deposition parameters, thereby suppressing the 

formation of such defects. Typically, efforts to mitigate keyholing and lack-of-fusion pores are 

opposite [3]. UV-A DED provides a unique opportunity to address both defects within the same 

processing window. 

     However, UV does not necessarily eliminate all defects from builds. Miniscule pores on the 

order of ~150 nm in diameter were concentrated at the grain boundaries of the UV-A samples, as 

shown in the inset in Fig. 2.6. Pores of such a small scale were not present in non-UV-A cubes. 

These small pores are likely residual cavitation bubbles that were not able to burst before being 

trapped at grain boundaries during solidification.           

2.5 Summary 

     The effects of UV on melt pool evolution in DED of 316L stainless steel single-tracks and cubes 

were explored. For the first time, in situ high-speed imaging was utilized to analyze particle 

collisions with the melt pool surface for UV-A and non-UV-A single-track depositions. In situ 

thermal imaging was also used to track the melt pool thermal profiles during UV-A and non-UV-A 

deposition of higher layers in bulk cubic samples. The use of in situ imaging techniques allowed 

for the collection of robust quantitative data, which were key to elucidating the effects of UV on 

the thermal and spatial evolution of the melt pool during UV-A DED. Using optical microscopy, 

SEM, and EBSD, the microstructures and porosity in the as-built bulk samples were extensively 

characterized. The specific findings of this investigation are as follows:  
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1. An increase in melt pool temperature and dimensions were observed during UV-A DED 

due to the combined effects of acoustic cavitation, ultrasound absorption, and acoustic 

streaming.  

2.  The particle residence time on the melt pool surface was reduced by approximately half, 

and wettability of injected particles into the melt pool surface improved, due to a decrease 

in surface tension caused by UV.  

3. The cooling rate increases and dendritic arm spacing decreases during UV-A DED because 

of enhanced mixing in the melt pool caused by acoustic streaming.  

4. Fewer lack-of-fusion pores were observed in UV-A cube samples because of an increase 

in melt pool dimensions and temperature. However, residual nanoscale acoustic cavitation 

bubbles are trapped as gas pores at grain boundaries during solidification.  

5. An equiaxed-to-columnar grain transition is observed in UV-A cube samples because 

effects of UV on the melt pool diminish as the build height increases due to the attenuation 

of ultrasonic waves over an increasing wave propagation distance.  

     Overall, the findings indicate that the application of UV impacts the melt pool such that it 

solidifies with refined microstructures and fewer defects during DED processing. However, the 

UV effects diminish with build height. In the future, these limitations must be considered, as large 

or complex geometries may reduce the propagation of ultrasonic waves into the melt pool. A means 

of keeping the wave amplitude constant should be considered, either by tuning the wave frequency 

in situ, or by applying UV with a top-down approach. 
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Chapter 3: Dislocation-mediated room-temperature mechanical behavior of multiphase entropy 

stabilized oxides 

3.1 Background 

     As technological needs advance, conventional methods of developing new, suitable materials 

are falling short [99]. One creative solution was discovered in 2004, when two groups 

independently developed high entropy alloys (HEAs) [100, 101]. HEAs are composed of five or 

more elements in approximately equimolar concentrations, and are stabilized by high 

configurational entropy to form single-phase random solid solutions, as shown schematically in 

Fig. 3.1a [102]. A material’s configurational entropy is maximized by including more components 

in equiatomic ratios, indicated by Fig. 3.1b [103]. By exploring the sparsely charted central regions 

of multi-element phase diagrams (shown in red in Fig. 3.1c), an expansive compositional design 

space is revealed, where entropy, rather than enthalpy, determines phase stability in a phenomenon 

coined as “entropy stabilization”. However, there are concerns about whether HEAs are truly 

entropy stabilized, due to the presence of intermetallic phases and short-range order [104–107].  
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Figure 3.1: (a) The illustrated concept of random mixing of elements, as represented by the circles in 

different colors, in a multicomponent alloy. With equal atom size and loose atomic packing implicitly 

assumed, the configuration entropy of mixing of the alloy is equivalent to that of an ideal gas, thus being 

maximized when the elements are in equimolar amounts [102]; (b) Calculated configurational entropy in 

an N-component solid solution as a function of mol% of the Nth component [103];(c) The contour plot of 

ΔSmix (J/mol K) on a schematic ternary alloy system. The blue corner regions indicate the conventional 

alloys based on one or two principal elements, whereas the red center region indicates the ‘high-entropy’ 

region [102]. 

     Entropy stabilization results in the formation of a single-phase, random solid solution by 

increasing configurational entropy, according to the Gibbs free energy equation [108]:  

 ∆𝐺 = ∆𝐻 − 𝑇∆𝑆 (3.1) 

where ∆G is the Gibbs free energy, ∆H is enthalpy of formation, T is temperature, and ∆S is 

configurational entropy. For a material to be entropy stabilized, the Gibbs free energy of the 

entropy-driven phase state must overcome that the Gibbs free energy of the of the enthalpy-driven 

phase states [109]. As described by Eqn. 3.1, the role of entropy is regulated by temperature. Thus, 

a competition takes place between an entropy-stabilized single-phase state and a phase state 

containing ordered enthalpy-stabilized secondary phases, resulting in a reversible phase 

transformation. The reversible phase transformation allows the phase state of entropy-stabilized 

materials to be controlled by heat-treatment temperature. 

     In 2015, Rost et al. introduced entropy stabilized oxides (ESOs), a novel class of mixed oxide 

ceramics composed of five or more constituent oxides in equimolar ratios. The composition 
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explored in their study was the (CoCuMgNiZn)O transition metal ESO (hereafter referred to as 

TM-ESO), which takes on a single-phase rocksalt crystal structure after appropriate processing 

[103]. Rost et al. performed a series of solid-state reaction experiments, where they incrementally 

increased the sintering temperature of TM-ESO powders. After each sintering experiment, they 

used X-ray diffraction (XRD) to explore the phase evolution that occurs during the solid-state 

reaction of the five constituent oxides, as shown in the lefthand side of Fig. 3.2.  

 

Figure 3.2: X-ray diffraction analysis of heat-treated ESOs:  which consists of an equimolar mixture of 

MgO, NiO, ZnO, CuO and CoO. The patterns were collected from a single pellet. The pellet was 

equilibrated for 2 h at each temperature in air, then air quenched to room temperature by direct extraction 

from the furnace. X-ray intensity is plotted on a logarthimic scale and arrows indicate peaks associated 

with non-rocksalt phases, peaks indexed with (T) correspond to tenorite phases. The two X-ray patterns 

for 1,000 °C annealed samples are offset in 2θ for clarity [103]. 

At lower temperatures, the solid-state reaction is incomplete, and the TM-ESO is in a multiphase 

state, containing a tenorite phase and a rocksalt phase. XRD confirmed the presence of both phases 

at temperatures ranging from 750 °C to 850 °C. However, at a temperature of 900 °C, the 

solid-state reaction is complete, and the TM-ESO takes on a single-phase rocksalt crystal structure. 

Using scanning transmission electron microscope energy dispersive spectroscopy (STEM-EDS), 

Rost et al. demonstrated that in the single-phase rocksalt state, the cations are uniformly 

distributed, as shown in Fig. 3.3.  
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Figure 3.3: High-angle annular dark-field (HAADF) image. Panels labelled as Zn, Ni, Cu, Mg, and Co are 

intensity maps for the respective characteristic X-rays. The individual EDS maps show uniform spatial 

distributions for each element and are atomically resolved [103]. 

The uniform spatial distribution of each element indicates that the rocksalt phase has a random 

solid-solution structure, stabilized by high entropy of mixing. Rost et al. also observed an 

entropy-driven reversible phase transformation for TM-ESOs, where the phase state is regulated 

by temperature, as demonstrated by the reaction sequence on the right-hand side of Fig. 3.2. After 

heat treatment at 1000 °C, a single-phase rocksalt crystal structure was achieved. The material was 

once again heat-treated at 750 °C and contained both rocksalt and secondary tenorite phases. After 

another heat-treatment at 1000 °C, the single-phase rocksalt crystal structure was once again 

observed, indicating a temperature-dependent reversible phase transformation. The observed 

reversible phase transformation provides additional evidence that the single-phase state in 

TM-ESOs is stabilized by entropy. The reversible phase transformation indicates that the TM-ESO 

can be taken from a single-phase state to a multiphase state through simple heat-treatment, 

indicating that its mechanical behavior could potentially be tailored.   

     Rost et al. also did a series of experiments to confirm the influence of composition on 

maximizing entropy in TM-ESOs, as shown in Fig. 3.4. Removing any component from the system 
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causes a decline in configurational entropy, resulting in a departure from the single-phase rocksalt 

crystal structure, as shown in Fig. 3.4a. Additionally, altering the composition to be 

non-equiatomic increases the temperature at which the material transitions to a single-phase 

structure, as shown in Fig. 3.2c-g. Both experiments confirm that the phase transformation to a 

single-phase rocksalt crystal structure is driven by maximized configurational entropy. 

 

Figure 3.4: ESO Compositional Analysis: a) X-ray diffraction analysis for a series of ESOs where 

individual components are removed, heat-treated at conditions needed to produce a solid solution. 

Asterisks indicate rocksalt peaks, and carrots indicate other secondary phases; b) Calculated 

configurational entropy in an N-component solid solution as a function of mol% of the Nth component, 

and (c-g) partial phase diagrams showing transition temperatures to single phase as a function of 

composition in the intervals. Each phase diagram varies with the concentration of one element [103]. 

     The TM-ESO is hypothesized to be truly entropy stabilized, as demonstrated by a reversible 

phase transformation and maximized configurational entropy, shown in Figs. 3.2 and 3.3. Further 

investigation into TM-ESOs has revealed the interesting nature of the entropic phase 

transformation. In 2019, Dupuy et al. demonstrated that the reversible phase transformation in 

TM-ESOs is influenced by heat treatment conditions [110]. Dupuy et al. varied the heat treatment 

time and temperature of TM-ESOs and used X-ray diffraction (XRD) to explore the evolution of 

the secondary phases. Rietveld refinement was used to quantitatively analyze XRD data to estimate 
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the amount of secondary phase that formed for each heat treatment condition. Their results 

indicated that the secondary phases form in a temperature window of 650 – 850 °C, with the 

amount of secondary phase being maximized at a heat treatment temperature of 700 °C [111]. 

Using energy dispersive spectroscopy (EDS), Dupuy et al. demonstrated that the secondary phases 

that form during heat treatment are a Cu-rich tenorite phase and a Co-rich spinel phase, which 

coexist with the primary rocksalt phase [110]. Dupuy et al. also determined that the Cu-rich 

tenorite and Co-rich spinel secondary phases are multicomponent (i.e., all five cations are present 

in the secondary phase particles) but enriched in Cu and Co, respectively [112].              

     Since the publication of Rost’s foundational paper in 2015, the field of high entropy ceramics 

has rapidly expanded. The concept of entropy stabilization has been applied to other ceramic 

systems, such as carbides [113, 114], borides [115], nitrides [116], sulfides [117], and fluorites 

[118]. Additionally, recent investigations into ESOs of various compositions have demonstrated 

that they display promising  functional properties [119–121] and thermomechanical behavior 

[122–124], making them potential candidates for high-temperature applications like thermal 

barrier coatings, thermoelectric power generation, catalysts, and solid oxide fuel cells. 

      Although the field of entropy stabilized ceramics has rapidly expanded in recent years, an 

examination of the literature shows only a few studies investigating the mechanical behavior of 

TM-ESOs, and all are focused on single-phase TM-ESOs. For instance, Braun et al. used atomic 

force microscopy (AFM) on single-phase TM-ESO thin films and determined that the elastic 

modulus was 152.0 ± 10.6 GPa [122]. Pitike et al. used density functional theory (DFT) and 

nanoindentation to determine that single-phase TM-ESOs exhibit mechanical anisotropy due to 

local structure and magnetic configuration and that the elastic modulus ranges from 212-228 GPa 

[125]. Hong et al. varied the sintering temperature of single-phase TM-ESOs in 50 °C increments 
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from 800 °C to 1000 °C, and measured the grain size, relative density, bending strength, and elastic 

modulus of as-sintered samples. They reported that grain size and relative density increase with 

increasing sintering temperature, but that bending strength and elastic modulus peak at a sintering 

temperature of 900 °C, having values of 323 ± 19 MPa and 108 ± 5 GPa, respectively [126]. Wang 

et al. investigated the room-temperature mechanical deformation of single-phase TM-ESOs using 

nano-scratch tests, and found a high level of dislocation activity in the region of deformation [127].  

     Notably, the influence of the entropic phase transformation on the mechanical behavior of 

TM-ESOs, including hardness and elastic modulus, remains unexplored. Additionally, little is 

understood about how the presence of dislocations and their interactions with secondary phase 

particles influences the mechanical response in multiphase TM-ESOs.  Previous studies on other 

multiphase ceramics demonstrate that secondary phases can influence their mechanical behavior. 

For example, Mayrhofer et al. reported an increase in hardness in heat-treated Ti1-xAlxN ceramics 

due to the formation of a two-phase microstructure from spinodal decomposition [128]. Spinodal 

decomposition of yttria-stabilized zirconia (YSZ) also results in an increase in hardness [129].  

     Given recent investigations into the entropic phase transformations in TM-ESOs [110, 112] and 

the known influence of secondary phases on the mechanical response of ceramics [128, 129], as 

described above, the current investigation aims to develop an understanding of how room 

temperature mechanical properties, specifically hardness and elastic modulus, are influenced by 

the presence of secondary phases within multiphase TM-ESOs. TM-ESOs of various compositions 

were fabricated and heat treated at different time increments to form different quantities of 

secondary phases. The phase transformation was characterized using scanning electron 

microscopy (SEM), EDS, and XRD. Room-temperature Vickers hardness testing and 

nanoindentation were used to measure the hardness and elastic modulus, respectively, for each 
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processing condition. Scanning transmission electron microscopy (STEM) was used to analyze the 

interactions between dislocations and secondary phase particles inside and outside of the 

deformation region. Mechanisms that lead to the observed variations in hardness and elastic 

modulus were evaluated.  

3.2 Experimental methosd 

3.2.1 Selection of material composition 

     Three different TM-ESO compositions were selected: equimolar TM-ESO (CoCuMgNiZn)O), 

a Co-deficient composition with the chemical formula of (CuMgNiZn)0.9Co0.1O, and a 

Cu-deficient composition with a formula of (CoMgNiZn)0.9Cu0.1O. We hypothesize that by 

introducing a deficiency of Co and Cu, we can isolate the Cu-rich tenorite and Co-rich spinel 

secondary phases, respectively, to analyze their role on the mechanical behavior independently. 

The predicted theoretical densities and predicted secondary phases for each TM-ESO composition 

are provided in Table 3.1.  

Table 3.1: Calculated theoretical densities and predicted secondary phases for each composition of 

TM-ESO. 

TM-ESO 

Composition 
Chemical Formula 

Theoretical density 

(g/cm3) 

Predicted Secondary 

Phases 

Equimolar (CoCuMgNiZn)O 5.70 
Cu-rich tenorite, 

Co-rich spinel 

Co-deficient (CuMgNiZn)0.9Co0.1O 5.61 Cu-rich tenorite 

Cu-deficient (CoMgNiZn)0.9Cu0.1O 5.67 Co-rich spinel 

3.2.2 Powder preparation and fabrication of ESOs 

     TM-ESO powders for each composition were prepared through solid-state synthesis. A powder 

blend of constituent oxides was created from CoO, CuO, MgO, NiO, and ZnO oxide nanopowders 

(50 nm, 25 – 55 nm, 50 nm, 18 nm, 18 nm, respectively), which were all at least 99.7% pure (US 

Research Nanomaterials, Houston, TX, USA). These five oxide powders were blended with a 
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mortar and pestle, then placed in a Si3N4 planetary ball mill (PBM) jar with isopropyl alcohol and 

milled for 3 hr at 300 RPM in a Pulverisette 7 PBM instrument (Fritsch, Idar-Oberstein, Germany). 

The powder slurries were extracted from the PBM jar and boiled at 100 °C for 12 hr to evaporate 

the isopropyl alcohol. The dried powder was ground in a mortar and pestle to remove 

agglomerates. Bulk samples of each composition were consolidated using conventional sintering. 

Compacted green bodies were placed in an elevator furnace (CM Furnaces Inc. Bloomfield, NJ, 

USA) and conventionally sintered at 1100 °C for 12 hr to form fully dense, single-phase samples. 

After 12 hr, the samples were quenched in air to preserve the single-phase state.  

     The density of the as-sintered single-phase samples was measured using the Archimedes 

method [130] and compared to the theoretical density values provided in Table 3.1. Fracture 

surfaces were prepared for SEM analysis by sputter coating with 3 nm of iridium using an ACE600 

sputter coating machine (Leica Microsystems, Wetzlar, Germany). The fracture surfaces were 

imaged with a Magellan 400 XHR SEM (FEI, Hillsboro, OR, USA), using an accelerating voltage 

of 5 kV and a current of 50 pA. The average grain size was calculated from the fracture surface 

micrographs by measuring the diameter of approximately 500 grains with the 

FIJI/ImageJ software [62].  

3.2.3 Heat treatment and characterization of secondary phases  

     Previous work has demonstrated that heat treatments within a particular temperature window 

can stimulate the formation of secondary phases in TM-ESO [110]. In the current study, the 

single-phase samples were heat treated in the elevator furnace for either 2 or 12 hr to form 

secondary phases. The equimolar and Co-deficient compositions were heat treated at 700 °C, and 

the Cu-deficient composition was heat treated at 600 °C. For each composition, these temperatures 

were found to be the ones at which the most secondary phase forms upon heat treatment. The 
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samples were air quenched at the end of each heat treatment. The bulk samples were polished with 

800 grit and 1200 grit SiC pads (Allied High-Tech Products, Inc., Compton, CA, USA), then with 

6 µm and 1 µm diamond suspensions (PACE Technologies, Tucson, AZ, USA). XRD analysis was 

conducted with a SmartLab X-ray Diffractometer (Rigaku, Tokyo, Japan), at a 2θ range of 30° to 

80°. Rietveld refinement was performed on the acquired XRD data using the Maud software [131] 

to estimate the relative atomic fractions of the primary rocksalt, Cu-rich tenorite, and Co-rich 

spinel phases for each heat treatment condition for the three compositions.  

     The polished equimolar and Co-deficient samples were mounted onto SEM stubs with colloidal 

silver paste (Ted Pella Inc., Redding, CA, USA) and sputter coated with 3 nm of iridium. EDS was 

performed in a GAIA3 SEM-FIB microscope (Tescan, Brno, Czechia) using a silicon drift detector 

with an area of 150 mm2
 (Oxford Instruments, Abingdon, UK). A working distance of 5 mm and 

an accelerating voltage of 5 kV were used. Our previous work has demonstrated that performing 

EDS with low accelerating voltages is useful for resolving the fine secondary phase features found 

in TM-ESO [110].       

3.2.4 Room-temperature Vickers hardness testing 

     Vickers hardness indentation experiments were performed at room temperature on single-phase 

and multiphase samples. Samples were first mounted in Konductomet mounting media (Buehler, 

Lake Bluff, IL, USA) and polished down to a 1 µm finish. Vickers hardness indentation 

measurements were done with a Wilson VH3300 indenter (Buehler, Lake Bluff, IL, USA) with a 

load of 100 g and a dwell time of 10 s. Fifteen measurements were taken per sample. Depth profiles 

from corner to corner for each indent were collected with a LEXTTM OLS5100 3D Laser 

Scanning Microscope (Olympus, Tokyo, Japan) to get accurate measurements of indent 
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dimensions to estimate hardness values. Indent dimensions were used to determine the Vickers 

hardness values, H, for each sample using the following equation [132]:  

 
𝐻 = 1.854

𝐹

(2𝑎)2
 (3.2) 

where F is the load (kg) and a is the indent half diagonal (m).  

    Electron transparent lamella samples were prepared for STEM experiments using focused ion 

beam (FIB) milling. Lamella samples were prepared using FIB lift-out techniques from two 

regions of an equimolar sample that was heat treated for 12 hr at 700 °C: both inside and outside 

the plastic deformation zone created by the Vickers hardness indentation. The lamella samples 

were each 10 μm long, 5 μm wide, and 100 nm thick. The lamella sample from inside the plastic 

deformation zone was lifted out from underneath the Vickers indent, along its diagonal. The 

lamella sample from outside the deformation zone was lifted from a region of the sample far from 

the cluster of indents to ensure that it was not affected by the deformation zone below the indents, 

a distance more than 10 times the size of the indent [133, 134]. A JEOL 2800 TEM/STEM (JEOL 

Ltd., Tokyo, Japan) was used at 200 kV with a Gatan OneView Camera (AMETEK, Berwyn, PA, 

USA) to observe dislocations and secondary phase morphology. 

3.2.5 Room-temperature nanoindentation 

     Nanoindentation experiments were performed at room temperature with a Hysitron PI-85 

system (Bruker, Billerica, MA, USA) to measure elastic modulus. Samples were first polished to 

a 1 µm finish and mounted to a sample holder with silver paste. A Berkovich tip was used to apply 

a load of 5 mN at a load rate of 1 mN/s and a hold time of 2 s. Fifty measurements were taken per 

sample, and elastic modulus values were calculated by a proprietary Bruker software.  
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3.3 Results 

3.3.1 Microstructures and secondary phase evolution 

    The as-sintered samples had a relative density of 99%. Representative micrographs depicting 

the microstructure of the three different compositions in their as-sintered state are displayed in 

Fig. 3.5. The grains take on an equiaxed structure in all compositions. The equimolar TM-ESO has 

the largest grain size (12.1 ± 4.8 μm), followed by the Co-deficient TM-ESO (7.6 ± 3.1 μm), and 

the Cu-deficient TM-ESO (4.0 ± 1.3 μm).  

 

Figure 3.5: Fracture surfaces of as-sintered TM-ESO with: a) equimolar composition, b) Co-deficient 

composition, and c) Cu-deficient composition. Average grain size values are provided for each. 

     XRD results are shown in Fig. 3.6. For all three compositions, the XRD spectra corresponding 

to the as-sintered state (0 hr heat treatment, shown in black) indicate a single-phase rocksalt crystal 

structure, with no sign of any extraneous peaks or secondary phases. After 2 hr of heat treatment, 

peaks corresponding to Cu-rich tenorite and Co-rich spinel secondary phases appear for the 

equimolar composition. For the Co-deficient composition, peaks corresponding to the Cu-rich 

tenorite appear. The Cu-deficient composition remained in a single-phase state. As the heat 

treatment time increases to 12 hr, the peaks corresponding to the secondary phases become more 

prominent for the equimolar and Co-deficient compositions, indicating that the secondary phases 

increased in concentration. Peaks corresponding to the Co-rich spinel phase appear for the 

Cu-deficient composition after 12 hr of heat treatment.  
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Figure 3.6: X-ray diffraction spectra showing the phase evolution for TM-ESO heat treated for 0, 2, and 

12 hr time intervals; a) equimolar composition, b) Co-deficient composition, and c) Cu-deficient 

composition. The as-sintered samples are single phase, and the heat-treated samples are multiphase. 

     Rietveld refinement results for quantification of the atomic fraction (at %) of secondary phases 

are summarized in Table 3.2. For the equimolar composition, after 2 hr of heat treatment, there is 

an equal amount of the Co-rich spinel and Cu-rich tenorite secondary phases (6 at % each). After 

12 hr of heat treatment, there is more Cu-rich tenorite (14 at %) than Co-rich spinel (10 at %). For 

the Co-deficient composition, as the heat treatment time increases from 2 to 12 hr, the 

concentration of Cu-rich tenorite increases from approximately 5 at % to 16 at %. For the 

Cu-deficient compositions, after 12 hr of heat treatment, there is 8 at % Co-rich spinel.  

Table 3.2: Concentration of primary (rocksalt) and secondary (Cu-rich tenorite and Co-rich spinel) phases 

as a function of heat treatment time and TM-ESO composition. 

TM-ESO 

Composition 

Heat Treatment 

Time (hr) 

Rocksalt 

(at %) 

Cu-rich Tenorite 

(at %) 

Co-rich Spinel 

(at %) 

Equimolar 

0 100 0 0 

2 88 6 6 

12 76 14 10 

Co-deficient 

0 100 0 0 

2 95 5 0 

12 84 16 0 

Cu-deficient 

0 100 0 0 

2 100 0 0 

12 92 0 8 

     Secondary electron (SE) images and the corresponding Cu composition maps captured through 
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EDS are shown in Fig. 3.7. For the equimolar sample, the Cu-rich tenorite particles take on a 

needle-like morphology after 2 hr of heat treatment, as shown in Fig. 3.7a & b. After 12 hr of heat 

treatment, these Cu-rich particles coarsen and adopt a slight curvature, shown in Fig. 3.7c & d. In 

the Co-deficient composition, after 2 hr of heat treatment, the Cu-rich needles are well-formed, 

straight, and more elongated than the equimolar composition, as shown in Fig. 3.7e & f. After 12 

hr of heat treatment, the Cu-rich needles coarsen, but maintain their straight morphology, shown 

in Fig. 3.7g & h. The images captured of the Cu-rich tenorite particles were used to determine their 

variations in size and spacing as the heat treatment time increases.  

 

Figure 3.7: Secondary electron (SE) SEM and corresponding Cu-EDS maps of Cu-rich tenorite phases in 

(a) – (b) equimolar, 2 hr heat treatment; (c) – (d) equimolar, 12 hr heat treatment; (e) – (f) Co-deficient, 2 

hr heat treatment; (g) – (h) Co-deficient, 12 hr heat treatment. HT refers to heat treatment. 

3.3.2 Hardness results and dislocation activity in multiphase TM-ESO 

          Vickers hardness test results are shown in Fig. 3.8. Values range from 3700 ± 120 MPa to 

6400 ± 190 MPa, depending on composition and heat treatment conditions. For the equimolar and 

Co-deficient composition, the hardness initially increases from the as-sintered single-phase state 

to the 2 hr heat-treated state. After 12 hr of heat treatment, the hardness decreases. For the 
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equimolar composition, the hardness decreases until it is lower than it was in the single-phase state. 

For the Co-deficient composition, the hardness decreases until it reaches a level very similar to its 

single-phase state. The hardness test results for the equimolar and Co-deficient TM-ESO 

compositions indicate that as the amount of secondary phase increases, the TM-ESO hardens then 

softens. The Cu-deficient composition continuously increases in hardness as heat treatment time 

increases and the secondary phase starts to form. In addition to the influence of heat treatment 

time, composition also plays a role in hardness. The Co-deficient composition has the highest 

overall hardness, and the Cu-deficient composition has the lowest overall hardness, regardless of 

heat treatment condition.   
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Figure 3.8: Room-temperature Vickers hardness results for equimolar, Co-deficient, and Cu-deficient 

TM-ESOs: as-sintered, heat treated for 2 hr, and heat treated for 12 hr. The as-sintered samples are 

single-phase (represented by the open symbols at 0 hr), and the heat-treated samples are multiphase 

(represented by closed symbols at 2 hr and 12 hr), as summarized in Table 3.2. 

     Fig. 3.9 shows dislocation activity in an equimolar TM-ESO sample that was heat treated for 

12 hours. A TEM bright field micrograph of a region outside of the plastic deformation zone (i.e., 

away from the Vickers indent) is shown in Fig. 3.9a. The dark regions are Cu-rich tenorite 

secondary phase particles. In this region, there is little to no dislocation activity outside of the 

plastic deformation zone, indicating that TM-ESO does not have a meaningful concentration of 

dislocations prior to deformation. Fig. 3.9b shows a STEM dark field micrograph taken from 

directly underneath the indent. The bright regions are the Cu-rich tenorite secondary phase 

particles, and the dark regions are dislocation clouds. After deformation, there is significant 



56 
 

dislocation activity in the deformation zone. Additionally, the dislocations pile up near the Cu-rich 

tenorite particles, indicating that they interact directly with these secondary phase particles. 

 

Figure 3.9: TEM micrographs taken from an equimolar TM-ESO sample that was heat treated at 700°C 

for 12hr showing: a) A TEM bright field image from outside the plastic deformation zone far from the 

Vickers indents, and b) a STEM dark field micrograph from inside the plastic deformation zone located 

underneath the Vickers indent. Cu-rich tenorite secondary phase particles are highlighted in white and 

dislocation clusters are highlighted in red. The inset schematics indicate the location of the lift-outs 

relative to the indent (note: these are not to scale).  

3.3.3 Elastic modulus results in multiphase TM-ESO 

     Nanoindentation was performed to acquire elastic modulus values. No noticeable pop-in effects 

were observed in the load vs. displacement curves for each heat treatment condition across all 

compositions. Representative load vs. displacement curves are shown in Fig. A.1 in Appendix A. 

The results from elastic modulus measurements are shown in Fig. 3.10. Values range from 140 ± 5 

GPa to 170 ± 6 GPa, depending on composition and heat treatment conditions.  The elastic modulus 

for the equimolar composition increases as heat treatment time increases and more secondary 

phases form. For the Co-deficient and Cu-deficient compositions, the elastic modulus varies with 

the secondary phase composition.  
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Figure 3.10: Room-temperature elastic modulus results for the equimolar, Co-deficient, and Cu-deficient 

TM-ESO after heat treating for 0 hr, 2 hr, and 12 hr. As-sintered samples are single phase (represented by 

open symbols at 0 hr), and heat-treated samples are multiphase (represented by closed symbols at 2 hr and 

12 hr), as summarized in Table 3.2. 

3.4 Discussion 

3.4.1 Room-temperature hardness trends in multiphase TM-ESO 

     Mechanical properties such as hardness and strength are influenced by several mechanisms, 

such as dislocation activity. Dislocation activity is not typically prescribed as a dominant influence 

in the deformation behavior of ceramics, which are more likely to deform in a brittle manner, as 

their slip systems are difficult to activate [135]. Notably, unusually high dislocation activity has 

been previously observed in ESOs [127, 136]. The TEM micrographs in Fig. 3.9 show that 

dislocations are present in the deformation region but are not observed outside of that region, 

indicating that the dislocations are not intrinsic to the TM-ESO but were introduced during the 
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room-temperature indentation experiments. Additionally, Fig. 3.9b shows that dislocations interact 

directly with secondary phase particles. Based on the previous literature and our observations of 

dislocation activity in this investigation, we hypothesize that dislocations play a significant role in 

the room-temperature mechanical behavior of TM-ESOs. As such, the ensuing discussion is 

interpreted through the lens of classical dislocation phenomena, more specifically, 

precipitation strengthening.  

    Precipitation strengthening accounts for several strengthening mechanisms caused by the 

interactions of moving dislocations with precipitates or secondary phase particles [15]. 

Precipitation strengthening is commonly observed in metals, where slip systems are readily 

activated and dislocations move easily [135]. Notably, precipitation strengthening has also been 

observed in ceramic systems, such as MgAl2O4 spinel [137]. Precipitation strengthening 

mechanisms can be categorized depending on how moving dislocations interact with secondary 

phase particles [138, 139]. The first category is by shearing, where dislocations directly cut through 

the particle. Shearing mechanisms typically dominate when particles are small and coherent with 

their surroundings (e.g., early-stage precipitation). The second category is bypassing, where 

dislocations pass the particle rather than shear directly through. Bypassing mechanisms typically 

dominate when the size of the secondary phase particle exceeds a critical value (e.g., late-stage 

precipitation) or when particles are incoherent with their surroundings. Shearing and bypassing 

mechanisms occur simultaneously and independently of each other. Additionally, each mechanism 

contributes a specific strengthening increment. Whichever mechanism has the smallest 

strengthening increment value is the mechanism that is easiest to activate, meaning that this 

“softer” mechanism initiates and controls plastic deformation [138, 139].  
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     To explore the potential strengthening mechanisms in multiphase TM-ESO materials, three 

specific hardening mechanisms are evaluated: coherency hardening, modulus hardening, and 

Orowan hardening. Coherency hardening and modulus hardening are shearing mechanisms, while 

Orowan hardening is a bypassing mechanism. Coherency hardening occurs when the coherency 

of the secondary phase particles with the primary phase leads to internal lattice strain, resulting in 

associated stress fields that draw or repel dislocations to or away from the particle [15]. The value 

of the strengthening increment, τcoh, due to coherency hardening can be estimated with the 

following equation [15]:  

 
𝜏𝑐𝑜ℎ ≅ 7|𝜀𝑐𝑜ℎ|

3 2⁄ 𝐺 (
𝑟𝑓

𝑏
)
1 2⁄

 (3.3) 

where r is the secondary phase particle radius, f is the volume fraction of particles, G is the shear 

modulus of the secondary phase particle, and b is the magnitude of the Burger’s vector in the 

primary phase (the rocksalt phase). εcoh can be expressed by the following equation [15]:  

 𝜀𝑐𝑜ℎ =
𝑎𝑝 − 𝑎𝑚
𝑎𝑚

 (3.4) 

where ap is the lattice parameter of the secondary phase particle and am is the lattice parameter of 

the surrounding primary phase.  

     Modulus hardening occurs when a dislocation enters a secondary phase particle that has a 

different shear modulus than that of the surrounding primary phase, altering the dislocation line 

tension [15]. The strengthening increment, τGp, caused by modulus hardening can be estimated 

with the following equation [15]:  

 
𝜏𝐺𝑝 ≅ 0.01𝐺𝜀𝐺𝑝

3 2⁄ (
𝑟𝑓

𝑏
)
1 2⁄

 (3.5) 

εGp can be expressed with the following equation:  
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𝜀𝐺𝑝 =

𝐺 − 𝐺𝑚
𝐺𝑚

 (3.6) 

where Gm is the shear modulus of the surrounding primary phase.  

     Orowan hardening occurs when a dislocation approaches a secondary phase particle, bows 

around it, and forms a loop before eventually continuing through the primary phase [15]. The 

strengthening increment, τB, due to Orowan hardening can be estimated with the following 

equation [15]:  

 
𝜏𝐵 ≅

𝐺𝑏

(𝐿 − 2𝑟)
 (3.7) 

where L is the mean spacing between secondary phase particles.  

     Estimated results for coherency hardening, modulus hardening, and Orowan hardening 

strengthening increments are listed in Table 3.3. Values for f, b, am, and ap were collected from 

XRD data (see Fig. 3.6 and Table 3.2). Values for r and L for the Cu-rich tenorite secondary phase 

particles were approximated from SEM and EDS images (see Fig. 3.7). Values for r and L for the 

Co-rich spinel phase were approximated from the literature [112]. Shear modulus data for the 

secondary phases were collected from the literature [125, 140]. All values used for these 

calculations are tabulated in Tables A.2-A.4 in Appendix A. 
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Table 3.3: Estimated strengthening increment values for coherency hardening, modulus hardening, and 

Orowan hardening for multiphase equimolar, Co-deficient, and Cu-deficient TM-ESO. The bolded values 

represent the controlling mechanism. Rows are highlighted to guide the reader’s eyes across, rather than 

down columns. 

TM-ESO 

Composition 

Heat Treatment 

Time (hr) 

Hardening Mechanism 

Coherency (GPa) Modulus (GPa) Orowan (GPa) 

Equimolar 
2 8.6 0.1 1.8 

12 11.7 0.12 0.10 

Co-deficient 
2 7.2 0.1 0.3 

12 7.8 0.081 0.078 

Cu-deficient 
2 0.01 0.04 67.8 

12 8.6 0.1 1.8 

     As shown in Table 3.3, the equimolar samples experience a change in the controlling hardening 

mechanism from modulus hardening (with a strengthening increment of 0.1 GPa) after 2 hr of heat 

treatment to Orowan hardening (with a strengthening increment of 0.1 GPa) after 12 hr of heat 

treatment. Similarly, the Co-deficient samples experience a transition from modulus hardening 

(with a strengthening increment of 0.081 GPa) after 2 hr of heat treatment to Orowan hardening 

(with a strengthening increment of 0.078 GPa) after 12 hr of heat treatment. As shown in Fig. 3.8, 

the equimolar and Co-deficient compositions initially harden after 2 hr of heat treatment, and then 

soften after 12 hr of heat treatment. Such a trend in hardness increasing then decreasing with heat 

treatment is attributed to a change in the controlling hardening mechanism from a shearing 

mechanism to a bypassing mechanism. As the heat treatment time increases, the secondary phase 

particles coarsen and the particle spacing increases, as shown in Fig. 3.7, due to copper diffusion 

from the primary phase into the Cu-rich tenorite secondary phase, causing it to be more 

energetically favorable for dislocations to bow around secondary phase particles rather than shear 

directly through them [15]. Additionally, as the secondary phase particles further coarsen and 

particle spacing increases with longer heat treatment time, the stress associated with dislocation 

bowing decreases, meaning that less energy is imparted during bowing [15]. These 
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secondary-phase particle coarsening effects are reflected in the observed trends for equimolar and 

Co-deficient TM-ESOs by the decrease in hardness with longer heat treatment time.  Overall, this 

transition from a shearing mechanism to a bypassing mechanism, and consequential increase and 

decrease in room-temperature hardness, is similar to hardening trends observed in Ni-Al alloys 

[15, 141] and age-hardened Al-Cu alloys [108, 142].  

     A different trend is observed in the hardness data for the Cu-deficient composition. As shown 

in Fig. 3.8, the Cu-deficient samples initially strengthen after 2 hr of heat treatment, although no 

Co-rich spinel formed at this stage according to XRD results shown in Fig. 3.6. Dupuy et al. has 

shown that Co-rich spinel and Cu-rich tenorite secondary phases form through the nucleation and 

growth of nanoparticle precursor phases, and their eventual transition into their respective 

secondary phases [112]. According to Dupuy et al., these nanoparticle precursor phases have 

distorted rocksalt lattice structures. Though distorted, these nanoparticle precursor phases are 

coherent with the primary rocksalt phase, likely contributing to coherency hardening as the 

controlling hardening mechanism with a strengthening increment of 0.01 GPa, as shown in 

Table 3.3. This phenomenon is similar to the role of GP-zones in age-hardened Al-Cu alloys, which 

cause lattice distortions while maintaining coherency with their surroundings, causing hardening 

to occur at shorter ageing times [108, 142]. After 12 hr of heat treatment, Co-rich spinel secondary 

phase particles have formed. Notably, the Cu-deficient samples harden further – they do not soften 

as is observed for the equimolar and Co-deficient compositions. As shown in Table 3.3, the change 

in strengthening increment values from 0.01 GPa for coherency hardening at 2 hr heat treatment 

to 0.1 GPa for modulus hardening at 12 hr heat treatment indicates a transition from coherency 

hardening to modulus hardening. At this stage, the observed increased in hardness is likely due to 

a change in dislocation line tension as dislocations shear directly through the newly formed Co-rich 
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spinel secondary phase particles, which have a different shear modulus than the surrounding 

primary rocksalt phase. We propose here that the strengthening trend observed for the Cu-deficient 

composition is caused by a transition from coherency hardening due to the distortion of the lattice 

by coherent nanoparticle precursor phases, to modulus hardening upon complete formation of the 

Co-rich spinel secondary phase particles. The overall hardening trends and associated 

strengthening mechanisms are summarized in Fig. 3.11. 

 

Figure 3.11: A schematic summarizing the room-temperature hardening trends observed in equimolar, 

Co-deficient, and Cu-deficient TM-ESO with increasing amounts of secondary phase due to longer heat 

treatments and associated strengthening mechanisms. The as-sintered samples are single-phase (as 

represented by the open symbols at 0 hr), and heat treated sampled are multiphase (as represented by the 

closed symbols at 2 hr and 12 hr), as summarized in Table 3.2. 

3.4.2 Room-temperature elastic modulus trends in multiphase TM-ESO 

     Some studies suggest that the elastic modulus of a multiphase material is influenced by the 

elastic moduli and concentration of the secondary phase particles, if the elastic moduli of 

secondary phase particles are significantly different than that of the surrounding primary phase 

[143, 144]. This behavior is consistent with conventional composite materials, where an applied 
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load is transferred from a matrix phase to the embedded fibers [145]. The TM-ESO samples in this 

study were fully dense and had similar microstructures across all compositions (Fig. 3.5), 

eliminating density and microstructure as influences on elastic modulus. As such, we hypothesize 

that the variations in elastic modulus observed in this study (Fig. 3.10) are due to the formation of 

secondary phases and that the behavior is similar to that of conventional composite materials. Thus, 

we applied the Voigt model to estimate elastic modulus as a weighted average of the elastic moduli 

values of the primary rocksalt phase, and the secondary Cu-rich tenorite and Co-rich spinel phases. 

The Voigt model was selected as it is a simple approximation that can be used to estimate the 

elastic modulus of a material containing more than two phases. The equation for the Voigt model 

is [146]: 

 𝐸 =∑𝑣𝑖 ∙ 𝐸𝑛 (3.8) 

where vi is the volume fraction of each respective phase, and En is the modulus of each respective 

phase.  Lower and upper bound elastic modulus values found in literature for the secondary phases, 

listed in Table A.5 in Appendix A, were used to estimate a range of expected elastic modulus values 

for the equimolar, Co-deficient, and Cu-deficient TM-ESOs. The experimental elastic modulus 

values are plotted together with this range of expected values estimated with the Voigt model in 

Fig. 3.12.  
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Figure 3.12: Graphs showing room-temperature elastic modulus values and where they fall within the 

range of expected elastic modulus values estimated by the Voigt composite model (red dotted lines and 

blue dotted lines, respectively) for: a) equimolar, b) Co-deficient, and c) Cu-deficient TM-ESO. 

As-sintered samples are single-phase (as represented by the open symbols at 0 hr), and heat-treated 

samples are multiphase (as represented by the closed symbols at 2 hr and 12 hr), as summarized in 

Table 3.2. 

     The room-temperature elastic modulus values for all three compositions fall within the range 

of expected values calculated with the Voigt model, as shown in Fig. 3.12. While this range of 

values is not intended to explain the cause for the change in elastic modulus observed 

experimentally as more secondary phases form, it does provide an indication of how reasonable 

the experimentally measured values are for the multiphase TM-ESO materials, relative to what has 
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been previously reported in literature for elastic modulus values for CuO tenorite and Co3O4 spinel. 

The room-temperature elastic modulus values for the equimolar and Co-deficient compositions 

fall approximately in the middle of the expected range. In contrast, the measured values for the 

Cu-deficient composition skew towards the higher values, indicating that the Co-rich spinel elastic 

modulus is likely closer to the upper bound elastic modulus value for Co3O4 spinel, as shown in 

table A.5 in Appendix A.  

3.4.3 Influence of composition on room-temperature mechanical behavior of single-phase 

TM-ESO  

     Composition significantly influences the overall room-temperature hardness and elastic 

modulus of the TM-ESO materials in this study, even in the as-sintered single-phase state. As 

shown in Figs. 3.8 and 3.10, the single-phase equimolar, Co-deficient, and Cu-deficient TM-ESOs 

have room-temperature hardness values of approximately 5300 MPa, 5900 MPa, and 3700 MPa, 

respectively, and room-temperature elastic modulus values of approximately 140 GPa, 160 GPa, 

and 170 GPa, respectively. Similar changes in mechanical behavior with changes in composition 

have also been observed experimentally in HEAs [147, 148]. Such changes in mechanical 

properties are often attributed to changes in lattice distortion and solute configuration with changes 

in composition [147, 148]. As a result, the energy associated with two types of interactions 

changes: cation-dislocation interactions, and cation-cation interactions, which cause an elastic 

effect and a chemical effect, respectively [147, 148].  

     The elastic effect refers to changes in the energy associated with cation-dislocation interactions, 

which influence hardness and strength. As the composition of the TM-ESO changes, the location 

of cations, relative to dislocations, changes. Thus, the energy needed for a dislocation to travel 

through the lattice changes accordingly [147], resulting in an effect similar to solid-solution 
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strengthening [15]. To estimate if the variations in hardness caused by changes in composition can 

be caused by the elastic effect, solid-solution strengthening increment values were calculated using 

the following equation [139]: 

 ∆𝜏𝑠𝑠 = 𝑀𝐺𝐵𝜀𝑠𝑠
3
2⁄ √𝑐 (3.9) 

where M is the mean orientation factor (3.06 for FCC solids such as the primary rocksalt phase), 

εss is a structural parameter that factors in changes in lattice parameter and shear modulus, and c is 

solute concentration, expressed in atomic fraction. The strengthening increment values predicted 

by Eqn. 3.9 are listed and compared to the experimentally measured increment values, as shown 

in Table 3.4. The predicted and experimental strengthening increment values are within an order 

of magnitude of each other. Thus, we propose that changes in cation-dislocation interaction 

energies caused by changes in composition lead to solid-solution strengthening, which contributes 

to the observed changes in hardness of the single-phase samples as a function of composition.  

Table 3.4: Predicted and experimental strengthening increment values for solid-solution 

strengthening of single-phase TM-ESOs. The increment values represent the change in hardness 

from the baseline equimolar composition. 

TM-ESO Composition  
Predicted Increment 

(MPa) 

Experimental Increment 

(MPa) 

Cu-deficient  -830 -1600 

Co-deficient 410 612 

 

     In addition to the elastic effect described above, there is an additional chemical effect caused 

by changes in energy associated with cation-cation interactions, which correlate with changes in 

elastic modulus [148]. This energy depends on the crystallographic configuration (i.e., nearest 

neighbors). As the composition changes, crystallographic configurations change, causing bond 

lengths, and thus, bond energies, to change accordingly. The elastic modulus is strongly associated 

with bond energy, which can be approximated through bond length [149]. A longer bond length 

corresponds to a lower bond energy, and vice versa. In the case of a crystalline random solid 
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solution such as the TM-ESO, the bond length can be approximated by lattice parameter. We used 

lattice parameters estimated by Rietveld refinement to analyze the changes in the 

room-temperature elastic modulus for the single-phase equimolar, Co-deficient, and Cu-deficient 

TM-ESO compositions, as listed in Table 3.5. The elastic modulus increases as the lattice 

parameter decreases, indicating that a chemical effect contributes to the changes in elastic modulus 

values as a function of composition observed for the single-phase samples. 

Table 3.5: Room-temperature elastic modulus values and corresponding lattice parameters for single-

phase equimolar, Co-deficient, and Cu-deficient TM-ESO. 

TM-ESO Composition Elastic Modulus (GPa) Lattice Parameter (Å) 

Equimolar 140 4.2326 

Co-deficient 160 4.2312 

Cu-deficient 170 4.2307 

3.5 Summary 

     The influence of the entropic phase transformation on the room-temperature mechanical 

behavior of multiphase TM-ESOs was investigated. Single-phase equimolar samples were 

prepared through conventional sintering and were heat treated to form Cu-rich tenorite and Co-rich 

spinel secondary phases. Single-phase Co-deficient and Cu-deficient compositions were also 

prepared and heat treated to isolate the Cu-rich tenorite and Co-rich spinel secondary phases, 

respectively, and to study the influence of these secondary phases on mechanical behavior 

independent of one another. SEM, EDS, and XRD were used to characterize the secondary phase 

composition, morphology, and distribution in multiphase TM-ESO samples. STEM was used to 

study how dislocations interact with secondary phase particles inside and outside the deformation 

zone in multiphase equimolar TM-ESO. Hardness and elastic modulus were measured at room 

temperature with microindentation and nanoindentation, respectively. The key findings of this 

investigation are as follows:  
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1. Equimolar and Co-deficient samples experience an increase in room-temperature hardness 

after 2 hr of heat treatment and a decrease in hardness after 12 hr of heat treatment. This 

change in hardness is attributed to a switch in the controlling strengthening mechanism 

from modulus hardening to Orowan hardening as the Cu-rich tenorite secondary phase 

particles grow and coarsen.  

2. Cu-deficient samples experience a gradual increase in room-temperature hardness from 2 

hr to 12 hr of heat treatment, due to a change in the controlling strengthening mechanism 

from coherency hardening to modulus hardening. This change is attributed to the formation 

of Co-rich spinel secondary phase particles through the nucleation of nanoparticle 

precursor phases and eventual transformation into secondary phase particles.  

3. The amount of secondary phase influences the room-temperature elastic modulus of 

TM-ESO, similar to conventional composite materials.  

4. Changing the composition influences the room-temperature hardness and elastic modulus 

of single-phase TM-ESO due to changes in cation-dislocation and cation-cation interaction 

energies, respectively.  

     Overall, the entropic phase transformation, which controls the formation of secondary phases, 

influences the room-temperature mechanical behavior of TM-ESOs. The interactions between 

dislocations and secondary phase particles play a significant role in the hardness of TM-ESOs. Our 

analysis of hardness trends indicates that the mechanical behavior of single-phase and multiphase 

TM-ESO is influenced by solid-solution and precipitation strengthening mechanisms, respectively. 

Additionally, lattice parameter and cation configuration within the crystal structure influence the 

elastic modulus of single-phase and multiphase TM-ESOs, respectively. As the phase 



70 
 

transformation of TM-ESOs is reversible, this study shows that the microstructure can be 

manipulated to tailor the mechanical behavior of TM-ESOs through simple heat treatment.  
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Chapter 4: High-temperature deformation behavior of entropy stabilized oxides 

4.1 Background 

     At elevated temperatures, crystalline materials exhibit different mechanical behavior than at 

lower temperatures. To design for use of materials in high-temperature applications, such as 

thermal barrier coatings or gas turbine engines, their mechanical behavior in such environments 

must be well understood. Materials often exhibit time-dependent deformation at high temperatures, 

otherwise known as creep. There are several mechanisms for creep, such as Nabarro-Herring creep, 

Coble creep, and solute-drag creep. Nabarro-Herring creep is achieved through diffusional mass 

transport that is driven by a vacancy concentration gradient. Vacancies typically diffuse from areas 

of high chemical potential to areas of low chemical potential [15]. Nabarro-Herring creep typically 

dominates at low stress levels and higher temperatures, and results in a change in grain shape, as 

shown in Fig. 4.1 [15].  

 

Figure 4.1: Schematic illustrating a) diffusion of vacancies in Nabarro-Herring creep, and b) the resultant 

grain shape change [15]. 
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Coble creep is also achieved through diffusional mass transport driven by a vacancy concentration 

gradient, but occurs by diffusion along grain boundaries, as shown in Fig. 4.2 [15]. Coble creep is 

typically followed by grain boundary sliding, and typically dominates at smaller grain sizes [15].  

 

Figure 4.2: Schematic illustrating Coble creep, showing a) four grains prior to Coble creep, b) the shape 

change of grains in one dimension followed by void formation between grains, and c) the movement of 

grains by grain boundary sliding [15]. 

Solute-drag creep is a result of a size misfit between solute atoms and edge dislocations. At high 

temperatures, when solutes are mobile, they “drag” the dislocations with them. The amount of drag 

depends on the misfit parameter, solute diffusivity, and solute atom concentration [15].  

     In addition to creep, a phenomenon known as superplasticity can occur at high temperatures. 

Superplasticity is a mechanical phenomenon where tensile specimens are capable of elongations 

on the order of hundreds to thousands percent [150]. Superplastic deformation has many potential 

applications, such as net shape forming and improved recyclability of materials [150]. 

Superplasticity is more readily observed in metals and alloy systems but can also occur in ceramics. 
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In 1986, Wakai et al. demonstrated that yttria-stabilized zirconia (YSZ) could be elongated to more 

than 100% in length at high temperatures, as shown in Fig. 4.3 [151].  

 

Figure 4.3: Superplastically elongated specimen of yttria-stabilized zirconia, deformed at 1450 °C [151]. 

Superplastic net shaping of ceramics has also been achieved, as shown in Fig. 4.4 [152].  
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Figure 4.4: Examples of superplastic net-shaped domes of Al3+-doped yttria-stabilized zirconia [152]. 

     The mechanism for superplastic deformation is commonly attributed to grain boundary sliding 

(GBS), accommodated by diffusion, as proposed by Gifkins and illustrated in Fig. 4.5 [153].  

 

Figure 4.5: Specimen elongation by grain boundary sliding and accommodating of movement of grains 

from one layer to the next – “emerging grains”. (a) After a small amount of deformation, a small, narrow 

fissure forms; (b) the gap is enlarged and filled by an emerging grain; (c) the grain boundary network 

adjusts to maintain correct dihedral angles [153]. 

In this model, as grains slide past one another, a fissure opens, where a grain from the next lower 

layer slides up to fill that spot. After the grains slide past one another, diffusion occurs at the grain 
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boundaries and they become curved to maintain dihedral angles, as illustrated in Fig. 4.5c. In an 

ideal scenario, superplastic deformation is described with the following equation [152]:  

𝜀̇ = 𝐴𝜎𝑛𝑑−𝑝𝑒(
−𝑄

𝑅𝑇⁄ )
 (4.1) 

where 𝜀̇ is strain rate, A is a material constant, σ is applied stress, n is the stress exponent, d is grain 

size, p is grain size sensitivity, Q is activation energy, T is temperature during deformation, and R 

is the universal gas constant. Eqn. 4.1 highlights significant relationships in superplastic 

deformation. Firstly, as grain size decreases, the strain rate increases. Additionally, a decrease in 

activation energy or an increase in forming temperature also correspond to an increase in the strain 

rate. The stress exponent n is the inverse of strain rate sensitivity, m, and can be used to quantify a 

material’s resistance to strain localization. Ceramics are considered superplastic at stress exponent 

values ≤ 3 [152].  

     The entropic phase transformation in TM-ESOs has several significant features, including 

reversibility, a wide temperature range, and a dependence on starting microstructure [103, 110]. 

The reversible phase transformation may allow for reliable, cyclic forming of TM-ESO. The wide 

temperature range may allow for more controlled forming to achieve desired microstructures. 

Although the room-temperature mechanical properties of single-phase and multiphase TM-ESO 

have been investigated (see Chapter 3 and references [127, 154–156]), their high-temperature 

mechanical behavior has not been analyzed. The objectives of the experiments described in this 

chapter are to understand the mechanisms for high-temperature deformation of TM-ESO, and to 

elucidate the role that microstructure and phase composition play in controlling these deformation 

mechanisms.  
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4.2 Experimental methods 

4.2.1 Synthesis of pre-deformation TM-ESO samples 

     Equimolar TM-ESO samples were fabricated through solid-state synthesis. Samples were 

prepared with a range of grain sizes (coarse, fine, and nanocrystalline) and phase states 

(single-phase, intermediate multiphase, and multiphase), as described below. 

     For the coarse-grained (target grain size of ~20 μm) and fine-grained (target grain size of ~1 

μm) samples, the following procedures were used. The five binary oxide powders of CoO (50 nm, 

99.7 wt% purity), CuO (25 – 55 nm, 99.95%), MgO (50 nm, 99.95%), NiO (18 nm, 99.98%), and 

ZnO (18 nm, 99.95%) (US Research Nanomaterials, Houston, TX, USA) were blended in 

equimolar amounts in a mortar and pestle. The blended powders were placed in a jar with isopropyl 

alcohol and ball milled for 12 hr to refine the powders. The powder slurry was extracted from the 

jar and boiled at 100 °C for 12 hr to evaporate the isopropyl alcohol. The dried powder was ground 

in a mortar and pestle to remove agglomerates. Spark plasma sintering (SPS) was used to 

consolidate cylindrical samples that were approximately 14 mm in diameter and 2 mm in height. 

Two different sintering routes were used to achieve two different grain sizes. For the fine-grained 

samples, the powder was heated at 900 °C for 10 minutes with a heating rate of 200 °C/min in the 

SPS. For the coarse-grained samples, the powder was first consolidated in the SPS with the same 

method, then conventionally sintered in an elevator furnace at 1100 °C for 12 hr and quenched in 

air. Both processing routes yielded samples that were fully dense and single-phase. Fine-grained 

samples were heat treated at 700 °C for 2 hr and 12 hr to create intermediate multiphase and 

multiphase samples, respectively. Coarse-grained samples were heat treated at 700 °C for 12 hr to 

create multiphase samples.  
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     To produce nanocrystalline samples, the five binary oxide powders were first blended with a 

mortar and pestle. The powders were then placed in a Pulverisette 7 planetary ball mill (PBM, 

Fritsch, Idar-Oberstein, Germany) with isopropyl alcohol, and milled for 3 hr. The powder slurry 

was extracted from the PBM jar and boiled at 100 °C to evaporate the isopropyl alcohol. The dried 

powder was reacted in an elevator furnace at 900 °C for 20 min to create a powder that was 

uniformly single-phase. The powder was once again milled in the PBM for 12 hr and flash boiled 

at 100 °C. The nanocrystalline samples were consolidated through SPS to create cylindrical 

samples that were 14 mm in diameter and 2 mm in height. To achieve a nanocrystalline grain size 

of approximately 500 nm, the samples were heated at 700 °C for 10 min with a heating rate of 200 

°C in the SPS. Table 4.1 summarizes the different samples prepared for high-temperature 

compression tests.  

Table 4.1: TM-ESO samples for high-temperature compression tests 

Sample ID Grain size Phase state Tenorite (at %) Spinel (at %) 

A  Nanocrystalline Single-phase 0 0 

B Fine-grained Single-phase 0 0 

C Fine-grained Intermediate multiphase 6 6 

D Fine-grained Multiphase 14 10 

E Coarse-grained Single-phase 0 0 

F Coarse-grained Multiphase 14 10 

4.2.2 High-temperature compression experiments 

     To carry out high-temperature compression experiments, a custom-built high-temperature 

mechanical testing system was constructed inside an Instron load frame. Custom compression rods 

were machined out of Inconel 718. A clamshell furnace was used to heat the samples, and the 

compression rods and Instron load frame were kept cool through two water-cooled adapters that 

attached to the compression rods. A thermocouple was inserted into the center of the furnace to 
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track the temperature during the compression experiments. The custom high-temperature 

mechanical testing system is shown in Fig. 4.6.  

 

Figure 4.6: Photographs of the custom-built high-temperature mechanical testing system: a) The system at 

room temperature being prepared for an experiment; b) The system during an experiment at 700 °C. Note 

the thermocouple inserted into the furnace.  

     Single-phase and multiphase samples were each compressed at fixed deformation temperatures 

ranging from 600 °C to 850 °C in 50 °C increments at loads of 13, 20, and 31 N (with the exception 

of Sample A, which was deformed at temperatures up to 700 °C to avoid grain growth at high 

temperatures). Samples were held at each load for 10 min. The samples were deformed 

continuously with increasing loads to generate a strain-time curve for each compression 

experiment, as shown in Fig. 4.7a.  The curves generated during each compression experiment can 

be found in Appendix B.  
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Figure 4.7: a) A representative true strain vs. time graph that was generated during high-temperature 

compression experiments; b) A representative plot of ln(σ) vs. ln(𝜀̇) that was used to generate the 

stress exponent n. The line represents the linear best fit from which the slope was extracted. 

For each experiment, strain rates were measured for each load and used to calculate the stress 

exponent. Measured strain rates can be found in Appendix B. As deformation temperature and 

grain size were held constant for each set of high-temperature compression experiments, Eqn. 4.1 

can be simplified as follows to calculate the stress exponent [150]: 

𝜀̇ = 𝐴𝜎𝑛 (4.2) 

where 𝜀̇ is the strain rate, A is a constant, σ is the applied stress, and n is the stress exponent. Values 

of n ≤ 3 indicate superplastic deformation, while n < 1 indicates viscous-like flow. Evaluation of 

n is critical for determining the nature of the deformation behavior and whether a material deforms 

superplastically. The stress exponent was calculated by taking the slope of ln(𝜀̇) vs ln(σ), as shown 

in Fig. 4.7b.  

4.2.3 Characterization of grain size and secondary phases 

     Samples B, C, and D were characterized with SEM, XRD, and EDS before and after 

deformation at 700 °C. The deformation temperature of 700 °C was selected for characterization 
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as that is the temperature at which the highest amount of secondary phase is expected to form for 

TM-ESO. The fine-grained samples were selected for characterization because the secondary 

phase formation has not been previously studied in detail for this grain size, whereas for 

nanocrystalline and coarse-grained samples, secondary phase composition, crystal structure, 

concentration, and morphology have been previously well documented (see Chapter 3, and 

references [110, 112, 156, 157]).  

     SEM was used to observe fracture surfaces of the samples to understand how deformation 

affected the grain morphology. Fracture surfaces were prepared for SEM analysis by sputter 

coating with 3 nm of iridium using an ACE600 sputter coating machine (Leica Microsystems, 

Wetzlar, Germany). The fracture surfaces were imaged with a Magellan 400 XHR SEM (FEI, 

Hillsboro, OR, USA), using an accelerating voltage of 5 kV and a current of 50 pA. The average 

grain size was calculated from the fracture surface micrographs by measuring the diameter of 

approximately 250 grains with the FIJI/ImageJ software [62].  

     XRD and Rietveld refinement were used to determine if a phase transformation occurred during 

high-temperature deformation, and how much secondary phase formed during the 

high-temperature deformation experiments. XRD was performed with a SmartLab X-ray 

Diffractometer (Rigaku, Tokyo, Japan), with a 2θ range of 30° to 80°. Rietveld refinement was 

performed on the acquired XRD data using the Maud software [131] to estimate the relative atomic 

fraction of the primary rocksalt, Cu-rich tenorite, and Co-rich spinel phases for each test condition.  

     EDS mapping was used to observe the morphology of the secondary phases in the fine-grained 

TM-ESO before and after high-temperature deformation. Samples were prepared for EDS analysis 

by polishing with 800 grit and 1200 grit SiC pads (Allied High-Tech Products, Inc; Compton, CA, 

USA), then with 6 μm and 1 μm diamond suspensions (PACE Technologies, Tucson, AZ, USA). 
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The polished samples were mounted onto SEM stubs with colloidal silver paste (Ted Pella Inc., 

Redding, CA, USA) and sputter coated with 3 nm of iridium. EDS was performed in a GAIA 

SEM-FIB microscope (Tescan, Brno, Czechia) using a silicon drift detector with an area of 150 

mm2 (Oxford Instruments, Abingdon, UK). A working distance of 5 mm and an accelerating 

voltage of 5 kV were used.  

4.3 Results  

4.3.1 Microstructure and secondary phase evolution 

     Samples B – D all experienced negligible grain growth during high-temperature deformation 

at 700 °C, as seen in Fig. 4.8, with average grain sizes ranging from 0.9 to 1.3 μm before 

deformation, and from 1.2 to 1.5 μm after deformation. Additionally, the grains maintained an 

equiaxed microstructure both before and after deformation.  

 

Figure 4.8: Fracture surfaces and grain size for fine-grained samples: (a) – (b) Sample B before and after 

deformation, (c) – (d) Sample C before and after deformation, and (e) – (f) Sample D before and after 

deformation. The insets are histograms of the grain size distribution for each sample, ranging from 0.6 μm 

to 2.2 μm, with counts up to 80. The samples were deformed at 700 °C.  

     XRD results, shown in Fig. 4.9, indicate that some phase transformation does occur during the 

high-temperature deformation process. For Sample B, Cu-rich tenorite forms during 
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high-temperature deformation. For Sample C, more Cu-rich tenorite formed during high-

temperature deformation. For Sample D, additional Cu-rich tenorite and Co-rich spinel formed 

during high-temperature deformation as indicated by the increase in prominence and additional 

formation of peaks. In previous literature, it has been assumed that the maximum amount of 

secondary phase forms after 12 hr of heat treatment [110]. Notably, additional secondary phases 

formed when a load was applied to Sample D at elevated temperatures, as shown in Fig. 4.9. 

Rietveld refinement results shown in Table 4.2 support the findings in Fig. 4.9. This formation of 

additional secondary phase(s) under an applied load is significant because the mechanical behavior 

of TM-ESO could potentially change as the phase transformation occurs when used in 

high-pressure, high-temperature applications.  

 

Figure 4.9: XRD results for fine-grained TM-ESO samples that were: a) single-phase (Sample B), 

b) heat-treated for 2 hr (Sample C), and c) heat-treated for 12 hr (Sample D), both before and after 

high-temperature deformation (deformation temperature of 700 °C). In all plots, the bottom black spectra 

represent the pre-deformed condition, and the top red spectra represent the post-deformed condition. 

Table 4.2: Rietveld refinement results for atomic fraction of secondary phases that formed in fine-grained 

TM-ESO (Samples B, C, and D) before and after deformation at 700 °C.  

Sample ID Cu-rich Tenorite (at %) Co-rich Spinel (at %) 

Pre-deformation Post-deformation Pre-deformation Post-deformation 

B 0 2 0 0 

C 6 7 6 6 

D 14 16 10 11 
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     As shown in the EDS maps in Fig. 4.10, in the fine-grained TM-ESO samples, the Cu-rich 

tenorite secondary phase forms a layer around the grains at the grain boundaries. In contrast, in the 

coarse-grained samples, the Cu-rich tenorite secondary phase forms as needles in the grain and at 

the grain boundary, as shown previously in Chapter 3 (see Fig. 3.3). In nanocrystalline samples, 

the Cu-rich tenorite secondary phase encompasses entire grains [110]. 

 

Figure 4.10: Secondary electron images and Cu-EDS maps of fine-grained samples: (a) – (b) Sample C 

before deformation, (c) – (d) Sample C after deformation, (e) – (f) Sample D before deformation, and 

(g) – (h) Sample D after deformation. All samples were deformed at 700 °C.   

4.3.2 Stress exponent calculations 

     The calculated stress exponent values for Samples A–F, after high-temperature deformation 

testing at select temperatures in the range of 600 °C to 850 °C are shown in Fig. 4.11.  
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Figure 4.11: Calculated stress exponent values for nanocrystalline (Sample A), fine-grained (Samples B, 

C, and D), and coarse-grained (Samples E and F) samples deformed over a range of temperatures.  

     The calculated stress exponents for fine-grained materials, Sample B (single-phase) and Sample 

D (multiphase), after high-temperature deformation at select temperatures in the range of 600 °C 

and 850 °C are shown in Fig. 4.12. The stress exponent values shown in Fig. 4.12 fall below 0.4, 

indicating superplastic deformation with viscous-like flow [158]. 
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Figure 4.12: Calculated stress exponent values for fine-grained TM-ESOs (Samples B and D) deformed 

over a range of deformation temperatures.  

The calculated stress exponent values for coarse-grained materials, Sample E (single-phase) and 

Sample F (multiphase), after high-temperature deformation at select temperatures in the range of 

600 °C to 850 °C are shown in Fig. 4.13. 
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Figure 4.13: Stress exponent values calculated for coarse-grained TM-ESO (Samples E and F). The graph 

has been split into two deformation temperature regimes: low temperature (ranging from 600 – 700 °C), 

and high temperature (ranging from 750 – 850 °C).  

Overall, the stress-exponent values shown in Fig. 4.13 are less than 2, indicating superplastic 

deformation. Notably, the stress exponent values differ from the low-temperature regime to the 

high-temperature regime. It is also noted that the-coarse-grained TM-ESOs have higher overall 

stress exponent values (Fig. 4.13) than the fine-grained TM-ESOs (Fig. 4.12). 

4.4 Discussion 

     As shown in Fig. 4.11, the results for Sample A (nanocrystalline) closely resemble those for 

Sample B. Additionally, Sample A was only tested at 3 temperatures, and its grain size sensitivity 

is very similar to those for Samples B, C, and D (Fig. B.4 in Appendix B). To simplify analysis 

and explanation of possible high-temperature deformation mechanisms, and given its similarity in 



87 
 

behavior to Sample B, Sample A is excluded from the following discussion. Sample C, with an 

intermediate concentration of secondary phases, is also excluded to simplify the comparison 

between single-phase and multiphase samples. Thus, the samples discussed below are Sample B 

(fine-grained, single-phase), Sample D (fine-grained, multiphase), Sample E (coarse-grained, 

single-phase), and Sample F (coarse-grained, multiphase). The following discussion is also limited 

to the stress exponent. Analysis of variables such as activation energy and grain size sensitivity 

can be found in Appendix B, as well as data from additional experiments at higher load and for 

longer times, which were deemed outside the scope of this analysis.  

4.4.1 High-temperature deformation of fine-grained TM-ESO  

     As shown in Fig. 4.9, the lack of grain growth and change in grain shape in fine-grained 

TM-ESO indicate that creep mechanisms like Nabarro-Herring creep and Coble creep do not take 

place during the deformation of fine-grained TM-ESO, as both mechanisms involve a change in 

the grain shape [15]. Thus, the dominant mechanism for deformation in the fine-grained TM-ESO 

appears to be grain boundary sliding, leading to the superplastic deformation indicated by the low 

stress exponent values. Sample D has slightly higher stress exponents than Sample B (greater by 

approximately 0.02 across the range of deformation temperatures), likely due to the presence of 

secondary phases at the grain boundaries [159–161]. For Samples B and D, there is a slight 

decrease in stress exponent as the deformation temperature increases. The slight decrease in stress 

exponent with the increase in deformation temperature is likely due to an enhancement in grain 

boundary sliding at the deformation temperature increases [158]. Lastly, the stress exponents for 

fine-grained samples (Fig. 412) are smaller than those of the coarse-grained samples in the 

low-temperature regime (Fig. 4.13). This is likely because as grain size decreases, grain boundary 

sliding is enhanced due to the presence of overall greater grain boundary area [158].  
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4.4.2 High-temperature deformation of coarse-grained TM-ESO 

     In the low-temperature regime, Sample F has higher stress exponent values than Sample E. The 

increase in stress exponent in the multiphase sample is likely due to the presence of secondary 

phase particles at the grain boundary. Dupuy et al. has previously shown with FIB-tomography 

that in coarse-grained TM-ESOs, Cu-rich tenorite and Co-rich spinel secondary phases form 

networks of needles and platelets at grain boundaries, as shown in Fig. 4.14 [157].  

 

Figure 4.14: FIB-tomography results showing secondary phase particles in coarse-grained TM-ESOs. The 

red particles represent the Cu-rich tenorite, and the green particles represent the Co-rich spinel. The 

section on the right highlight in the red box indicates the secondary phase morphology in the grain 

boundary. Figure adapted from [157] 
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The presence of secondary phases at the grain boundaries of the coarse-grained TM-ESO likely 

causes a grain boundary pinning mechanism. Grain boundary pinning is a phenomenon where 

precipitates or particles at grain boundaries can pin them, effectively inhibiting their motion [162]. 

The pinning effect can prevent grain growth from occurring and inhibit grain boundary sliding. 

There are two mechanisms for how grain boundary pinning can occur. The first is a pass-through 

mechanism, where the grain boundary goes directly through the particle [163]. The second is an 

enveloping mechanism, where the grain boundary bends around and envelops the particle, 

eventually bypassing it [164]. Both mechanisms require an energy contribution for the grain 

boundary to bypass the particle.  

     There is a limit to the effectiveness of particles at pinning grain boundaries. Typically, the larger 

the particle, the less effective it is at pinning grain boundaries. Past a critical particle size, the 

particle will no longer be able to pin the grain boundaries. The critical particle size can be 

determined with the following equation [165]:  

𝑟 =
𝐷 ∙ 𝑓

1
3⁄

3.6
 (4.3) 

where r is the size of secondary phase particles, D is the average grain size, and f is the volume 

fraction of secondary phase. For a grain size of 20 μm, the rtenorite is approximately 2.9 μm, and 

rspinel is approximately 2.6 μm. The particle radius of both Cu-rich tenorite and Co-rich spinel in 

coarse-grained TM-ESO are on the order of 0.5 – 1 μm and 0.3 μm, respectively [110, 112]. Both 

particle radius values fall below the critical particle radius for their respective secondary phases, 

indicating that they should be effective in pinning grain boundaries in coarse-grained TM-ESO, 

thereby limiting grain boundary sliding and causing an increase in the stress exponent values.  

     Although Sample D has slightly higher stress exponent values than Sample B, the difference 

between the stress exponent values for Samples E and F is more exaggerated. This difference in 
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stress exponent between fine-grained and coarse-grained samples is likely because the secondary 

phases take on discrete particle shapes in the coarse-grained samples, instead of forming layers at 

the grain boundaries, as observed in the fine-grained samples.  

     In the high-temperature regime shown in Fig. 4.13, the stress exponent values for both Samples 

E and F drop to below 0.4 and remain constant, in a state very similar to that for the stress exponent 

values of Samples B and D. At these higher deformation temperatures, it is likely that a creep 

mechanism is activated, assisting the grain boundary sliding. Two creep mechanisms were 

considered: Nabarro-Herring creep (which is common at high temperatures), and solute-drag creep 

(which is caused by dislocation motion) [15]. The strain rate for each creep mechanism was 

calculated and compared to the strain rates of 10-6 – 10-5 s-1 that were measured for the 

coarse-grained TM-ESOs in the high-temperature regime. Strain rates of 10-6 – 10-5 measured for 

TM-ESOs under high-temperature compression are on the same order of magnitude as those for 

Al2O3 [166], YSZ [166], and MgO [167] deformed under similar conditions. The following 

equation was used to calculate the strain rate 𝜀𝑁̇𝐻 for Nabarro-Herring creep [15]: 

𝜀𝑁̇𝐻 = 𝐴𝑁𝐻 (
𝐷𝐿
𝑑2
) (

𝜎𝛺

𝑘𝑇
) (4.4)  

where ANH is a constant, DL is the diffusivity coefficient (m2/s), d is grain size (m), σ is load (J/m3), 

Ω is atomic volume (m3/mol), k is the Boltzmann’s constant (J/mol∙K), and T is deformation 

temperature (K). The strain rates calculated for Nabarro-Herring creep are on the order of 

10-8 -10-7 s-1. The following equation was used to calculate strain rate 𝜀𝑆̇𝐷 for solute-drag 

creep [15]: 

𝜀𝑆̇𝐷 = 𝐴𝑆𝐷 (
𝐷𝑠𝑜𝑙
𝑏2

) (
𝜎𝛺

𝑘𝑇
) (

𝜎

𝐺
)
2

 (4.5) 
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where ASD is a constant, Dsol is a diffusivity coefficient (m2/s), b is the Burger’s vector (m), and G 

is the shear modulus (J/m3). The strain rates calculated for solute-drag creep were on the order of 

10-6 – 10-5 s-1, which roughly matches the strain rates measured for coarse-grained TM-ESOs in 

the high-temperature regime (Fig. 4.13) and other oxide ceramics [166, 167]. Given the significant 

dislocation activity that occurs in coarse-grained TM-ESOs (see Chapter 3, and references [127, 

154–156]), it is likely that during high-temperature deformation of coarse-grained TM-ESOs in 

the high-temperature regime, solute-drag creep is activated and accommodates grain boundary 

sliding that is otherwise inhibited by grain boundary pinning by secondary phase particles [127].  

4.4 Summary 

     The influence of deformation temperature, microstructure, and phase state on the high-

temperature deformation of TM-ESO was investigated. Single-phase and multiphase fine-grained 

and coarse-grained TM-ESO samples were prepared through spark plasma sintering and heat 

treatment. High-temperature compression experiments were conducted with applied loads of 13 

N, 20 N, and 31 N at fixed deformation temperatures ranging from 600 °C to 850 °C in 50 °C 

increments. XRD, SEM, and EDS were used to analyze the microstructure and phase composition 

of fine-grained single-phase and multiphase TM-ESOs before deformation, and after deformation 

at 700 °C. Stress exponents were extracted from the strain-time curves that were generated during 

high-temperature deformation experiments. The key findings of this investigation are as follows:  

1. During high-temperature compression of fine-grained TM-ESOs, grain size and 

morphology do not change, yet additional formation of secondary phases is observed.  

2. The secondary phase in fine-grained TM-ESO forms a layer around the grain, as opposed 

to discrete particles within the particle, and in the grain boundaries in coarse-grained 

TM-ESO.  
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3. The single-phase and multiphase fine-grained TM-ESO samples had stress exponent values 

in the range between 0.1 and 0.4, with a slight decrease in stress exponent value as the 

deformation temperature increased, likely due to an enhancement in grain boundary 

sliding. The low stress exponent values indicate superplastic deformation.  

4. At lower deformation temperatures (e.g., between 600 °C and 700 °C), the multiphase 

TM-ESO had stress exponent values between 0.7 and 1.8, and the single-phase TM-ESO 

had stress exponent values between 0.5 and 0.8. The increase in stress exponent value with 

the presence of secondary phases is likely due to grain boundary pinning by secondary 

phase particles at the grain boundary, which inhibits grain boundary sliding.  

5. At higher deformation temperatures (e.g., between 750 °C and 850 °C), the multiphase and 

single-phase TM-ESO stress exponent values decrease and remain relatively constant, 

likely due to the activation of solute-drag creep.  

Fine-grained TM-ESOs deform superplastically across a wide temperature range. In 

coarse-grained TM-ESOs, secondary phases can be used to pin grain boundaries and inhibit 

deformation of the TM-ESOs up to a certain temperature. Overall, this work demonstrates that the 

microstructure and phase composition can be manipulated to control the high-temperature 

deformation behavior of TM-ESOs. 
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Chapter 5: Conclusions and recommendations for future work 

     The experiments summarized in this dissertation demonstrate that unconventional methods of 

designing microstructures can be used to tailor the mechanical behavior of polycrystalline metal 

and ceramic materials to control their mechanical deformation behavior. Each chapter is 

summarized below, along with recommendations for future work.  

5.1 Conclusions to Chapter 2 

     The effects of ultrasonic vibration (UV) on melt pool evolution in directed energy deposition 

(DED) of 316L stainless steel single-tracks and cubes were explored. For the first time, in situ 

high-speed imaging was utilized to analyze particle collisions with the melt pool surface for 

ultrasonic vibration-assisted (UV-A) and non-UV-A single-track depositions. In situ thermal 

imaging was also used to track the melt pool thermal profiles during UV-A and non-UV-A 

deposition of higher layers in bulk cubic samples. The use of in situ imaging techniques allowed 

for the collection of robust quantitative data, which were key to elucidating the effects of UV on 

the thermal and spatial evolution of the melt pool during UV-A DED. Using optical microscopy, 

SEM, and EBSD, the microstructures and porosity in the as-built bulk samples were extensively 

characterized. The specific findings of this investigation are as follows:  

1. An increase in melt pool temperature and dimensions were observed during UV-A DED 

due to the combined effects of acoustic cavitation, ultrasound absorption, and acoustic 

streaming.  

2. The particle residence time on the melt pool surface was reduced by approximately half, 

and wettability of injected particles into the melt pool surface improved, due to a decrease 

in surface tension caused by UV.  
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3. The cooling rate increases and dendritic arm spacing decreases during UV-A DED because 

of enhanced mixing in the melt pool caused by acoustic streaming.  

4. Fewer lack-of-fusion pores were observed in UV-A cube samples because of an increase 

in melt pool dimensions and temperature. However, residual nanoscale acoustic cavitation 

bubbles are trapped as gas pores at grain boundaries during solidification.  

5. An equiaxed-to-columnar grain transition is observed in UV-A cube samples because 

effects of UV on the melt pool diminish as the build height increases due to the attenuation 

of ultrasonic waves over an increasing wave propagation distance.  

     Overall, the findings indicate that the application of UV impacts the melt pool such that it 

solidifies with refined microstructures and fewer defects during DED processing. However, the 

UV effects diminish with build height. In the future, these limitations must be considered, as large 

or complex geometries may reduce the propagation of ultrasonic waves into the melt pool. A means 

of keeping the wave amplitude constant should be considered, either by tuning the wave frequency 

in situ, or by applying UV with a top-down approach.   

5.2 Conclusions to Chapter 3 

     The influence of the entropic phase transformation on the room-temperature mechanical 

behavior of multiphase transition metal entropy stabilized oxides (TM-ESOs) was investigated. 

Single-phase equimolar samples were prepared through conventional sintering and were heat 

treated to form Cu-rich tenorite and Co-rich spinel secondary phases. Single-phase Co-deficient 

and Cu-deficient compositions were also prepared and heat treated to isolate the Cu-rich tenorite 

and Co-rich spinel secondary phases, respectively, and to study the influence of these secondary 

phases on mechanical behavior independent of one another. Scanning electron microscopy (SEM), 

energy dispersive spectroscopy (EDS), and X-ray diffraction (XRD) were used to characterize the 
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secondary phase composition, morphology, and distribution in multiphase TM-ESO samples. 

STEM was used to study how dislocations interact with secondary phase particles inside and 

outside the deformation zone in multiphase equimolar TM-ESO. Hardness and elastic modulus 

were measured at room temperature with microindentation and nanoindentation, respectively. The 

key findings of this investigation are as follows:  

1. Equimolar and Co-deficient samples experience an increase in room-temperature hardness 

after 2 hours of heat treatment and a decrease in hardness after 12 hours of heat treatment. 

This change in hardness is attributed to a switch in the controlling strengthening 

mechanism from modulus hardening to Orowan hardening as the Cu-rich tenorite 

secondary phase particles grow and coarsen.  

2. Cu-deficient samples experience a gradual increase in room-temperature hardness from 2 

hours to 12 hours of heat treatment, due to a change in the controlling strengthening 

mechanism from coherency hardening to modulus hardening. This change is attributed to 

the formation of Co-rich spinel secondary phase particles through the nucleation of 

nanoparticle precursor phases and eventual transformation into secondary phase particles.  

3. The amount of secondary phase influences the room-temperature elastic modulus of 

TM-ESO, similar to conventional composite materials.  

4. Changing the composition influences the room-temperature hardness and elastic modulus 

of single-phase TM-ESO due to changes in cation-dislocation and cation-cation interaction 

energies, respectively.  

     Overall, the entropic phase transformation, which controls the formation of secondary phases, 

influences the room-temperature mechanical behavior of TM-ESOs. The interactions between 

dislocations and secondary phase particles play a significant role in the hardness of TM-ESOs. Our 
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analysis of hardness trends indicates that the mechanical behavior of single-phase and multiphase 

TM-ESO is influenced by solid-solution and precipitation strengthening mechanisms, respectively. 

Additionally, lattice parameter and cation configuration within the crystal structure influence the 

elastic modulus of single-phase and multiphase TM-ESOs, respectively. As the phase 

transformation of TM-ESOs is reversible, this study shows that the microstructure can be 

manipulated to tailor the mechanical behavior of TM-ESOs through simple heat treatment.  

5.3 Conclusions to Chapter 4 

     The influence of deformation temperature, microstructure, and phase state on the high-

temperature deformation of TM-ESO was investigated. Single-phase and multiphase fine-grained 

and coarse-grained TM-ESO samples were prepared through spark plasma sintering and heat 

treatment. High-temperature compression experiments were conducted with applied loads of 13 

N, 20 N, and 31 N at fixed deformation temperatures ranging from 600 °C to 850 °C in 50 °C 

increments. XRD, SEM, and EDS were used to analyze the microstructure and phase composition 

of fine-grained single-phase and multiphase TM-ESOs before deformation, and after deformation 

at 700 °C. Stress exponents were extracted from the strain-time curves that were generated during 

high-temperature deformation experiments. The key findings of this investigation are as follows:  

1. During high-temperature compression of fine-grained TM-ESOs, grain size and morphology 

do not change, yet additional formation of secondary phases is observed.  

2. The secondary phase in fine-grained TM-ESO forms a layer around the grain, as opposed to 

discrete particles within the particle, and in the grain boundaries in coarse-grained TM-ESO.  

3. The single-phase and multiphase fine-grained TM-ESO samples had stress exponent values in 

the range between 0.1 and 0.4, with a slight decrease in stress exponent value as the 
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deformation temperature increased, likely due to an enhancement in grain boundary sliding. 

The low stress exponent values indicate superplastic deformation.  

4. At lower deformation temperatures (e.g., between 600 °C and 700 °C), the multiphase 

TM-ESO had stress exponent values between 0.7 and 1.8, and the single-phase TM-ESO had 

stress exponent values between 0.5 and 0.8. The increase in stress exponent value with the 

presence of secondary phases is likely due to grain boundary pinning by secondary phase 

particles at the grain boundary, which inhibits grain boundary sliding.  

5. At higher deformation temperatures (e.g., between 750 °C and 850 °C), the multiphase and 

single-phase TM-ESO stress exponent values decrease and remain relatively constant, likely 

due to the activation of solute-drag creep.  

Fine-grained TM-ESOs deform superplastically across a wide temperature range. In 

coarse-grained TM-ESOs, secondary phases can be used to pin grain boundaries and inhibit 

deformation of the TM-ESOs up to a certain temperature. Overall, this work demonstrates that the 

microstructure and phase composition can be manipulated to control the high-temperature 

deformation behavior of TM-ESOs. 

5.4 Recommendations for future work 

     Given the acoustic attenuation that occurs during UV-A DED of large build geometries, it is 

recommended to seek out some method of tuning the wave frequency during deposition to keep 

the amplitude constant. This could be achieved by using a different type of ultrasonic transducer, 

such as a magnetostrictive transducer, or by applying the UV from the top down.       

     Given the reversible phase transformation in TM-ESOs, there are several studies that would 

provide valuable insights to the experiments laid out in this dissertation. As the morphology of 

secondary phases is different at smaller grain sizes, it would be insightful to understand how 
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nanocrystalline TM-ESO behaves mechanically at room temperature. Additionally, it would be 

insightful to understand how modifying the composition of TM-ESO influences the kinetics of the 

phase transformation. By using atomic force microscopy (AFM), it is also possible to get 

measurements of the stiffness of individual secondary phase particles, which would be insightful 

to understanding how their presence influences the overall elastic modulus of TM-ESO.  
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Appendix A: Supplementary information for Chapter 3 

A.1 Nanoindentation load vs. depth curves 

Representative load vs. depth curves for equimolar, Co-deficient, and Cu-deficient TM-ESO in 

their as-sintered single-phase state, and heat treated for 2 and 12 hours (forming multiphase 

materials), are shown in Fig. A1. A Berkovich tip was used to apply a load of 5 mN at a load rate 

of 1 mN/s and a hold time of 2 s. Fifty measurements were taken per sample. No pop-in effects 

were observed.  

 

Figure A.1: Representative load vs. depth curves for each nanoindentation testing condition for TM-ESO. 

The columns correspond to the three heat treatment times used to prepare the samples (0 hr, 2 hr and 12 

hr), and the rows correspond to the three compositions: equimolar, Co-deficient, and Cu-deficient. 

As-sintered samples are single-phase, and heat-treated samples are multiphase, as summarized in 

Table 3.2.  
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A.2 Strengthening increment calculation parameters  

Table A.1 lists the shear modulus values by phase that were used in the strengthening increment 

calculations.  

Table A.1: Shear modulus values used for strengthening increment calculations for heat treated, 

multiphase equimolar, Co-deficient, and Cu-deficient TM-ESO samples. 

Phase Shear modulus (GPa) Reference 

Rocksalt 58 This work 

CuO Tenorite 47 [125] 

Co3O4 Spinel 85 [140] 

Tables A.2 – A.4 list relevant structural and microstructural parameters that were used in the 

strengthening increment calculations for the equimolar, Co-deficient, and Cu-deficient 

compositions for each heat treatment condition. The variables r and L are the secondary phase 

particle radius and particle spacing, respectively. The variables ap and am are the lattice parameters 

for the secondary phase particles and primary matrix phase, respectively, and b is the Burger’s 

vector of the matrix phase. The values for rtenorite and Ltenorite were measured from scanning electron 

microscope and energy dispersive spectroscopy micrographs. The values for rspinel and Lspinel were 

taken from literature [112]. The values for ftenorite, fspinel, ap,tenorite, ap,spinel, and am were extracted 

from X-ray diffraction data.  

Table A.2a: Parameters used for strengthening increment calculations for heat-treated multiphase 

equimolar TM-ESO samples.  

Heat Treatment Time (hr)  
rtenorite 

(μm) 

rspinel 

(μm) 

ftenorite 

(at. %) 

fspinel 

(at. %) 

Ltenorite 

(μm) 

Lspinel 

(μm) 

2 0.10 0.24 6 6 0.25 0.27 

12 0.09 0.24 14 10 0.74 0.27 

Table A.2b: Parameters used for strengthening increment calculations for heat-treated multiphase 

equimolar TM-ESO samples, continued.  

Heat Treatment Time (hr)  ap,tenorite (nm) ap,spinel (nm) am (nm) b (nm) 

2 0.4722 0.8103 0.423273 1.197 

12 0.4686 0.8104 0.423266 1.197 
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Table A.3: Parameters used for strengthening increment calculations for multiphase Co-deficient 

TM-ESO samples. HT stands for “heat treatment”. 

Heat Treatment 

Time (hr)  

rtenorite 

(μm) 

ftenorite 

(at. %) 

ap,tenorite 

(nm) 

am 

(nm) 

b 

(nm) 

Ltenorite 

(μm) 

2 0.09 5 0.47074 0.42302 1.196 0.37 

12 0.10 16 0.47069 0.42308 1.197 0.94 

Table A.4: Parameters used for strengthening increment calculations for multiphase Cu-deficient 

TM-ESO samples. HT stands for “heat treatment”. 

Heat Treatment 

Time (hr)  

rspinel 

(μm) 

fspinel 

(at. %) 

ap,spinel 

(nm) 

am 

(nm) 

b 

(nm) 

Lspinel 

(μm) 

2 0.004 .05 0.8009 0.4232 1.1969 0.01 

12 0.24 8 0.8101 0.4233 1.1973 0.27 
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A.3 Upper and lower bound elastic modulus of secondary phases 

Lower and upper bound elastic modulus values found in literature were used to estimate a range 

of expected elastic modulus values for equimolar, Co-deficient, and Cu-deficient TM-ESOs. The 

values used are listed in Table A.6.  

Table A.6: Lower and upper bound elastic modulus values for CuO tenorite and Co3O4 spinel phases 

Phase 
Lower Bound Elastic 

Modulus (GPa) 

Upper Bound Elastic 

Modulus (GPa) 
Reference 

CuO Tenorite 60 130 [125] 

Co3O4 Spinel 190 220 [140] 
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Appendix B: Supplementary information for Chapter 4 

B.1 Raw data from high-temperature compression experiments  

The stress-strain curves generated during the high-temperature compression experiments of 

Samples A – F are shown in Figs. B.1 – B.32. The strain rates that were extracted from each graph 

to calculate the stress exponent n for Samples A – F are summarized below in Tables B.1 – B.6. 

B.1.1 Raw data for Sample A 

 

Figure B.1: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample A conducted at 600 °C.  
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Figure B.2: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample A conducted at 650 °C.  

 

Figure B.3: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample A conducted at 700 °C.  
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Table B.1: Strain rates extracted from high-temperature compression test data for Sample A. 

Temperature (°C) 
Strain rate (s-1) 

13 MPa 20 MPa 31 MPa 

600 8.36 × 10-6 7.56 × 10-6 8.94 × 10-6 

650 4.97 × 10-6 7.06 × 10-6 9.89 × 10-6 

700 1.52 × 10-5 1.71 × 10-5 1.87 × 10-5 

B.1.2 Raw data for Sample B 

 

Figure B.4: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample B conducted at 600 °C.  
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Figure B.5: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample B conducted at 650 °C.  

 

Figure B.6: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample B conducted at 700 °C.  
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Figure B.7: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample B conducted at 750 °C.  

 

Figure B.8: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample B conducted at 800 °C.  
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Figure B.9: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample B conducted at 850 °C.  

Table B.2: Strain rates extracted from high-temperature compression test data for Sample B. 

Temperature 

(°C) 

Strain rate (s-1) 

5 MPa 9 MPa 13 MPa 20 MPa 31 MPa 

600 1.91 × 10-6 2.37 × 10-6 1.37 × 10-6 -- -- 

650 -- 1.49 × 10-5 2.66 × 10-5 2.71 × 10-5 -- 

700 -- 3.98 × 10-6 5.08 × 10-6 9.00 × 10-6 -- 

750 -- -- 1.07 × 10-5 8.57 × 10-6 9.75 × 10-6 

800 -- -- 1.95 × 10-5 7.08 × 10-6 1.22 × 10-5 

850 -- -- 1.88 × 10-5 1.88 × 10-5 1.98 × 10-5 
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B.1.3 Raw data for Sample C 

 

Figure B.10: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample C conducted at 600 °C.  

 

Figure B.11: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample C conducted at 650 °C.  
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Figure B.12: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample C conducted at 700 °C.  

 

Figure B.13: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample C conducted at 750 °C.  
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Figure B.14: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample C conducted at 800 °C.  

 

Figure B.15: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample C conducted at 850 °C.  
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Table B.3: Strain rates extracted from high-temperature compression test data for Sample C. 

Temperature (°C) 
Strain rate (s-1) 

13 MPa 20 MPa 31 MPa 

600 1.01 × 10-5 1.17 × 10-5 9.20 × 10-6 

650 3.32 × 10-6 5.36 × 10-6 5.77 × 10-6 

700 8.49 × 10-6 1.33 × 10-5 5.60 × 10-5 

750 1.40 × 10-5 8.34 × 10-6 9.24 × 10-6 

800 1.22 × 10-5 9.48 × 10-6 1.11 × 10-5 

850 1.31 × 10-5 1.33 × 10-5 1.63 × 10-5 

B.1.4 Raw data for Sample D 

 

Figure B.16: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample D conducted at 600 °C.  
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Figure B.17: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample D conducted at 650 °C.  

 

Figure B.18: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample D conducted at 700 °C.  
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Figure B.19: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample D conducted at 750 °C.  

 

Figure B.20: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample D conducted at 800 °C.  
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Figure B.21: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample D conducted at 850 °C.  

Table B.4: Strain rates extracted from high-temperature compression test data for Sample D. 

Temperature (°C) 
Strain rate (s-1) 

9 MPa 13 MPa 20 MPa 31 MPa 

600 1.02 × 10-5 5.00 × 10-6 1.29 × 10-5 -- 

650 1.57 × 10-5 6.09 × 10-6 1.86 × 10-5 -- 

700 4.70 × 10-6 6.50 × 10-6 7.78 × 10-6 -- 

750 -- 1.05 × 10-5 4.67 × 10-6 5.34 × 10-6 

800 -- 1.02 × 10-5 5.27 × 10-6 1.36 × 10-5 

850 -- 1.24 × 10-5 8.27 × 10-6 8.71 × 10-6 
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B.1.5 Raw data for Sample E 

 

Figure B.22: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample E conducted at 600 °C.  

 

Figure B.23: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample E conducted at 650 °C.  
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Figure B.24: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample E conducted at 750 °C.  

 

Figure B.25: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample E conducted at 800 °C.  
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Figure B.26: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample E conducted at 850 °C.  

Table B.5: Strain rates extracted from high-temperature compression test data for Sample E. 

Temperature (°C) 
Strain rate (s-1) 

5 MPa 9 MPa 13 MPa 20 MPa 31 MPa 

600 4.50 × 10-6 3.56 × 10-5 3.81 × 10-5 -- -- 

650 1.24 × 10-5 1.89 × 10-5 2.00 × 10-5 -- -- 

750 -- 8.20 × 10-6 1.09 × 10-5 1.31 × 10-5 -- 

800 -- 8.16 × 10-6 7.53 × 10-6 9.78 × 10-6 -- 

850  -- 1.41 × 10-5 1.89 × 10-5 2.79 × 10-5 
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B.1.6 Raw data for Sample F 

 

Figure B.27: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample F conducted at 600 °C.  

 

Figure B.28: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample F conducted at 650 °C.  
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Figure B.29: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample F conducted at 700 °C.  

 

Figure B.30: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample F conducted at 750 °C.  
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Figure B.31: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample F conducted at 800 °C.  

 

Figure B.32: Time-stress-strain curve generated during high-temperature compression experiment of 

Sample F conducted at 850 °C.  
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Table B.6: Strain rates extracted from high-temperature compression test data for Sample F. 

Temperature (°C) 
Strain rate (s-1) 

13 MPa 20 MPa 31 MPa 

600 4.42 × 10-6 9.85 × 10-6 4.86 × 10-6 

650 5.25 × 10-6 9.96 × 10-6 9.97 × 10-6 

700 4.91 × 10-6 1.19 × 10-5 5.51 × 10-6 

750 1.31 × 10-5 1.39 × 10-5 1.40 × 10-5 

800 1.20 × 10-5 6.88 × 10-6 1.27 × 10-5 

850 1.45 × 10-5 1.81 × 10-5 1.75 × 10-5 
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B.2 Activation energy 

The activation energy Q for Samples A – F (Table 4.1) were calculated using Eqn. 4.1. Activation 

energy was calculated by plotting ln(𝜀̇) versus 1 𝑇⁄  at a fixed load and taking the slope. The 

calculated activation energies are shown in Fig. B.33. 

 

Figure B.33: Calculated activation energy for nanocrystalline (Sample A), fine-grained (Samples B – D), 

and coarse-grained (Samples E and F) samples deformed at increasing loads.   
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B.3 Grain size sensitivity 

The grain size sensitivity p for Samples A – F (Table 4.1) were calculated using Eqn. 4.1. Grain 

size sensitivity was calculated by dividing ln(𝜀̇) by ln(D) at a fixed temperature. The calculated 

grain size sensitivities are shown in Fig. B.34.  

 

Figure B.34: Calculated grain size sensitivities for nanocrystalline (Sample A), fine-grained 

(Samples B – D), and coarse-grained (Samples E and F) samples deformed over a range of temperatures.  
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B.4 Long-hold, high-load experiments 

In addition to the high-temperature deformation experiments outlined in Chapter 4, additional 

deformation experiments were carried out at temperatures of 700 °C and a load of 50 MPa. 

Samples B – D (Table 4.1) were held at 50 MPa for 1.5 hr to generate a strain-time curve for each 

experiment, as shown in Fig. B.35. Strain rate results for the long-hold, high-load experiments are 

shown in Table B.7.  

 

Figure B.35: A representative true strain vs. time graph that was generated during long-hold, high-load 

experiments. 

Table B.7: Measured strain rates for long-hold high-load experiments conducted at a temperature of 700 

°C and a load of 50 MPa for Samples B – D. 

Sample ID Strain rate (s-1) 

B 1.3 × 10-5 

C 4.3 × 10-6 

D 6.7 × 10-6 
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