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Abstract 

Investigating Buried Interfaces and Liquid Carbon by Second Harmonic Scattering and X-ray 

Scattering 

By 

Erika J. Riffe 

Doctor of Philosophy in Chemistry 

University of California, Berkeley 

Professor Richard J. Saykally, Chair 

 
 The chapters of this dissertation encompass two main projects. First is the study of ions 
and molecules at buried interfaces through further development of second-order nonlinear 
scattering spectroscopies. The goal of these studies, documented in Chapters 3-5, is to develop a 
more acute understanding of the role of solid-water interfaces for ocean chemistry, water 
purification, drug delivery, catalysis, and environmental sensors. The second project is the 
investigation of the liquid state of carbon using X-ray free electron laser scattering and is discussed 
in Chapter 6.  
   

Chapter 1 provides a brief history of ion adsorption to the air-water interface, describing 
how the field of nonlinear spectroscopy has aided in the development of a general theorem, viz. 
that highly polarizable, weakly solvated ions have a propensity for the interface. I discuss how the 
techniques of Second Harmonic Generation have developed to study colloidal, buried interfaces, 
extending our understanding of adsorption of ions and molecules to solid-water interfaces. Finally, 
the investigation of the liquid state of carbon is motivated. 
  

Chapter 2 discusses the methods used for the studies in this dissertation, starting with a 
general description of second-order nonlinear spectroscopy. Before detailing Second Harmonic 
Scattering (SHS), a review of Second Harmonic Generation is provided. The advancements in SHS 
techniques utilized in the remaining chapters, viz. competitive adsorption, angle-resolved SHS 
(AR-SHS), and polarization-resolved SHS are chronicled. Additionally, I include an introduction 
to Resonant Inelastic X-ray scattering (RIXS) for the purpose of probing the liquid carbon. 

 
Chapter 3 reports a more robust picture of the adsorption mechanism for dye molecules to 

charged polystyrene interfaces by investigating the temperature-dependence of the SH signal. The 
enthalpy and entropy contributions to the free energy were separated. Despite the small changes 
in ΔGads across the charged polystyrene surfaces, the sign and magnitude of ΔHads changed as a 
function of temperature. We find that the sign of ΔHads is affected more by the charge of the surface 
than by the charge of the adsorbate, and attribute the sign change to different mechanisms for 
adsorption to charged polystyrene surfaces. 

 
Chapter 4 extends our studies to porous colloidal interfaces, e.g. porous silica and metal 

organic framework (MOF) nanocrystals. We employ AR-SHS and polarization-resolved 
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measurements to elucidate the probable reorientation of malachite green dye as a function of 
concentration. I anticipate that the work in this chapter serves as preliminary data for the 
development of theories that explicitly describe a buried rough or porous interface.  

 
Chapter 5 revisits the use of a competitive adsorption model for comparing the adsorption 

energy of non-resonant molecules to silica nanoparticles (SNP) and polystyrene beads (PSB). I 
find that employing the competitive displacement model with our SHS measurements permits 
resolving the difference in ΔGads for caffeine on SNP and PSB, which amounts to ~1 kcal/mol.  

 
Chapter 6 details time-resolved RIXS and XES measurements of ultrananocrystalline 

diamond (UNCD) and amorphous carbon (a-C) to directly probe changes in the electronic structure 
of the samples following laser irradiation. However, we find no evidence of changes to the 
electronic structure and attribute decreases in the time-resolved intensities for a-C and UNCD to 
transition blocking, subsequent relaxation, and eventual ablation of the samples. A rich comparison 
of experimental parameters used in a multitude of X-ray spectroscopy techniques is discussed.  
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Chapter 1. Introduction 

 Water, the universal solvent, is ubiquitous. Therefore, the importance of understanding the 
role of interfacial water cannot be understated. The air-water interface has garnered much interest 
in recent decades; specifically, the behavior of interfacial ions has been debated.  

1.1 Brief History of Interfacial Ions 
Currently, the most widely accepted doctrine is that large, polarizable, and weakly-solvated 

ions have an affinity for the water surface.1,2 A mechanistic picture that encompasses this concept, 
along with modern theories, viz., the instantaneous interface presented by Willard and Chandler, 
is continuously evolving along with the development of nonlinear spectroscopy experiments.3 
Beyond the air-water interface, deeper understanding of adsorption of ions and molecules at  water-
solid interfaces is crucial for biological, environmental, energy, and catalytic applications.  

 Experimentally, classical ways of studying the air-water interface relied on surface tension 
measurements or kinetic studies of aerosols.4–8 More modern experiments, such as X-ray 
spectroscopy and scanning probe microscopy, have been employed to study aqueous interfaces.9,10 
However, these techniques lack the surface specificity that second-order nonlinear spectroscopies 
provide. While, X-ray photoelectron spectroscopy supplies surface selective responses, its probe 
depth is determined by the kinetic energy of the expelled photoelectrons and is limited to ~ 3nm.11–

13 Eisenthal and co-workers reported the first experiments using second harmonic generation 
(SHG) to examine the orientation of water molecules at the air-water interface in 1988. It has since 
been determined that SHG and sum-frequency generation (SFG) selectively probe primarily the 
outermost interfacial layer, corresponding to probe depths as fine as ~1nm. 

1.2 Surface-sensitive Nonlinear Spectroscopy  
While vibrational SFG (VSFGS) offered important new insight on the structure of water at 

the interface, it didn’t act as a direct probe of the ion population therein. To extend the use of 
nonlinear spectroscopies beyond the probing of water molecules, Petersen and Saykally developed 
deep ultraviolet SHG (DUV-SHG).14 Because many ions exhibit strong charge transfer to solvent 
(CTTS) transitions within the deep ultraviolet, DUV-SHG can act as a selective probe when the 
second harmonic is resonant with the CTTS transition. By directly detecting the spectrum of an 
ion at the interface, thermodynamic data of ions at the air-water interface were realized, e.g. Gibbs 
free energies of adsorption.15  

 By pairing temperature-dependent DUV-SHG and molecular simulations, Saykally and 
Geissler ascertained the mechanism for thiocyanate ion adsorption to the air/water interface to be 
driven by a favorable enthalpic contribution due to solvent repartitioning and an unfavorable 
entropic contribution from the pinning of capillary waves by the interface.16 To further develop 
our understanding of the thermodynamic forces that drive ions towards or away from the interface, 
many groups have worked towards utilizing nonlinear spectroscopies to elucidate a general 
mechanism for adsorption of ions at a multitude of interfaces. Again, by coupling molecular 
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dynamic simulations to DUV-SHG results, the Saykally group investigated the applicability of the 
aforementioned mechanistic picture of ion adsorption at the air-water interface to material-water 
interfaces.17 For the graphene-water interface, both the enthalpic and entropic contributions were 
reduced, resulting in a similar Gibbs free energy as that of the air-water interface, despite a 
qualitatively different mechanism for ion adsorption. From this study it was hypothesized that 
adsorption to the graphene-water interface represented a typical adsorption process to any 
hydrophobe-water interface.17  

1.3 Studying the Colloidal Interface 
One class of hydrophobe-water interfaces that has gained popularity in the literature is 

denoted as the soft-matter-water interface. Soft matter encompasses biological membranes, 
polymers, and liquid crystals. Obtaining a molecular-level appreciation of the interactions of soft-
matter surfaces and interfacial water is relevant for applications such as water remediation and 
drug delivery. The ubiquity of soft-matter interfaces necessitates a similar approach in developing 
a generalized picture of the adsorption of ions and molecules. One such application, pertinent to 
current environmental concerns regarding the effects of microplastics in oceanic environments, 
considers the role polymeric micro or nano-sized plastics play as sinks of molecular pollutants. To 
study such systems, a way to selectively probe colloidal particles is needed.  

In 1996, the Eisenthal group published the first SHG experiments on centrosymmetric 
particles in bulk aqueous solution.18 By adopting a scattering geometry, rather than the typical 
reflection geometry utilized for planar interfaces, they introduced the general approach to second 
harmonic scattering (SHS). Therefore, SHS acted as a probe of so-called buried interfaces, wherein 
the studied adsorbate molecules were separated by distances on the same order of the coherence 
length of the SH process. In 1998, it was shown that the SH signal as a function of adsorbate 
concentration at the colloidal interface can be fit to a Langmuir isotherm to determine the 
associated Gibbs free energy.19 Subsequent studies reported the first angular profiles of the SH 
scattered light from 1-um diameter colloidal polystyrene. The shape of the angular profiles was 
dependent on the polarization of the incident light. Yang et al. proposed that similar angle-resolved 
SHS (AR-SHS) measurements could provide a means to differentiate nonlinear contributions from 
the bulk and surface.20–24 Moreover, the SH signal is negligible in the forward direction and reaches 
a maximum at larger angles as the diameter of the particles decrease. 

Indeed, it was shown that from AR-SHS experiments, the dominant nonlinear susceptibility 
tensor element, and thus the orientation of the adsorbate, can be determined when the correct 
polarization configuration is used.25 Experiments that follow the scattering pattern as a function of 
the polarization angle of the incident light are often referred to as polarization-dependent. Kikteva 
et al reported on the upright orientation of malachite green spin-cast onto a planar fused silica 
surface as early as 2000.26 A decade later, Roke and co-workers showed that this SHG method 
could also be extended to the study of the buried interface and concluded that an optimal angular 
range exists wherein orientational data are most accurate.27 Gassin et al proved that the adsorbent 



 

 3 

and adsorbate contributions to the signal are π/2 out of phase by  analyzing the polarization-
resolved SHG of MG on a silica wafer.28 Therefore, SHS can be applied to elucidate the mechanism 
of ion and molecule adsorption to solid-water and soft-matter-water interfaces.  

1.4 Current Research 

To this end, the Saykally group employed AR-SHS to examine the adsorption of common 
molecular pollutants to a model micro-plastic surface: polystyrene microspheres. Following 
studies by Eisenthal and co-workers, a displacement methodology was used to probe pollutant 
molecules which lacked an accessible transition for resonant enhancement, viz., ascorbic acid and 
caffeine, providing a comparison of Gibbs free adsorption energies across the pollutants studied.29 
Herein, these studies are extended to answer the question of how different solid surfaces effect 
adsorption (Chapter 5). Additionally, temperature-resolved SHS measurements are employed to 
experimentally deduce the enthalpic and entropic contributions to the adsorption picture of charged 
interfaces (Chapter 3). There are limitations to the SHS methods mentioned above when applying 
them to colloidal porous materials e.g. porous silica microspheres and MOF nanoparticles (Chapter 
4).  

1.5 Investigations of Liquid Carbon 
Analogous to the ubiquity of water is the ubiquity of carbon. While the gaseous and solid 

states of carbon have been extensively studied, the existence of liquid carbon has been a source of 
contention for decades, primarily due to the difficulty of preparing carbon in the liquid state. 
Despite this difficulty, liquid carbon is thought to be a precursor for novel carbon materials and is 
relevant in astrochemical systems. Laser-induced non-thermal melting has been used to drive 
highly ordered pyrolytic graphene (HOPG), diamond, and amorphous carbon (a-C) samples to an 
equilibrium liquid state. The variety of initial sample and laser conditions employed to prepare 
presumed liquid samples are discussed in Chapter 6.  Time-resolved resonant inelastic X-ray 
scattering (RIXS) and X-ray emission spectroscopy (XES) were used as probes of the electronic 
structure of a-C and ultrananocrystalline diamond (UNCD).  
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Chapter 2. Methods 

2.1 Nonlinear Spectroscopy 
 Chapters 3-5 of this dissertation discuss the use of second harmonic scattering (SHS). 
Throughout those chapters, development of spectroscopic techniques for addressing particular 
interfacial problems is discussed. To fully appreciate the complexities of new advances in SHS, a 
general understanding of second-order nonlinear spectroscopies is needed. Robert W. Boyd’s text 
on Nonlinear Optics serves as a good introduction1 In this chapter, I will reference this book often; 
the reader is referred to the full text for a more rigorous description.  
 
 The field of nonlinear optics was founded immediately after the demonstration of the first 
working laser. Generally, nonlinear spectroscopy refers to cases in which the response to light 
intensity incident on a material is not linear. Second harmonic generation (SHG) is a specific case 
in which the response scales quadratically with the intensity of the incident optical field. 
 In linear optics, we state that the polarization depends on the electric field strength as 

𝑃(𝑡) = 	 𝜖!𝜒(#)𝐸(𝑡) (2.1), 

where χ(1) is the linear susceptibility. Nonlinear optics complicates this relationship by stating that 
the total polarization is equivalent to a power series expansion in the applied electric field, E(t). 

𝑃(𝑡) = 𝜖![	𝜒(#)𝐸(𝑡) +	𝜒(%)𝐸%(𝑡) + 𝜒(&)𝐸&(𝑡) + ⋯ ] (2.2) 

We can separate this expansion to consider only the second-order polarization: 

𝑃(%)(𝑡) = 𝜖!𝜒(%)𝐸(𝑡)% (2.3) 

Here χ(2) is the second-order nonlinear susceptibility. Under the electric dipole approximation, χ(2) 
= 0 for centrosymmetric materials. This can be proven by showing that in a medium with inversion 
symmetry, changing the sign of the electric field term results in the following equation: 

−𝑃(%)(𝑡) = 𝜖!𝜒(%)[−𝐸%(𝑡)]% =		 𝜖!𝜒(%)𝐸(𝑡)% (2.4) 

𝑃(%)(𝑡) = 	−𝑃(%)(𝑡) 

For this relation to hold, the second-order nonlinear susceptibility must equal 0. Only for non-
centrosymmetric systems, such as an interface, in which inversion symmetry is inherently broken, 
is the second-order response non-zero. Because of this relation, second-order nonlinear 
spectroscopies are interface specific. 

2.2 Second Harmonic Generation 
 Second harmonic generation (SHG) is one such second-order spectroscopy. Figure 2.1 
shows the energy level diagram for the process. In second-order processes, two photons generate 
one photon at the sum of the two input frequencies. When the two incident photons are of different 
frequencies the process is called sum-frequency generation, but when the photons have 
 the same frequency, ωn+ ωm = 2ωn, the process is second harmonic generation. 
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Figure 2.1. Energy level diagram for second order spectroscopy. Two incident photons with 
frequency ωn, result in a single photon of frequency ωn+ ωm.  The second-harmonic field is 
expressed by Equation 2.5. 

𝐸(𝑡) = 𝐸𝑒'() + 𝐸𝑒*'() (2.5) 

We can incorporate the effect of this electric field on the second-order polarization by inserting 
Equation 2.5 into 2.3: 

𝑃(%)(𝑡) = 2𝜖!𝜒(%)𝐸𝐸∗ + 1𝜖!𝜒(%)𝐸2𝑒*'%() + 𝑐. 𝑐. 4 (2.6) 

The first term of Equation 2.6 represents a static electric field, while the second term includes a 
contribution that leads to the generation of radiation at the second-harmonic frequency. For highly 
efficient SHG processes, nearly all the power at the input frequency is converted to radiation at 
twice that frequency. For the work discussed in this dissertation, the source of our incident photons 
is an 800 nm beam from an oscillating laser. We therefore detect the second-harmonic at half the 
wavelength, 400 nm. By probing molecules and ions at the interface with light that is resonant 
with one of the molecular transitions, SHG can be a molecule-specific spectroscopy. The frequency 
of light can match either the fundamental or second-order frequency to supply resonant 
enhancement.  

2.3 Second Harmonic Scattering 
 Typically, an interface is studied with SHG in a reflection geometry, in which the resulting 
reflected second harmonic radiation is detected at an angle from a planar surface normal. This is 
ideal for observing gas-liquid interfaces. However, to observe colloidal solid-liquid interfaces, a 
transmission geometry may be used, as the second-harmonic light generated on the multi-particles 
interface is scattered. Wang et al. were the first to report on the ability to observe SHS from the 
surface of micron-sized centrosymmetric particles in solution. They observed that the nonlinear 
polarizations of adsorbed molecules constructively interfere, generating SH signal as long as the 
diameter of the particle is on the same order as the SHG coherence length.2 To further prove that 
the signal was originating from the adsorption of molecules on the surface and not from the bulk, 
they utilized an adsorption isotherm. Similarly to SHG at a planar interface, the isotherm should 
show a quadratic dependence of the signal on the concentration of molecules adsorbed.  
 

ω1

ω2 ω1+ω2
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Figure 2.2. SHS setup. 800 nm light is filtered, and a half-wave plate is used to set the incident 
polarization. The light is then tightly focused into a vial (diameter of 4mm.) with a microscope 
objective. The resulting SH signal is observed with a detection arm consisting of a collimating 
lens, band pass filter, polarizer, focusing lens, and finally, a fiber coupler that directs the SH 
photons to a photomultiplier tube (PMT). 
 
 A modified Langmuir isotherm is used to determine the thermodynamics of dye adsorption 
to colloidal surfaces, including the free energies of adsorption. The approach makes three 
important assumptions about the system: it assumes no interactions occur between the adsorbates, 
that all sites are energetically equivalent, and that only monolayer adsorption occurs. The 
Langmuir model equation describes the following reaction: 

𝑀 + 𝑆	 ⇔ 𝑀𝑆 (2.7) 

The equilibrium constant for the adsorption of molecules M from the bulk to the empty surface 
sites S, resulting in molecules adsorbed to those sites (MS) is given by Equation 2.8: 

𝐾,-. =
[01]
[0][1]

 (2.8) 

The Langmuir equation is equivalent to expressing the fractional coverage, θ where the fractional 
coverage is the ratio of filled sites ([MS]) to the total number of sites ([MS] + [S]). 

𝜃 = 	 [01]
[1]3[01]

 (2.9) 

By solving equation 2.8 for [MS] and inserting that relation into Equation 2.9, we can obtain the 
fractional coverage as a function of molecule concentration, [M] (Equation 2.10). 

𝜃 = 4!"#[0]
#34!"#[0]

=	 #
#3	 $

%[']
 (2.10) 

Equation 2.10 gives the classic Langmuir expression, which engenders the additional assumption 
that the concentration of molecules in the bulk is much larger than the concentration of molecules 
adsorbed to the surface. Wang et al. modify this classical Langmuir model to account for the 
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decrease in concentration of molecules in the bulk as they adsorb to the interface. If we express 
the kinetic equation for the reaction (Equation 2.7) as 

-6
-)
= 𝑘#

(7*6)
88.8

(𝑁:,; − 𝑁) − 𝑘*#𝑁    (2.11)  

the term (7*6)
88.8

 represents the bulk concentration of molecules as a mole fraction, while 𝑁:,; − 𝑁 
represents the number of empty sites, [S] where N = [MS] and 𝑁:,; is the number of all possible 
adsorption sites. From Equation 2.11, at equilibrium we can obtain the following expression: 

𝜃 = 6
6)!*

=
<736)!*3

++.+
% =*	><736)!*3

++.+
% =

-
*?76)!*

%6)!*
  (2.12) 

The fractional coverage can then be plotted against the concentration, C and the equilibrium 
constant K is obtained from the fit. We can then use K to determine the Gibb’s free energy of the 
adsorption process (Equation 2.13): 

Δ𝐺 = 	−𝑅𝑇 ln𝐾 (2.13) 

2.3.1 Competitive adsorption 
 We briefly discussed the importance of probing adsorbates that have a transition which is 
resonant with either the fundamental or second-harmonic frequency. This leads to limitations for 
the types of systems we can study with SHS. Without a resonant adsorbate, the signal from the 
adsorbing species is often too weak to be detected by SHS optics and detectors. To observe 
adsorbates, such as organic pollutants, to plastic surfaces a “competitive adsorption” method is 
utilized.3 Eisenthal and co-workers introduced the idea of competitive displacement as a means for 
using SHS techniques to study surfactants on colloidal polymer surfaces.4 Surfactants and 
pollutants often lack a chromophore and are not as highly polarizable as malachite green (MG), 
which is two-photon resonant in most SHG experiments . The method works by first saturating the 
surface with the resonant molecule (MG) and then increasing the concentration of the non-resonant 
molecule of interest to displace the MG. As a result, the SH signal decreases with increasing 
concentration of the non-resonant molecule.  
 
 The free energy of adsorption can be determined with slight changes to the fractional 
coverage term described in Section 2.3: 

𝜃 = 	
𝑥

1 + 𝑥 + 𝑦 

𝑥 = 	𝐾@ 	×
(7.*6)!*

. )
88.8

 ,  𝑦 = 	𝐾7 	×
(7/*6)!*

/ )
88.8

  (2.14) 

The fractional coverage relates the terms for competing molecules, 𝐾7 , 𝐶7 , and 𝑁:,;7 , as well as 
those for the resonant dye molecule 𝐾@, 𝐶@ , and 𝑁:,;@ . This model again relies on the same 
assumptions as the Langmuir model discussed earlier. It is important to emphasize that the model 
still assumes that a single surface site may only accommodate a single species, either dye or 
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competitor, that these molecules are assumed to not interact with one another, and that all the 
surface sites are energetically equivalent.  

2.3.2 Angle-resolved SHS (AR-SHS) 
 So far, we have discussed a simple SHS system in which the SH signal is detected in 
transmission geometry; however, the angle at which there is maximum SH signal is dependent on 
the size of the particle being probed. The maxima occur at larger angles for smaller diameter 
particles.  Angle-resolved measurements are also unique in that they detect the SHG scattering 
anisotropy.5,6 Incident light that is s-polarized and a SH signal that is detected as p-polarized 
produce a scattering profile in which there is no signal at 0 degrees, or true transmission. When 
the SH signal is detected as s-polarized, the signal is flat. This allows for further separation of 
signal from the buried interface vs signal from the bulk.  
 

 
Figure 2.3.  AR-SHS setup. The detection arm rotates 180 degrees around the sample vial. 
 

 
Figure 2.4. Angle-resolved scattering profile for the adsorption of MG to 100 nm (blue) and 800 
nm (orange) polystyrene microspheres. The larger the particle, the closer the maximum signal is 
to transmission, viz. 0 degrees.  
 

Angle-resolved measurements were automated for all the data reported in this thesis. The 
detection arm was set on a rotational stage controlled with a LabView script to collect the scattered 
signal in steps of 2.5 degrees. To obtain a free energy of adsorption for angle-resolved 
measurements, the signal is averaged near the maxima, for example from -30 to -70 degrees for 
the 100 nm data in Figure 2.4.  Angle-resolved profiles are collected at each concentration and the 
average signal as a function of concentration is fit to a Langmuir isotherm, as described earlier in 
this chapter. The maxima represent the optimal angular region in which to make polarization-
dependent measurements that are most sensitive to the adsorbate orientation.7 
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 Angle-resolved measurements also provide information about the shape of the colloidal 
particles. While spherical particles produce scattering patterns that are symmetric, an ensemble of 
ellipsoidal particles would result in scattering patterns that are asymmetric and lose the secondary 
maxima peaks visible at larger scattering angles for spherical particles. Further, de Beer et al 8 
showed the theoretically determined scattering patterns for a sphere, cylinder, tetrapod, and even 
a horse. The scattering patterns for the tetrapod and horse feature broadly increased intensity at 
higher detection angles due to the substructures (points of the tetrapod, legs of the horse) (Figure 
2.5). 
 

 
Figure 2.5. The calculated scattering patterns for (a) a sphere, (b) a cylinder, (c) a tetrapod, and (d) 
a horse. Reprinted with permission from Ref 8. Copyright 2011 Optical Society of America.  
 

2.3.3 Polarization-resolved SHS 
 Polarization-resolved SHS can be used to simultaneously detect adsorbate molecules still 
in the bulk, and molecules adsorbed to these particles. Gassin et al. found that the intensity of the 
vertically polarized second harmonic signal can be broken down into two terms, one describing 
the hyper-Rayleigh scattering (HRS) of the free molecules in solution, and one describing SH 
signal from the adsorbed molecules.9 

𝐼%((𝛾, 𝑉) = 	 𝐼AB1C (𝛾, 𝑉) +	𝐾1A1C sin%(2𝛾) (2.15) 

Here 𝛾 is the angle of the input polarization and 𝐾1A1C  is proportional to 𝜒(%).  
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Figure 2.6. The global polarization-resolved SH signal is shown in the first column. The right hand 
side of the figure shows the signal decomposed into HRS and SHS from the molecules in the bulk 
and those adsorbed to the interface, respectively. Reprinted with permission from Ref 9. Copyright 
2017 American Chemical Society.  
 

Additionally, AR-SHS can be extended to study the orientation of adsorbates on the surface 
by observing the amplitudes of the scattering pattern as a function of polarization schemes. P 
polarized light refers to light that propagates parallel to the plane of incidence and S refers to light 
that propagates perpendicular to the plane of incidence. In this picture we consider the surface 
susceptibility 𝜒(%) as a tensor made up of the orientationally-averaged sum of the 
hyperpolarizability tensor, 𝛽(%) of the surface molecules (Equation 2.16). 

𝜒(%) = 𝑁〈𝛽(%)〉 (2.16) 

Here N is the concentration of molecules at the interface. Gonella and Dai showed that the 
scattering patterns resulting from polarization-resolved AR-SHS measurements can be fit using 
Nonlinear Mie Theory. This analysis can be used to determine the adsorption geometry. For 
example, they show that MG adsorbed to a polystyrene surface is most likely standing upright, 
with the dimethylamino groups either facing towards or away from the interface.10 

2.4 Resonant Inelastic X-ray Scattering  
Resonant inelastic X-ray scattering (RIXS) and the non-resonant counterpart X-ray 

emission spectroscopy (XES) are photon-hungry techniques that take advantage of the recent 
evolution of free-electron lasers (FELs) as instruments that can supply high flux, and advantageous 
time and spectral resolution.11–13 Both RIXS and XES are “photon-in, photon-out” techniques. 
This scheme differs from the more familiar picture of photoelectron spectroscopies such as X-ray 
photoelectron spectroscopy (XPS), in which photons are adsorbed by the material or system, and 
core electrons are ejected. XPS provides the binding energies, related to the energy of the incoming 
photon, which can be used to determine the composition, electronic structure, and chemical state 
of the elements. RIXS/XES differ from XPS in that an incoming photon excites an electron from 
a core level into an unoccupied orbital, subsequently, a valence electron decays to fill the core hole 
left behind by the absorption process. As energy is conserved, this results in the emission of a 
photon of matching energy. 
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Figure 2.7. Energy level diagram for the XES process. An incoming photon excites an electron 
from the core (1s) into the continuum. An electron from a lower-lying valence band then relaxes 
to fill the electron hole. A photon is emitted. 
 
XES therefore provides information about the occupied electronic orbitals, while RIXS spectra 
report on both the empty and occupied electronic states. RIXS gets the “resonant” part of its name 
from the resonance between the energy of the incident photon and the atomic x-ray transition being 
probed. XES lacks this correlation. This resonance allows for increased inelastic scattering cross-
section of the x-ray photons off the sample. RIXS is unique in its ability to probe charge, magnetic, 
and orbital degrees of freedom, allowing for a full picture of the elementary excitations of a 
material. Understanding these elementary excitations dictate the understanding of a material’s 
physical properties. Moreover, RIXS is element-specific and bulk-sensitive.12 In the soft X-ray 
regime utilized in Chapter 6, RIXS has a general probe depth of ca. 100 nm. While being photon-
hungry, only small sample volumes are required due to the strength of photon-matter interactions 
and intensity of the FEL sources, permitting the study of surfaces and thin films, like ultra-
nanocrystalline diamond.  
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Chapter 3. Temperature-dependent Second Harmonic Scattering 
Evidences Different Mechanisms for Adsorption to Charged + or - 
Polystyrene Surfaces 

3.1 Introduction 
The mechanistic details of surface adsorption of atoms and molecules from aqueous 

solutions have comprised a vigorously debated subject with important environmental applications. 
e.g. atmospheric chemistry, water purification, electrochemistry, catalysis (“on-water”), biological 
processes, mineral growth.1–4 Moreover, characterizing adsorption by colloidal surfaces is vital to 
current oceanic applications, including the roles that micro- and nanoplastics play as sinks for 
contaminants.5 While many experiments have been able to quantify the free energy of adsorption 
utilizing surface-specific nonlinear spectroscopies, e.g. second harmonic generation (SHG) and 
sum frequency generation (SFG)1,6–13, few have experimentally quantified the other 
thermodynamic parameters (enthalpy and entropy) that permit a full mechanistic picture.14,15 
Significantly fewer have extended the application of nonlinear techniques to elucidate the 
mechanistic details at buried interfaces, such as colloidal objects in aqueous environments.16 

 
Previous studies have determined that the adsorption of thiocyanate ions to the air/water 

interface is driven by the repartitioning of the solvent energy. Simulations clarified that the 
negative changes in enthalpy and entropy observed when the adsorption process was measured by 
temperature-dependent UV second harmonic generation spectroscopy were microscopic in 
origin.14 Years later, when studying the impact of a material substrate at an aqueous interface, it 
was found that the free energy of absorption of thiocyanate to the graphene-water interface was 
negligibly different from that of the air-water interface (ΔGads,graphene = −8.5 ± 1.1 kJ/mol and 
ΔGads,vap = −6.78 ± 0.03 kJ/mol, respectively).8,14 Once again, simulations were employed to 
establish the mechanism, finding that such similar adsorption free energies may not reflect a 
similar mechanism, but instead, revealing that the negative enthalpy resulted from a direct 
interaction between the ion and the polarizable graphene, while the negative entropic contributions 
resulted from impeding of the ion rotational motion by the graphene surface.8 

 
More recently, water-liquid hydrophobe interfaces have been examined by measuring the 

SHG response in a reflection geometry, probing the buried interface. Again, a free energy of 
adsorption was determined to be within error of those reported for the water-vapor and water-
graphene interfaces. However, simulations described a generalized picture of thiocyanate at 
hydrophobic interfaces, finding that entropic contributions dominated the adsorption process. In 
fact, enthalpic contributions were deemed negligible, as the loss in water hydration energy as the 
ion adsorbed to the oil interface is not counteracted by strong oil-ion interactions. Entropy in the 
system is increased as the ion travels into the oil and drags its solvation shell along, elongating 
capillary fluctuations into water “fingers”.6 

 
Here we extend the study of adsorption processes to the solid-liquid interface by measuring 

the differences in enthalpy and entropy contributions during the adsorption of two chromophores 
to oppositely charged sub-micron diameter polystyrene beads. We utilize SHG in a scattering 
geometry (second harmonic generation scattering, SHGS) to probe the buried interface of the 
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charged colloidal polystyrene samples suspended in water. The polystyrene surface mimics an 
ideal spherical nano-plastic particle, a common sink for contaminants in polluted oceanic 
environments. Malachite green (MG) is a prototypical chromophore for second harmonic 
scattering experiments due to its resonance with the generated second harmonic wavelength at 400 
nm.1,11,17–19 We have used MG as a model cationic dye in the adsorption to negatively charged 
polystyrene ((-)PSB) and previously reported on the adsorption of naphthol yellow S (NYS), a 
divalent anionic dye to positively charged polystyrene ((+)PSB), as published by Cole et al.1 Once 
again, we observed a negligible change in the adsorption free energies (ΔGads,MG,nPSB = -10.9 ± 0.2 
kcal/mol and ΔGads,NYS,pPSB = -10.27 ± 0.09 kcal/mol, respectively). In the present paper, we revisit 
these interfaces and employ temperature-dependent SHGS to quantify the enthalpic and entropic 
contributions to the molecular mechanism of adsorption. These results provide valuable 
preliminary estimates of thermodynamic parameters needed for a theoretical description of 
adsorption at a solid-liquid interface.  Additionally, we examine the adsorption of malachite green 
to uncharged polystyrene beads (PSB) to decipher the impact of surface charge on the adsorption 
process. 

3.2 Materials and Methods 

3.2.1 Sample Preparation 
All polystyrene beads were purchased from Thermo-Fisher Scientific and have a diameter 

of 100 nm. (-)PSB were functionalized with sulfate groups at pH > 2 by the manufacturer. (+)PSB 
are functionalized with aliphatic amine groups at pH < 10. The charged functional groups are 
responsible for a 5-10% charged surface. PSBs were not functionalized and contained no 
surfactants. Each polystyrene sample was prepared as a 0.03% w/w stock solution by diluting the 
purchased samples with ultrapure water, obtained from a Millipore Milli-Q water purification 
system (18.2 MΩ cm at 25 °C, 4 ppb TOC).  

Malachite green (MG) and Naphthol Yellow S (NYS) were purchased from Sigma Aldrich. 
Stock solutions of each chromophore dye were prepared with ultrapure water and pH-adjusted 
using hydrochloric acid (Fisher Scientific, Certified grade).  

For the temperature-dependent studies, a stock of ultrapure water, adjusted to the desired 
pH, was suspended in a water bath and heated to the desired temperature. Samples measured with 
SHS were prepared immediately before they were probed by further diluting the polystyrene 
solution to 0.01% w/w with the heated water and pipetting the appropriate amount of dye into the 
vial to reach sub-micromolar concentrations. These samples were then transferred from the vial to 
the sample cell in the setup before each scan. 

3.2.2 Experimental Design 
 The output of a Ti:Sapphire oscillator (Spectra Physics Mai-Tai, 10 nJ, 80 MHz, 100 fs) 
centered at 800 nm is directed through a bandpass filter and half-wave plate to filter the beam and 
select the input polarization. The fundamental light is then focused into the sample cell by a 
microscope objective (10x, 0.25 NA). The sample cell (diameter = 4mm) is held at a constant 
temperature (+/- 0.5 degrees) by a heating cable secured at the top and base of the cell. The 
resulting scattered second harmonic light passes through an aperture before it is collimated, then 
directed through a polarizer, and focused onto a fiber coupler with a lens (f = 38 mm). All the 
optics preceding the sample cell are arranged on a rotating detection arm so that the most efficient 
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collection angle is achieved. In this experiment, the arm is set at 30 degrees normal to the 
transmission geometry. The generated second harmonic signal is directed to a PMT (Hamamatsu 
R212) via a fiber. The PMT is operated in photon counting mode. Each scan was collected with a 
counting time of 500 ms and represent the average of 240 separate collections. The average counts 
from 3 scans at each temperature are further averaged to improve error.  

3.2.3 Analysis Methods 
By fitting the relative intensity as a function of dye concentration to a modified Langmuir isotherm, 
the Gibbs free energy was determined. The standard isotherm used in fitting these data was first 
published by Wang et al: 17,20  
 

𝐼1A1 = 𝐵 + [𝑏 + 𝑎	 ×	𝜃@ 	× 	𝑒'D]%  (3.1) 

 
The intensity of the relative SHS signal (𝐼1A1) is proportional to the fractional coverage of dye 
molecules (𝜃@), in this case MG, and a phase factor squared. The fit constant B describes the 
constant non-resonant background (water), 𝑎 describes the relative signal of dye molecules at the 
surface, and 𝑏 describes any signal originating from the surface itself. Because the signal from the 
bare polystyrene beads in water is negligible, we set both  b and the phase factor 𝜙 to zero, as 
described previously.1,17 We relate the Gibbs free energy (ΔGads) directly to 𝐼1A1 via the 
equilibrium constant of adsorption 𝐾@, a value present in the fractional coverage term:  
 

𝜃@ = 	
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The equilibrium constant describes the equilibrium state of free dye molecules (D), empty sites 
(S) and dye molecules adsorbed to sites (DS); here we assume single-layer adsorption:  

D + S ⇔ DS  (3.3) 

Furthermore,  𝐶@ represents the concentration of dye in solution, and 𝑁:@ 	constitutes the maximum 
surface number density of the dye molecule. Thus, by changing the dye concentration, we can fit 
the Langmuir curve and obtain values for 𝑁:@  and 𝐾@, the latter being used to derive ΔGads by the 
well-known relation: 

Δ𝐺,-. =	−𝑅𝑇 ln𝐾@ (3.4) 

By fitting ΔGads as a function of temperature to a straight line, we obtain the enthalpic and entropic 
contributions to the mechanism of adsorption: 
 

∆𝐺,-. =	∆𝐻,-. − 𝑇∆𝑆,-.  (3.5) 

Here ΔHads, the enthalpy term, comes from the y-intercept of the line and ΔSads, the entropy, is 
represented by the slope. 
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3.2.4 Centrifuge Separation 

It is not always possible to derive 𝑁:@  values which are uncorrelated to 𝐾@ . To account for 
this, Eckenrode et al. utilize a centrifuge separation method that we also employ here.12 Aliquots 
of MG dye and the various PSB surfaces are centrifuged for 20 minutes at 5000 rpm. The 
absorbance of the supernatant is observed at the MG S1 transition (~620 nm) and compared to the 
absorbance of aqueous MG at the same concentration. The difference in absorbance is used to 
calculate how much MG is adsorbed by the surfaces.  

3.3 Results and Discussion 
3.3.1 MG adsorbed to (-)PSB 
 We revisit the adsorption of MG to (-)PSB, previously published by Cole et al. to confirm 
the reproducibility of our methods and expand on the findings, supplying ΔHads and ΔSads. Figure 
3.1(a) shows the calibration curve of the SHS response, which is fit to a modified Langmuir 
isotherm as described above. Despite outliers, we obtain a ΔGads = -10.83 kcal/mol with a very 
small uncertainty of 0.11 kcal/mol. In fitting this data set, we found that exclusion of the data point 
resulted in a negligibly different ΔGads, and therefore choose to report it. Moreover, the ΔGads is 
within error of the value previously reported Cole et al. (-10.9 ± 0.2 kcal/mol). Figure 3.1(b) plots 
the line of best fit through our temperature-resolved ΔGads results. Additionally, we measured the 
SHGS signal intensity for the adsorption of MG to (-)PSB at two other temperatures, ~ 304 K and 
321 K, and determined ΔGads values of -10.99 ± 0.28 and -11.90 ± 0.11 kcal/mol, respectively 
(Figure 3.1(b)). We observe that at temperatures near 304 K, the Gibbs free energy of adsorption 
remains within error of the room-temperature value previously reported by our group. However, 
at temperatures approaching 321 K, we see a decrease of around 1 kcal/mol, indicating that 
increasing the temperature increases the favorability of the adsorption of cationic dye to (-)PSB. 
The relatively large uncertainty at ~ 304 K is due to a less accurate fit to the Langmuir isotherm at 
that temperature.  
 

 
Figure 3.1. (a) Relative SHS signal as a function of the concentration of MG in solution with (-
)PSB at 291 K. Error bars show the standard deviation in normalized SHGS intensity. The solid 
line represents the Langmuir isotherm fit. (b) ΔGads as a function of temperature. The error bars 
depict the uncertainty in the Langmuir fit for each temperature. The dotted red line is the line of 
best fit and provides ΔHads and ΔSads. 
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The negative slope represents a positive ΔSads of 0.0384 ± 0.0007 kcal/mol K, or ~160.7 

J/mol K. The positive ΔHads of 0.48 ± 0.37 kcal/mol, indicates that adsorption of MG to (-)PSB is 
an endothermic process. The large uncertainty associated with ΔHads is a side effect of having to 
extrapolate the data to a T = 0 K. Controlling the temperature below 290 K caused condensation 
on the sample vial, limiting our ability to accurately determine the SHGS intensity and calculate 
ΔGads below room temperature.  

3.3.2 MG adsorbed to uncharged PSB 

We also measure 𝐼1AI1, as a function of MG concentration in solution with plain 
(uncharged) PSB. At the uncharged surface, the ΔGads is slightly more positive (-10.19 ± 0.31 
kcal/mol), and therefore less favorable than at the (-)PSB surface (Figure 3.2(a)). A decrease in 
favorability is expected as there are no longer charge/charge interactions between the negative 
functional groups on the surface of PSB and the positive charge of MG. Figure 3.2(b) shows the 
ΔGads for three different temperatures. The uncertainty of ΔGads is larger (~ 0.4 kcal/mol or ~1.7 
kJ/mol) across all three temperatures relative to the uncertainty observed at the (-)PSB surface. 
Despite these larger uncertainties in ΔGads, the ΔHads of MG adsorption to plain PSB is still 
statistically different from the ΔHads of MG adsorption (-)PSB. We find that like the (-)PSB surface, 
the mechanism of adsorption of MG to the uncharged surface is endothermic, albeit slightly less 
favorable.   
 

 
Figure 3.2. (a) Relative SHS signal as a function of the concentration of MG in solution with 
uncharged PSB at 291 K. Error bars show the standard deviation in normalized SHS intensity. The 
solid line represents the Langmuir isotherm fit. (b) ΔGads as a function of temperature. The error 
bars depict the uncertainty in the Langmuir fit for each temperature. The dotted red line is the line 
of best fit and provides ΔHads and ΔSads. 

 

3.3.3 MG adsorbed to (+)PSB 
 To study all possible charge interactions on the surface, we repeated the temperature-
dependent measurements on (+)PSB. Figure 3.3(a) shows that the ΔGads of cationic MG on the 
positively charged surface at 291 K was the least favorable of the systems examined herein (-9.38 
± 0.10 kcal/mol).  
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Figure 3.3. (a) Relative SHS signal as a function of the concentration of MG in solution with 
(+)PSB at 291 K. Error bars show the standard deviation in normalized SHS intensity. The solid 
line represents the Langmuir isotherm fit. (b) Determined ΔGads as a function of temperature. The 
error bars depict the uncertainty in the Langmuir fit for each temperature. The dotted red line is 
the line of best fit and provides ΔHads and ΔSads. 

 In contrast to the ΔHads values obtained for (-)PSB and plain PSB, the ΔHads for the (+)PSB 
surface is exothermic (-2.22 ± 0.41 kcal/mol). Although we report a high value of uncertainty, the 
sign of the ΔHads remains negative within error.  

We summarize the thermodynamic values; ΔGads, ΔHads, and ΔSads for the adsorption of 
cationic MG to (-)PSB, plain PSB, and (+)PSB in Table 3.1. The sign of ΔSads does not change 
across the differently charged systems, indicating that they are all entropically-driven. We also 
report the thermodynamic parameters of the adsorption process for the anionic dye NYS to the 
(+)PSB surface (Figure S1).  

 
Table 3.1. Experimentally determined thermodynamic values 

System Charges ΔGads, at 291 K 
(kcal/mol) 

ΔHads 
 (kcal/mol) 

ΔSads  
(kcal/mol K) 

MG:(-)PSB +/- -10.83 ± 0.11 0.48 ± 0.37 0.0384 ± 0.0007 
MG:PSB 

MG:(+)PSB 
+/0 
+/+ 

-10.19 ± 0.31 
-9.38 ± 0.10 

1.74 ± 1.17 
-2.22 ± 0.41 

0.0409 ± 0.0053 
0.0246 ± 0.0017 

NYS:(+)PSB -/+ -10.49 ± 0.04 -2.90 ± 1.37 0.0260 ± 0.0049 
     

Table 3.1: Table of Gibbs free energy (ΔGads), entropy (ΔSads), and enthalpy (ΔHads) values 
describing the adsorption of chromophores to differently charged colloidal polystyrene surfaces.  

 

3.3.4 Centrifuge Separation 
 Our fits to the modified Langmuir isotherm discussed above, did not allow for the 
determination of an uncorrelated 𝑁:@ . Table 3.2 shows the values of 𝑁:@  calculated via the 
centrifuge separation method outlined by Eckenrode et. al. for the adsorption of MG to each of our 
surfaces. We find that even though the favorability of the adsorption process is very similar among 
the surfaces studied, it does not correlate to the number of adsorption sites on each surface.  
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Table 3.2. Maximum surface number density of MG 

System Charges 𝑁:@ 	(nM) 
MG:(-)PSB +/- 537 
MG:PSB 

MG:(+)PSB 
+/0 
+/+ 

869 
180 

Table 3.2. 𝑁:@  values determined from adsorption values of the supernatant following centrifuging 
2 uM MG with (-)PSB and PSB and 5 uM MG with (+)PSB. 
 

3.3.5 Discussion 
 We found that for all the systems studied herein, ΔGads became more negative, viz. more 
favorable, as the temperature was increased. This negative slope indicated that we had a positive 
ΔSads for adsorption to each surface (Table 3.1). We conclude that the adsorption of dye to all PSB 
interfaces is entropically driven. Previously, we have reported that the adsorption of the 
thiocyanate anion to a water-hydrophobe interface is similarly entropically driven, attributing the 
increase in entropy to the dragging of the anion through the oil/water barrier and the creation of 
“fingers” with the extension of the solvation shell of the ion.6 We doubt that picture extends to the 
solid-water interface that is probed in these experiments. Further, these ΔSads values are not 
comparable to that of the graphene-water interface or the air-water interface, which was found to 
be enthalpically controlled.14 Otten et al. experimentally determine a ΔSads,SCN = -17 ± 3 J/mol K 
for the adsorption of thiocyanate to the air-water interface utilizing temperature-resolved SHG. 
ΔSads,SCN is ~ 10 times smaller in magnitude, and opposite in sign from ΔSads,MG, implying that the 
adsorption mechanism for the air-water interface clearly doesn’t describe the process occurring 
here at our solid-water interfaces. Instead, a new picture of the adsorption process at a plastic 
surface needs to be developed. 
 Typically, the adsorption of molecules and ions to a solid surface is considered entropically 
unfavorable, as the number of degrees of freedom decrease upon adsorption. However, this picture 
neglects changes in entropy occurring at the surface of the adsorbent or within the solvent.21 
Favorable changes in entropy of the adsorbent can counteract the decrease in entropy due to 
adsorption of the dye molecules, specifically if the adsorption process may be classified as 
chemisorption, rather than physisorption. The large (positive) ΔSads values (Table 3.1) may be due 
to the displacement of previously ordered water by the adsorbing dye molecules. The displaced 
water molecules in turn gain a translational degree of freedom upon re-entry into the bulk 
solution.22,23 Further, water molecules around the aqueous bulk MG particles may be preferentially 
arranged, and these too may become more disordered upon adsorption of the dye.24 This 
observation requires that a theoretical description defines water-solute, water-polystyrene, and 
solute-polystyrene interactions to correctly estimate the ΔSads. These experimental findings will 
inform such future theoretical work by limiting similar systems to entropically-driven 
mechanisms. 

Adsorption processes can be further characterized as resulting from physisorption or 
chemisorption with reference to the magnitude of ΔGads and ΔHads. Húmpola et al. assign ΔGads 
values ranging from -80 to -400 kJ/mol (~ -19 to -95 kcal/mol) to chemical adsorption processes, 
while the range of 0 to -20 kJ/mol (~ 0 to -7.2 kcal/mol) represents physical adsorption.25 Kara et 
al. attribute ΔHads smaller than 40 kJ/mol (~ 9.6 kcal/mol) to physisorption.26 Therefore, all of our 
determined values of ΔHads (Table 3.1) represent physical adsorption and imply that interactions 
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such as hydrogen bonding, van der Waals forces, and dipole-dipole interactions dominate our 
adsorption picture. Considering the adsorption of MG to (-)PSB, it is easy to assume that attractive 
Coulombic interactions drive the adsorption process. However, we observe very small changes in 
magnitude of ΔHads (Table 3.1) as we alter the charge at the surface. This small change does not 
align with the assumption that electrostatic interactions dominate these processes. Therefore, the 
charged surfaces studied herein must also bind adsorbate via weaker intermolecular forces. 
Eckenrode et al. come to a similar conclusion; they highlight that the similarities between the ΔG 
values don’t reflect the large difference in energy expected for charge-charge vs. hydrophobic 
interactions.12 Therefore, they suggest that other interactions are counteracting the lower free 
energies associated with van der Waals interactions between MG and the neutral or positive 
surface. At the pH used in our studies, the surface of (-)PSB and (+)PSB samples are only 5-10% 
surface charged, implying there may be gaps of bare PSB between functional groups.27 The plain, 
uncharged PSB surface is a strong adsorber of MG (-10.19 kcal/mol). Further, the 𝑁:@  values 
calculated by centrifuge separation (Table 3.2) show that there is a large difference in the number 
of available adsorption sites across each surface. From these data, we assume that van der Waals 
forces are occurring between portions of bare PSB surface and MG. Such intermolecular forces 
must exist between MG and all the surfaces studied herein. These findings can guide theoretical 
models to consider mechanisms that include both coulombic and intermolecular binding upon 
adsorption.  

Unlike many of the thermodynamic parameters observed by the Saykally group for ion 
adsorption to an interface, the adsorption of chromophores is often endothermic despite the surface 
they are adsorbed to.28–32 In our studies, we find that a small positive ΔHads describes the adsorption 
of MG to (-)PSB and PSB, whereas adsorption of MG to (+)PSB is exothermic. We find that the 
sign of ΔHads is affected more by the charge of the surface than by the charge of the adsorbate. This 
is shown in Table 1 by comparison of the adsorption of MG and NYS to (+)PSB. The adsorption 
of both the anionic NYS and cationic MG dye is exothermic, with similar ΔHads of -2.22 to -2.90 
kcal/mol. This flip in the sign of ΔHads upon changing the surface charge highlights the balance 
between surface, solvent, and adsorbate interactions that comprise these complicated mechanisms. 
Wang et al. highlight the vital importance of understanding solvent-surface interactions for peptide 
adsorption to differently-treated solid surfaces. They find that a hydrophilic gold (Au) surface 
exhibits stronger water interactions than a hydrophobic graphite surface. The peptide has a similar 
propensity (shown by ΔG) for the Au and graphite surfaces. However, they find that the 
distribution of enthalpic and entropic contributions depend on these different water interactions.33 
Similarly, we find that the charge of the  PSB surface influences the adsorption process through 
preferential ordering of water at the interface. For both (-)PSB and neutral PSB, water orients with 
the positive hydrogen facing the surface,34 while water aligns its negative oxygen towards 
(+)PSB.35 Obviously, these differences engender energetic differences for MG adsorption, 
reflected in the sign of ΔHads. Once again, these findings may inform a theoretical picture that 
weights the surface charge above the charge of the adsorbing species. Wang et al. model peptide 
adsorption by first developing a strong understanding of water at both hydrophobic and hydrophilic 
interfaces. They report that water has two regions of higher density near the surface.33 This picture 
aligns with the leading modern understanding of the instantaneous interface.36,37 Our experimental 
findings may also extend to ion adsorption at electrochemical interfaces, in which stratification of 
interfacial water is likely.36 
 While temperature-dependent SHS results do not themselves provide an unambiguous 
description for the general mechanism of dye adsorption to aqueous-solid interfaces, these 
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experimental results provide substantial guidance for the development of a theoretical model. As 
discussed in Chapter 2, SHGS is a surface-specific probe, and therefore provides quantitative 
thermodynamic information specific to the interface rather than to the bulk. These SHS results 
could be accompanied by Sum Frequency Generation Scattering measurements, which are also 
surface specific, to probe the change in interfacial water orientation upon adsorption at the 
differently charged interfaces 34,35, which we conclude to be vital for untangling enthalpic and 
entropic contributions to overall adsorption mechanism. Additionally, other SHS techniques 
discussed within this thesis, viz. angle-resolved and polarization-resolved methods, could provide 
information such as adsorbate orientation at the surface, but making these measurements 
concurrently would require robust changes to the experimental design presented here and would 
result in an increase in error. In any case, the determination of quantitative experimentally-obtained 
values which describe adsorption at the interface are invaluable for developing models of 
adsorption of pollutants to plastic interfaces (MG and PSB), as well as to other ubiquitous solid-
liquid interfaces, viz. biological and soft-matter surfaces. 

Supplemental Information 
S1. Langmuir fits and linear NYS:(+)PSB 
Here we repeat our experiments on the adsorption of naphthol yellow (NYS) to (+)PSB first 
reported by Cole et al, and again extend them by determining the enthalpy and entropy of 
adsorption. While the ΔG obtained in this experiment (ΔG = -10.49 ± 0.04) is slightly more 
negative than that which was previously reported (ΔG = -10.27 ± 0.09)1, this small difference may 
be attributed to the lack of temperature control in the previous experiments. 
 

 
Figure S1. (a) Relative SHS signal as a function of the concentration of NYS in solution with 
(+)PSB at 291 K. Error bars show the standard deviation in normalized SHS intensity. The solid 
line represents the Langmuir isotherm fit. (b) ΔGads as a function of temperature. The error bars 
depict the uncertainty in the Langmuir fit for each temperature. The dotted red line is the line of 
best fit and provides ΔHads and ΔSads. 
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Chapter 4. Examining Porous Surfaces with Second Harmonic 
Scattering 

4.1 Introduction 
 Thus far, this dissertation has focused on understanding adsorption of molecules to solid 
colloidal interfaces; however, with the advent of more advanced material science design, porous 
colloidal particles are realized as another class of materials which act as excellent adsorbers. One 
such example is metal-organic frameworks (MOFs) nanoparticles, which are highly functionally 
tunable.1 Many MOFs are being employed to capture gas, water, or pollutants because of their high 
porosity.2–9 Within this chapter, we examine one such colloidal MOF, a zeolitic imidazolate 
framework (ZIF-8) and its interactions with a prototypical dye, malachite green (MG). ZIF-8 has 
been realized by collaborators as part of a colorimetric sensor for the detection of CO2 indoors at 
levels harmful to human health. Davey et al. present evidence that ZIF-8 acts in conjunction with 
ethylenediamine and phenolsulfonphthalein dyes to cause a color change when CO2 is adsorbed 
by the framework.10 Here we simplify the system to ZIF-8 and MG dye to inform the location and 
adsorption thermodynamics of the dye. Understanding the interactions between the MOF and dye 
can provide valuable information for the design of future MOF-based sensors.  
 MOFs have dominated the literature at the cross-section of organic and inorganic synthesis 
in recent decades, with over 90,000 different MOFs having been reported to date.11 MOFs are 
constructed by joining metal-containing molecules (nodes) with organic linkers, the numerous 
possible combinations allowing for the synthesis of materials with a vast array of functionality.1,11 
In 1999, detailed characterization of MOF-5 provided proof that MOFs exhibit permanent porosity 
and increased surface area relative to other common porous materials, such as zeolites and 
activated carbon.12 Almost a decade later, monodisperse nanocrystal MOFs were realized.13 The 
morphology of these nanocrystals is controlled by synthetic conditions, such as reaction 
temperature. This ease of control and multitude of choice allows researchers to optimize their 
sorption abilities, and therefore MOFs excel in chemical separations and gas capture. ZIF-8 
belongs to a subsector of MOFs that are isostructural to zeolites. More than 150 ZIFs have been 
reported, and in 2009 ZIF-8 was the first reported nanocrystalline MOF.14 Colloidal MOFs, viz., 
ZIF-8, are particularly suited for drug delivery and pollutant removal.  
   To selectively probe MG at the surface of ZIF-8, we employ SHS; we rely on the n to π* 
transition of MG to enhance our signal via two-photon resonant enhancement. By utilizing SHS in 
an angle-resolved scheme, we can determine the size and shape of the ZIF-8 particles.15 Calibration 
curves of MG concentration as a function of SHS signal show a discontinuity at certain 
concentrations. To better understand these observations, polarization-dependent SHS methods 
were employed. These polarization-dependent measurements give insight into the orientation of 
MG relative to the ZIF-8 surface.16 The complexity of the ZIF-8 surface was studied previously 
by SHS, where the authors utilized the nonlinear technique to track the morphology of ZIF-8 
crystals in situ. 17 However, the competing incoherent processes introduced by MG, which is 
needed to probe the surface at the wavelengths used in our SHS setup, complicate the analysis of 
this system.18 We therefore try to simplify the system by examining MG in solution with 
mesoporous silica nanoparticles (pSNP) of a similar size as ZIF-8.  
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 Porous silica itself is an interesting interface, with uses in various environmentally relevant 
applications viz. wastewater remediation, air-cleaning, catalysis, and CO2 capture.19–26 Herein, we 
compare the adsorption of MG to pSNP and nonporous silica. We utilize the data of MG with pSNP 
to inform our analysis of the ZIF-8 solutions.    
 

4.2 Materials and Methods 

4.2.1 Experimental Design 
The details of the SHGS setup are outlined in Chapter 2 and Chapter 3. For the following 

experiments on colloidal porous surfaces, the second harmonic was measured by a rotating 
collection arm. Data were collected in steps of 2.5°, over a total of 180° centered about 
transmission. At each data point, 20 scans were measured and averaged with a counting time of 
500 ms.  Therefore, each concentration required 12 minutes of acquisition time. The resulting 
angle-resolved (AR) scattering patterns provide insight on the diameter of the particles being 
probed. Polarization-resolved measurements were made by detecting the scattered signal at a set 
angle (20°) and changing the polarization angle of the fundamental light with a half-wave plate 
before focusing into the sample vial. The output polarization is selected by a polarizer as either 
parallel (Pout) or perpendicular (Sout) to the plane of incidence. These measurements provide 
insight to the average orientation of the adsorbed dye on the colloidal porous surface. 16 

4.2.2 Sample Preparation  
Porous samples of silica nanoparticles (SNP) and a metal-organic framework (MOF); ZIF-8 

are prepared in a bulk solution with either water or methanol as a solvent, respectively. The porous 
SNP (pSNP) was purchased from Thermo Fisher Scientific and used as received. The pSNP 
particles have a diameter of 200 nm with 2-4 nm size pores. The ZIF-8 particles were synthesized 
at room-temperature following a common procedure in literature.10 Briefly, a 1:1 mass ratio of zinc 
nitrate hexahydrate and 2-methylimidazole dissolved in methanol is mixed and left to react 
overnight. The resulting crystals are washed three times with methanol and centrifuged. SEM 
characterization of the ZIF-8 particles indicates their diameter to be about 100 nm. 10 ZIF-8 exhibits 
a pore aperture of 3.4 Å and a pore cavity diameter of 11.6 Å.27 Suspensions were made from stock 
solutions of ZIF-8 or pSNP with malachite green (MG) dye. Concentration curves of MG in 
solution with the surface of the particles were made by taking AR-SHS measurements of aliquots 
of the suspensions immediately after sample preparation. ZIF-8:MG samples studied 24 hours after 
preparation were stored in light-safe containers to avoid possible photodegradation of MG. 

4.3 Results and Discussion 

4.3.1 Porous Silica Nanoparticles 
 To understand angle-resolved SHS of ZIF-8 or pSNP, we first observe how the diameter of 
the nanoparticles impacts the shape of the scattering pattern. In Figure 4.1, the scattering patterns 
from solutions of 800 nm microspheres and 100 nm nanospheres are compared. Larger particles 
scatter SH light closer to the transmission angle (0 º), while smaller particles scatter light more 
broadly over a range of larger angles. The angles corresponding to maxima of SH intensity are 
optimal for obtaining orientational information about adsorbate molecules via polarization-
resolved measurements, discussed later. This optimal angular range can be calculated by  

𝑞𝑅 = 2𝑘!𝑅 sin(𝜃 2)⁄ 	            (4.1) 
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where q is the scattering vector, R is the radius of the particle, 𝑘! the wave vector of the scattered 
light and 𝜃 the angle the light is scattered.  
 

 
Figure 4.1. Angle-resolved scattering pattern for nanospheres with diameters of 100 nm (red) and 
800 nm (blue).  800 nm particles have maximum SH intensity at ± 12.5 º and 100 nm particles 
have maximum SH intensity at ± 47.5 º. Smaller colloids shift the maximum scattering intensity 
towards larger angles.  
 

From these results and Equation 4.1, we assume that the pSNP particles, which have a 
diameter of 200 nm, should have maxima between 23 and 51º. Figure 2 (a) shows the scattering 
pattern for pSNP with 20 uM MG at the two polarization configurations SinSout and SinPout. The 
maximum intensity is instead closer to 0 º, as it would be for particles larger than 800 nm, but for 
larger particles we would expect to see diminished SH intensity at 0 º. The pSNP scattering pattern 
lacks both the local minima at 0 º and the broad range of scattered light at larger angles.  This 
implies that for porous nanospheres, the scattering pattern may not depend solely on the size of 
the nanosphere, but perhaps also on the total adsorption area available. Figure 4.2 (b) depicts the 
typical scattering results at the identified polarization configurations, at which there is very little 
scattering in the forward direction and negligible s-polarized output. This pattern is well-described 
by nonlinear Rayleigh-Gans-Debye (NLRGD) and nonlinear Mie (NLM) theories.15,28 Obviously, 
Figure 4.2 (a) is not similarly described.  One explanation is that the p-polarized output is similarly 
negligible, and that we don’t observe SH enhancement at the surface of pSNP. We continue our 
discussion of pSNP by comparing SH response from 60 uM MG in solution with pSNP and 
nonporous SNP, both with a diameter of 200 nm (Figure 4.3)  
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Figure 4.2. (a) AR s- and p- polarized scattering patterns of a solution of 20 uM MG and 200 nm 
pSNP. (b) AR s- and p- polarized scattering patterns of a solution of 30 uM MG and 800 nm 
nonporous nanospheres.  
 

 
Figure 4.3. (a) Angle-resolved scattering pattern of 60 uM MG with and without porous or 
nonporous SNP, showing that a typical symmetric scattering pattern is only observed for 
nonporous SNP. (b) Zoomed-in depiction of 60 uM MG and porous SNP with 60 uM MG showing 
the similarity in counts for each solution.  
 

Figure 4.3 (a) shows the scattering patterns for aqueous solutions of 60 uM MG (blue), 60 
uM MG with porous SNP (red) and 60 uM MG with nonporous MG (green). The signal from 
aqueous MG is centered at transmission and represents hyper-Rayleigh scattering (HRS) from the 
molecules in the bulk. The green scattering pattern, representing 60 uM MG adsorbed to SNP, has 
peak SH intensity at about 40 degrees on either side of the angle of transmission. This symmetrical 
scattering pattern is typical of SHS from colloidal surfaces, as shown in Figure 4.1. The angle at 
which the SHS intensity reaches a maximum is dependent on the diameter of the particles being 
probed. Surprisingly, we see that for pSNP with 60 uM (red), the scattered signal rapidly increases 
near transmission, despite the diameter of the pSNP being the same as the nonporous SNP (green). 
Dadap et al. attribute similar “hot spots” or fluctuations in their SFS data to scattering from clusters 
of particles in solution. They highlight that SFS can discern between coherent and incoherent 
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sources of the fluctuations, whereas SHS is limited because the incoherent processes HRS and 
two-photon fluorescence (TPF) from MG may compete.18  

Additionally, the scattered signal at larger angles is within error of the signal from aqueous 
MG, implying that the signal may represent MG in the bulk and not adsorbed to the surface (Figure 
4.2 (b)). Across all the concentrations studied, aqueous MG had higher SH photon counts than MG 
with porous SNP. This is an odd observation, as MG on nonporous SNP exhibits great signal 
enhancement relative to an aqueous solution of MG at the same concentration. This could be a 
result of competing processes occurring for MG in solution with pSNP, which may cause the 
forward scattering and deconstructive interference. Moreover, higher concentrations of MG with 
porous SNP exhibit fewer fluctuations or “hot spots” than 60 uM MG with porous SNP. The 
concentration of 60 uM represents the concentration at which we assume maximum fractional 
coverage of nonporous SNP. If the fluctuations were due to the experimental setup, we would 
expect larger error bars than those shown in Figure 4.3 (a). This may be attributed again to 
competing incoherent processes of the HRS from MG and the signal from MG on SNP. The shift 
of scattering pattern towards 0 degrees, could indicate that the increase in adsorption sites 
introduced by the porous surface acts as a pseudo-larger diameter particle. However, we don’t 
observe a dip in the SH intensity in the forward direction.  

Overall, we find that even for our simplified pSNP system, the scattering results are 
difficult to analyze. We move on to a presentation of the SHS measurements of the microporous 
ZIF-8, which present similarly puzzling results.  

4.3.2 ZIF-8 
To study MG in solution with ZIF-8, we first optimized the detection angle for the highest 

intensity, finding that working at a detection angle of 20 º provided the best signal-to-noise. We 
measured the SHS intensity as a function of increasing MG concentration. The first data set was 
taken with 0.5 mg/mL of ZIF-8, corresponding to 0.05% w/w, which is on the same order of 
magnitude of concentration that we utilize for all nanoparticles studies in this thesis (0.01% w/w). 
Knowing that porous surfaces can adsorb higher amounts of dye, we also utilized higher 
concentrations of MG. Figure 4.4 (a) shows our calibration curve for MG in solution with ZIF-8 
at both Sin Pout and Sin Sout configurations. Surprisingly, the signal is greater for the s-polarized 
output, shown by red markers. Additionally, the calibration “curve” does not have the familiar 
sigmoidal shape. The SH intensity as a function of concentration remains nearly flat until a 
concentration of 900 uM, wherein the signal rapidly increases. At concentrations greater than 900 
uM MG, the signal slowly decays. This discontinuity disrupted the plan to fit the calibration curve 
to a Langmuir isotherm in hopes of determining a Gibb’s free adsorption value for the process. 
Instead, we hypothesized that the great increase in SH response could be evidence of the pores of 
ZIF-8 being filled. We repeated these experiments with less ZIF-8 (0.1 mg/mL, 0.01%) over 
concerns that the ZIF-8 itself was contributing too greatly to the SH signal. Figure 4.4 (b) shows 
the results. Again, we observe a relatively flat relationship between increasing MG concentration 
and SH intensity until 200 uM, wherein the signal rapidly increased, and subsequently decreased 
at higher MG concentrations. From these results, we conclude that the concentration at which the 
signal increases (900 and 200 uM) must be relevant to the process of the adsorption.  
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Figure 4.4. (a) SH intensity as a function of MG concentration for 0.5 mg/mL ZIF-8. The red data 
points represent the Sin Sout polarization configuration, and the blue points represent the Sin Pout 
polarization configuration. (b) Same as (a) but for lower concentration ZIF-8 (0.1 mg/mL). 
 
 The unusual, non-sigmoidal shape shown in Figure 4.4, indicates that the adsorption 
process cannot be described by the modified Langmuir isotherm used in previous chapters. The 
Langmuir isotherm assumes monolayer adsorption wherein the adsorbates do not interact. Kramer 
Campen et al. present other common isotherm shapes; our curves mostly match the “Type B” class, 
the shape of which they attribute to multi-layer adsorption, multi-site adsorption, or adsorbate 
dependent conformational changes.29 However, our observed decrease in signal at higher 
concentrations is not typical of this class of isotherms. We assume that our isotherms represent an 
adsorption process that could include multi-layer adsorption, during which the pores of ZIF-8 may 
be filled first, and then dye is adsorbed in subsequent layers. It is also possible that multi-site 
adsorption is the cause of the atypical isotherm shape, as the chemistry at the pores may be 
energetically different than at other parts of the surface. However, it is important to note that the 
sizes of the pore apertures are less than half the size of the diameter of a MG molecule, 3.4 Å and 
8.2 Å, respectively. It is possible that MG interacts with the pores despite this size difference. 
Previous SHG studies have shown 4-(4-diethylaminostyryl)- 1-methylpyridinium iodide (DAMPI) 
slowly aligns itself, with its pyridine ring into the pore like a “nail” into the pores of a zeolite 
material.30 Similarly, MG could align one of its phenyl substituents into the pore aperture of ZIF-
8. The alignment in the pore could also explain the change in dominate polarization configuration 
as a function of concentration. The adsorption mechanism of MG to a similar MOF, ZIF-67 has 
also been illustrated as π – π stacking between the aromatic groups of MG and the imidazole linkers 
making up ZIF-67. 31 Therefore, MG could be interacting with ZIF-8 in a similar way, lying parallel 
to the pore apertures. We conclude that the odd shape of the calibration curves may be caused by 
a complicated adsorption mechanism that is not easily explained under the assumptions we employ 
with the Langmuir model.  

While SHS measurements are typically performed at equilibrium, time-dependent SHS 
measurements of MG adsorption to sulfate-functionalized polystyrene microspheres have been 
reported.32 These studies find that the adsorption process actually consists of two steps: a fast-step 
for the initial adsorption of MG via electrostatic interactions, and a slower step attributed to 
hydrophobic interactions between MG and the surface. Data presented in Figure 4.4 were 
measured immediately after sample preparation. To ascertain any differences in the SH intensity 
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as MG is left to interact with ZIF-8, we probed the same samples 24 hours later. A comparison of 
the data taken right after sample preparation and in the following day are shown in Figure 4.5.  

 

 
Figure 4.5. (a) SH intensity as a function of MG concentration for 0.1 mg/mL ZIF-8. The red data 
points represent the SinSout polarization configuration, and the blue points represent the SinPout 
polarization configuration. (b) Same as (a) but SH signal measured 24 hours after sample 
preparation.  
 

The maximum observed in Figure 4.5 (a) (~ 200 uM) decays overnight and is replaced with 
a minimum at 100 uM. The SH intensity corresponding to MG concentrations greater than 100 uM 
increases with a more familiar S-shape, approaching a plateau at high concentrations, greater than 
400 uM. We attribute the change of the calibration curve to the ZIF-8 and MG solutions reaching 
equilibrium. The minimum at 100 uM may be due to competing incoherent processes as discussed 
for pSNP, as the pores are filled and MG aligns in an optimal orientation. Also of note, the p-out 
polarized signal is greater than the s-out signal at concentrations higher than 100 uM, whereas it 
was lower than the s-out signal when measured immediately after sample preparation. This could 
indicate that after 24 hours, signal from MG at the surface dominates the response. Notably, in 
both calibration curves, Figure 4.5 (a) and (b), the polarization configuration that contributes the 
highest SH response changes after the maximum (200 uM) or minimum (100 uM). To better 
understand the importance of these polarization responses, we employed polarization-resolved 
SHS (Figure 4.6).  
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Figure 4.6. Polar plots of the SH response as a function of the polarization of the incident 
fundamental light at MG concentrations of (a) 50 uM, (b) 100 uM, (c) 200 uM, and (d) 250 uM. 
Red data points correspond to the p-out polarized response. Blue data points represent the s-out 
polarized response. Lines connecting the data serve only as a guide to the eye.  
 
 The polarization-dependent SH response for MG in solution with ZIF-8 was recorded for 
4 different concentrations of MG by varying the laser incident polarization angle.  At 50 uM MG, 
the s-polarized output reaches a maximum when the incident light is polarized 0 º or 180 º, while 
the p-polarized output reaches a maximum at 90 º or 270 º. For a solution containing 100 uM MG, 
the SH response is independent of polarization, shown by the circular polar plot in Figure 4.6 (b). 
When we probe a solution of ZIF-8 and 200 uM MG, the concentration at which the calibration 
curve exhibits a rapid increase in intensity, we observe an odd “flip” in the polarization-dependent 
SH response. The s-polarized response is most intense when the incident light is polarized 90 º, 
and the p-polarized response reaches a maximum when the incident light is polarized 0 º. 
Molecules with C2v symmetry, e.g.. MG, exhibit a dipolar response like in Figure 4.6 (a). The 
second-order hyperpolarizability of MG (𝛽(%)) can be expressed as three independent tensor 
elements, 𝛽JJJ , 𝛽J;; , 𝑎𝑛𝑑	𝛽;J; due to the C2v symmetry.33 Kikteva et al. found that for a 800 nm 
fundamental incident field, two of the tensor elements dominate the polarization-dependent 
response, 𝛽J;; , 𝑎𝑛𝑑	𝛽;J;.34 The nonlinear hyperpolarizability can be related to the nonlinear 
susceptibility by  

𝜒.
(%) =	𝑁. ∑〈𝛽(%)〉	,  (4.2) 

where 𝑁. is the number of molecules adsorbed to the surface. A sum average over the orientations 
of those adsorbed molecules provides the total nonlinear susceptibility. This relation along with 
polarization-dependent measurements at 0 , 45 , and 90 º polarized outputs has allowed for the 
determination of the orientation of MG at the Si-SiO2 – water interface, as described by Gassin et 
al. as well as MG at the air-silica interface.33,34  While the data presented in Figure 4.6 don’t allow 
for a quantitative determination of MG orientation at the ZIF-8 surface, we can utilize Equation 
4.2 to make some inferences about our results. The change in the polarization-dependence shown 
in Figure 4.6 implies that a change in 𝜒.

(%) occurs with increasing concentration. While an 
increasing concentration could increase 𝑁., the number of molecules is a scalar value, and 
therefore only effects the amplitude of 𝜒.

(%), and while we do observe changes in the amplitude, 
we are more interested in the changing polarization pattern. Thus, the “flip” in the polarization 
response is most likely due to the average hyperpolarizability or orientation of adsorbed molecules 
changing. Therefore, we attribute the polarization-dependence as a function of MG concentration 
to MG adopting an aligned or “preferred” orientation at 200 uM, corresponding to the 
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concentration at which maximum SH intensity was observed in the calibration curves (Figure 4.4 
(b)).  

4.4 Conclusions 
Within this chapter, we discussed new methods for examining porous colloidal systems in situ 

with SHS. Angle-resolved SHS measurements of pSNP showed that the scattering pattern may not 
depend solely on the diameter of the studied particles. Moreover, the scattering patterns of porous 
surfaces may be more susceptible to exhibiting “hot spots”, or fluctuations, in the forward 
direction, which may be attributed to the formation of clusters or aggregates. In examining the SH 
response as a function of MG concentration in solution with microporous ZIF-8, we found that 
there were certain concentrations (200 or 900 uM) corresponding to the amount of ZIF-8, for which 
the SH response rapidly increased. A qualitative analysis of polarization-dependent measurements 
revealed that a change in the polarization dependence may be due to MG molecules preferentially 
aligning to the surface of ZIF-8 at 200 uM. To quantitatively describe the interactions between MG 
and ZIF-8, future work could resume the polarization-resolved experiments, measuring the SH 
response as a function of the laser incident polarization angle at all three output polarization angles, 
as described by Gassin et al. (0 , 45 , and 90 º).33 This would allow for fitting to an equation so that 
the dominate nonlinear susceptibility tensor elements may be determined. Relating these terms 
back to the hyperpolarizability can provide information about the tilt and azimuthal angle MG 
adopts at various interfaces. Still, theory that explicitly considers a rough or porous surface is 
needed to fully understand these systems. Ideally, this work and future nonlinear studies on MOFs 
or porous materials will inform development of such theories.  
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Chapter 5. Investigating the adsorption of non-resonant molecules 
to buried interfaces 
5.1 Introduction 
 It is well known that the adsorption of molecules to colloidal aqueous interfaces is hard to 
characterize from typical experiments. Quantification of thermodynamic parameters such as the 
free energy of adsorption can be paramount for understanding the adsorption behavior of 
molecules. Understanding the adsorption of molecules to interfaces is essential for important 
problems in chemical sciences, including biology, electrochemistry, material science, and 
environmental chemistry. Utilizing SHG in a scattering geometry, rather than reflection, has 
permitted the study of a variety of colloidal systems including polystyrene spheres1,2, 
nanoparticles3,4, droplets5–7, and biopolymers8–11. While Second Harmonic generation scattering 
(SHS) fulfills the surface specificity required to probe adsorption to these interfaces, it has 
limitations regarding the type of adsorbate molecules that can be easily probed. Traditional SHS 
techniques require that the adsorbate possesses a resonant molecular transition at either the 
fundamental or second-harmonic frequency. In 1998, Eisenthal et al. developed a SHS technique 
that allows for the probing of “non-resonant” molecules, such as caffeine, which lack a molecular 
transition at the utilized 800 nm fundamental or 400 nm second harmonic. In these competitive 
adsorption experiments, malachite green (MG), a chromophore with a transition ~400 nm, is 
displaced from sites at the interface as the concentration of competing adsorbates is increased, 
resulting in a loss of SHS signal.12–16 Cole et al. later extended the technique to compare the 
propensity of seven organic pollutants or surfactants to adsorb onto colloidal polystyrene beads 
(PSB) functionalized with sulfate or amine groups. They found that the competitive displacement 
methodology provides precise ΔGads values for non-resonant molecules and could be extended to 
other surfaces.17 Surfactant adsorption at oil-water interfaces has also been evaluated by tracking 
the displacement of MG or water molecules with decreasing SHS intensity.18,19 The displacement 
of MG from the interface and through a permeable membrane was similarly studied.20 Ideally, an 
index of thermodynamic parameters for a variety of molecules across a variety of surfaces could 
be created to inform the design of efficient materials, viz. water purification membranes.  
 

This chapter discusses the extension of the method to the study of caffeine and ascorbic 
acid adsorption to silica nanoparticles (SNP). These two readily available molecules, included in 
the study by Cole et al. allow for a facile comparison of adsorption to the two different surfaces. 
The adsorption of caffeine and ascorbic acid to PSB were governed by both electrostatic and van 
der Waals forces. Despite the charge present on the functionalized PSB, van der Waals interactions 
were also important, this was attributed to the low surface charge density. Caffeine adsorbed to 
positively charged PSB more readily than the negative surface. Interestingly, the ΔGads for ascorbic 
acid was similar for both the negative and positive PSB.17 Cole et al. also utilized the angle-
resolved spectra to investigate the orientation of MG and naphthol yellow S (NYS) at the interface. 
They highlight the general usefulness of SHS for studying non-resonant molecule adsorption to a 
variety of surfaces. The silica surface has been a popular choice for non-linear spectroscopy 
studies. We expect that adsorption to SNP will act like the adsorption to the sulfate-terminated PSB 
due to the negative charge at the silica interface, and we choose to compare the two surfaces in 
this chapter. Previous studies have accentuated the importance of the silica surface as a general 
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model for charged mineral surfaces.21–23 The abundance of silica in Earth’s crust makes it an ideal 
mimic for geochemical systems.24,25  

5.2 Materials and Methods 
5.2.1 Experimental Design 

The details of the SHS setup are outlined in Chapter 2 and Chapter 3. For the following 
competitive adsorption experiments, the second harmonic radiation was measured by a rotating 
collection arm. Data were collected in steps of 2.5°, over a total of 180° centered about 
transmission. At each data point, 20 scans were measured and averaged with a counting time of 
500 ms.  Therefore, each concentration required 12 minutes of acquisition time.  

5.2.2 Sample Preparation 
Water was used as the solvent for all solutions tested and was obtained from a Millipore 

Milli-Q water purification system (18.2 MΩ cm at 25 °C, 4 ppb TOC). The PSB and SNP were 
purchased from Thermo Fisher Scientific and used as received. SNP with a diameter of 500 nm 
were diluted from 2% w/w to 0.01% w/w. PSB with diameters of 100 nm were diluted from 8% 
w/w to 0.01% w/w. The PSB was functionalized with sulfate at pH > 2 by the manufacturer and 
have a charge density of 5 -10%. The adsorbate MG and competitor molecules (caffeine and 
ascorbic acid) were used as received from Sigma-Aldrich. Suspensions were made from stock 
solutions of water, SNP, MG, and the competitor molecules before each scan and adjusted to a pH 
of 9. Solutions containing PSB were instead adjusted to a pH of 4. Aliquots of the suspensions 
were pipetted into a 4 mm diameter cylindrical glass vial. For the MG calibration curves, the 
concentration of MG was slowly increased until the SH response plateaued. For the displacement 
studies, the concentration of MG was fixed to 60 uM for SNP and 1 uM for PSB.  The concentration 
of caffeine and ascorbic acid were slowly increased until the SH response plateaued. After addition 
of competing adsorbate, the aliquot was shaken. Solutions containing caffeine were probed within 
two minutes of preparation, while those containing ascorbic acid were probed after 5 minutes. 

5.2.3 Analysis Methods 

The displacement studies require redefining the fractional coverage term, 𝜃@ within the 
modified Langmuir isotherm (Equation 2.1) discussed in Chapter 2 and 3. Section 2.3.1 discusses 
the idiosyncrasies of the competitive adsorption fractional coverage.  

5.3 Results and Discussion 

5.3.1 Adsorption of resonant malachite green 
To accurately determine ΔGads of caffeine and ascorbic acid to SNP and PSB surfaces, the 

ΔGads of the resonant, monovalent dye MG must first be evaluated. The second harmonic signal 
from 30 to 70 º was averaged and plotted as a function of MG concentration (Figure 5.1). By fitting 
the plot to the modified Langmuir isotherm discussed in earlier chapters (Chapter 2 and 3), the 
ΔGads of MG to PSB was determined to be -10.83 kcal/mol (Table 5.1). This value was in great 
agreement with that reported by Cole et al. 17 As shown in Figure 5.1 (a), the angle-resolved SHS 
response is symmetric around the transmission angle (0°) and there is little error depicted by the 
error bars at each angle. This implies that the PSB did not aggregate during the measurements. A 
pH of 4 for PSB solutions was chosen for this purpose; additionally, previous studies on MG at 
PSB were performed at a pH 4 and allowed for facile comparison.  
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Figure 5.1. a) Angle-resolved SHS response of 1 uM MG on PSB. The scattered data in (b) 
represent the average of a sum over the angles of maximum SHS signal; the range is indicated by 
the red dashed lines (30-70°). b) SHS intensity as a function of MG concentration. The solid line 
represents the fit to a Langmuir isotherm.  
 
 Similarly, the adsorption of MG to SNP was studied; the ΔGads of MG to SNP was 
determined to be -9.29 kcal/mol (Figure 5.2). The decrease in ΔGads can likely be attributed to the 
change in pH between the systems. While we expect both PSB and SNP to have negative 
adsorption groups, at high pH MG becomes colorless and neutral. This minimizes both the resonant 
enhancement from the transition at 400 nm and also results in weaker electrostatic interactions. In 
fact, the observed ΔGads,SNP is closer to the ΔGads of MG to positively charged PSB, reported in 
Chapter 3 (ΔGads,pPSB = -9.38 kcal/mol). The maximum SHS signal shifts to slightly larger angles, 
requiring us to take an average of a sum over the angles 40 - 80°. Overall, the scatter intensity was 
greater for MG at the SNP surface due to the larger concentrations of MG needed to reach 
saturation of the surface. The error was so small that error bars are eclipsed by the data points 
plotted in Figure 5.2 (a). Fitting these preliminary data supplies the corresponding equilibrium 
constant (KD) and maximum surface number density (𝑁:@). 
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Figure 5.2. a) Angle-resolved SHS response of 60 uM MG on SNP. The scattered data in (b) 
represent the average of a sum over the angles of maximum SHS signal; the range is indicated by 
the red dashed lines (40-80°). b) SHS intensity as a function of MG concentration. The solid line 
represents the fit to a Langmuir isotherm.  

5.3.2 Displacement Studies 
 To obtain the adsorption thermodynamic value ΔGads for non-resonant molecules viz. 
caffeine and ascorbic acid, adsorption to SNP and PSB, the displacement methodology was 
employed. Plots relating the concentration of non-resonant molecules to the SHGS signal are 
realized from the angle-resolved data as outlined above (Figure 5.3 and 5.4). The observed 
decrease in SHS signal with increasing concentration of caffeine or ascorbic acid reflects the 
displacement of previously adsorbed MG, which has a greater propensity for the surface than the 
competing molecules (Table 1).  
 
Table 5.1. ΔGads of MG and competing adsorbates to SNP vs PSB 

Adsorbate SNP (pH 9) PSB (pH 4) 
MG -9.29 ± 0.05 kcal/mol -10.83 ± 0.05 kcal/mol 

Caffeine -5.51 ± 0.14 kcal/mol - 4.37 ± 0.22 kcal/mol 
Ascorbic acid -8.89 ± 0.20 kcal/mol - 5.81 ± 0.18 kcal/mol 

 
To fit the modified Langmuir model to these seemingly inverted data, the fractional coverage term 
becomes:  

𝜃 = 	
𝑥

1 + 𝑥 + 𝑦 

 𝑥 = 	𝐾@ 	×
(7.*6)!*

. )
88.8

 ,  𝑦 = 	𝐾7 	×
(7/*6)!*

/ )
88.8

     (5.1) 

 
Further details of the modified term (Equation 5.1) are included in Chapter 2. Briefly, the 
competitor molecules’ equilibrium constant (KC), is determined by setting 𝑁:7  = 𝑁:@   in the fitting 
procedure when relatively large amounts of the competitor molecule are needed to displace MG. 
Under these limitations, the assumption that an adsorption site will only adsorb either MG or a 



 

 42 

competing molecule is realized. Similar assumptions have been utilized in previous displacement 
studies and are proven to provide meaningful KC values. 8,17 The Langmuir isotherm, while 
valuable in its ability to accurately determine adsorption thermodynamics, greatly oversimplifies 
the true chemical nature of the surface environment. Additional assumptions made under this 
fitting scheme include defining all surface sites as chemically equivalent and neglecting any 
adsorbate-adsorbate or adsorbate-competitor interactions.  

 
Figure 5.3. Adsorption of caffeine by displacement of MG to (a) SNP and (b) PSB.  
 

The adsorption of caffeine is less favorable than the adsorption of MG to SNP and PSB (Figure 
5.3). Additionally, the adsorption of caffeine is slightly enhanced at the SNP surface relative to the 
PSB surface. The difference in ΔGads is less than ~1 kcal/mol, which is on the order of uncertainty 
for ΔGads determined by other methods viz. adiabatic calorimetry and UV adsorption spectroscopy. 
The displacement method allows us to effectively probe non-resonant molecules across different 
surfaces, as our reported uncertainties are less than 0.25 kcal/mol (Table 5.1). Caffeine (Figure 5.5 
(b)) is neutrally charged across all pHs used in this experiment. The small but notable difference 
in ΔGads must then be attributed to the difference in adsorption environment at the surface. While 
the negatively charged PSB surface has a charge density of only about 5-10%, implying more of 
the polystyrene backbone is available for van der Waals interactions with the caffeine, the ΔGads is 
more negative for adsorption to SNP. This may be because SNP has more functional silanol groups 
on the surface that can hydrogen bond to caffeine molecules.  

 

 
Figure 5.4. Adsorption of ascorbic acid by displacement of MG to (a) SNP and (b) PSB.  
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Second to the ΔGads of MG to PSB and SNP, adsorption of ascorbic acid to SNP was the 
most favorable, and surprisingly greatly enhanced relative to adsorption to PSB. The ΔGads differs 
by ~3 kcal/mol (Table 5.1). Ascorbic acid (Figure 5.5 (b)) has a pKa = 4.17 and is deprotonated at 
the pH of the SNP suspensions. The deprotonated form, ascorbate anion, is stabilized by its 
resonance structures. Under these conditions, we would expect the ΔGads to be less favorable due 
to the repulsive electrostatic interactions between the negative charge on the ascorbic acid and the 
negative charge of the SNP surface. As discussed in Chapter 3, for systems lacking attractive 
electrostatic interactions, like when the adsorbate and surface are similarly charged, van der Waals 
interactions dominate the adsorption mechanism.  The ΔGads of ascorbic acid for negatively 
charged PSB is -5.81 kcal/mol, which is closer to the ΔGads of ascorbic acid adsorbing to positively 
charged PSB, as reported by Cole et al. (-4.06 kcal/mol).17 Both of these systems were studied at 
a pH of 4 or less. This implies that the pH effect is responsible for the enhancement at the SNP 
surface, which may be attributed to ion pairing with the cationic MG. Ion pairing contradicts the 
assumptions we make in fitting the data to a Langmuir isotherm, which assumes that adsorbate 
molecules don’t interact. Additionally, the formation of a MG-ascorbic acid complex would most 
likely result in noisy angle-resolved measurements, which were not observed for this experiment. 
It is also possible, that due to the delocalization of the negative charge, the repulsive electrostatics 
are small. We could reach a similar conclusion as discussed for caffeine adsorption to SNP, in 
which the carbonyl or alkoxide groups may hydrogen bond to the silica surface. However, the 
increase of available hydrogen bonding sites introduced by SNP only accounts for ~1 kcal/mol. 
Additional SHGS techniques could provide useful information that could deconvolute the 
enhancement of ascorbic acid, viz. the 𝜒& method, which can discern the charge density or pKa at 
the interface.24,26–28 

 
 

 
Figure 5.5. Chemical structures of caffeine (a) and ascorbic acid (b).  
 

5.4 Conclusions 
In summary, a comparison of the adsorption thermodynamics of non-resonant molecules 

across differently structured surfaces can be realized with a competitive displacement 
methodology. We find that we can resolve the difference in ΔGads for caffeine on SNP and 
negatively functionalized PSB, which amounts to ~1 kcal/mol. This result implies that this method 
is useful for developing a robust understanding of adsorption of non-resonant molecules at various 
functionalized interfaces. Interestingly, we conclude that ascorbic acid in alkaline solution has a 
very favorable adsorption to SNP despite the similar charge between the surface and adsorbate, 
and we attribute this observation to ion pairing.
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Chapter 6. Time-Resolved X-ray Emission Spectroscopy and 
Resonant Inelastic X-ray Scattering Spectroscopy of Laser 
Irradiated Carbon  
This work is adapted from Erika J. Riffe,1 Franky Bernal,1,2 Chinnathambi Kamal,3,4 Hikaru 
Mizuno,1,2 Rebecca K. Lindsey,5,6 Sebastien Hamel,5 Sumana L. Raj,1,2 Christopher J. Hull,1,2 
Soonnam Kwon,7 Sang Han Park,7 Jason K. Cooper,2,8 Feipeng Yang,9 Yi-Sheng Liu,9 Jinghua 
Guo,9 Dennis Nordlund,10 Walter S. Drisdell,2,8 Michael W. Zuerch,1,11 Heather D. Whitley,5 
Michael Odelius12*, Craig P. Schwartz2,13*, and Richard J.Saykally1,2*. “Time-Resolved X‐ray 
Emission Spectroscopy and Resonant Inelastic X‐ray Scattering Spectroscopy of Laser Irradiated 
Carbon” J. Phys. Chem. B. 2024. https://doi.org/10.1021/acs.jpcb.4c02862  

6.1 Introduction 
While the solid and gaseous states of carbon have been extensively studied, our knowledge 

of the liquid state is substantially less well-developed.1 The unique ability of carbon atoms to form 
single, double, and triple covalent bonds through different types of hybridization effects 
considerable variability in the structure, and physical properties. This accounts for the variety of 
known allotropes, permitting industrial and technological applications ranging from industrial 
lubricants and batteries, to moderators in nuclear reactors.2–4 Novel carbon materials, including 
ultra-hard solids and carbon nanotubes, are thought to be formed from a liquid carbon state 
precursor.5–8 

 
A better understanding of the liquid state could provide additional routes for the synthesis 

of novel carbon materials, analogous to how the study of small carbon clusters led to the discovery 
of fullerenes. The liquid state is challenging to prepare, as to obtain ‘equilibrium’ liquid carbon, 
transient methods such as ultrafast laser-induced non-thermal melting, must be utilized. This was 
first demonstrated by Malvezzi et al in the mid-1980s.9 Other experiments, which include x-ray 
absorption, and reflectivity studies at both extreme ultraviolet (EUV) and optical wavelengths, 
have been performed to characterize the liquid state of carbon.9–15  The literature on these “non-
thermally melted” samples often reaches opposing conclusions, potentially due to the differences 
in sample preparation, as shown in Table 1.9–16 Note the variety of both initial sample and laser 
conditions employed to prepare putative liquid samples. 

 
Optical reflectivity experiments reported by Malvezzi et al. and Reitze et al. 9,10 were 

among the first reports on ultrafast non-thermal melting of carbon. Malvezzi et al. 9 melted graphite 
targets with a 20 ps, 532 nm pulse from a Nd-YAG laser, and probed them using optical pulses at 
532, 1064, and 1900 nm wavelengths with various delay times. Malzezzi et al. concluded that a 
phase transition occurred and that the resulting liquid acted as an insulator, due to the observed 
fluence-dependent decrease in reflectivity. The decrease was observed at fluences above 0.14 
J/cm2, a threshold for the surface melting. 

 
These conclusions were challenged by Reitze et al.10  in 1989, who utilized a femtosecond 

laser system at similar fluences. With the improved time resolution, they observed an instantaneous 
increase in signal that was followed by a decay in optical reflectivity. The authors attributed the 
initial increase in signal (which remained for ~ 5 ps) to the formation of a liquid carbon state and 
argued that the increased reflectivity was evidence of a metal, rather than an insulator. Further, it 
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was argued that the decrease in reflectivity observed at longer time delays in their experiment was 
wrongfully assigned as a feature of the liquid in Malvezzi’s work. Instead, the signal decrease was 
attributed to ablated liquid carbon, indicating that the phase transition occurred earlier.  

 
Reitze et al.12 repeated these femtosecond optical reflectivity experiments on diamond, 

utilizing a higher fluence (0.63 J/cm2), as needed to melt the harder sample. Once again, an initial 
increase in reflectivity was observed, supporting the notion that liquid carbon formed from both 
graphite and diamond comprised a metallic state upon melting. However, Malvezzi et al.11 
defended their previous work by repeating the optical reflectivity experiments utilizing picosecond 
ellipsometry. By measuring the reflectivity with two different polarizations, the real and imaginary 
parts of the index of refraction of the putative liquid were obtained. The observed reduction of 
both the real and imaginary parts of the index of refraction indicated that the liquid phase is less 
metallic than the solid, and again, acts more like an insulator. The contradictions reached in these 
studies underscores the need for further investigation of the liquid state.  

 
Johnson et al. studied  the electronic properties of liquid carbon via x-ray absorption 

spectroscopy (XAS) using a synchrotron slice source. 14 These early time-resolved (tr-) XAS 
experiments concluded that the bonding properties of the melt depended on the density of the 
carbon target. At lower densities, sp bonds are dominant, and as the density increases, a mixture 
of sp, sp2 and sp3 bonding occurs. This was determined by calculating the π* states/site and 
comparing the area of the π* peak to that of the π* peak of fullerene, which has a π* state/atom ratio 
of 1 due to its purely sp2 carbon bonding network. Johnson et al. also estimated a bond length 
change of -0.07 ± 0.02 Å for the highest density liquid from a blue shift in the 295.5 eV peak of 
solid amorphous carbon. This was confirmed by simulations in which the bond length changed 
from 1.45 to 1.40 Å at 2.76 g/cm3 and 6000 K. This shortening of the bond length was judged as 
being consistent with the formation of a liquid state.  

 
 In 2014, Brown et al.17 published a different pump-probe x-ray experiment on carbon, 

utilizing the FEL at LCLS in a warm-dense matter regime. They compared the resulting structure 
factor for the unheated sample (FEL pulse only) and the structure factor at various delay times to 
show that there is an increase in the diffraction density at 3.4 Å-1, indicating a structural change 
away from the initial hexagonal structure of the cold graphite sample. This peak in the structure 
factor reaches a maximum at t > 30 ps. At this time delay, a crystalline structure should have time 
to form from an intermediate and influence the measurement; however, they observe no evidence 
of a bcc lattice or a liquid, and conclude that a glassy carbon state exists, instead of a liquid.  

 
More recent tr-XAS experiments on liquid carbon utilized the FERMI free electron laser 

(FEL) facility for sub-ps time resolution. In these experiments,15 liquid carbon was determined to 
have metallic character because of the appearance of numerous unsaturated carbon bonds. The 
high-density liquid (2.0 g/cm3) obtained by fs-driven non-thermal melting of an a-C foil was 
assumed to have sp hybridization, a chain-like carbon network, and a C-C bond length of ca. 1.5 
Å at extreme conditions (14200 K, 0.5 Mbar). The formation of the liquid phase occurred faster 
than previously reported, viz.  only 0.1 ps after the melting pulse, and equilibrated within 0.3 ps. 
This ultrafast rearrangement of the atomic structure is due to the transformation of the electronic 
structure, as sp2 hybridization quickly collapses and sp hybridization prevails.  
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Recent advances in x-ray FELs may be useful in resolving such controversies regarding 
the intermediate state of liquid carbon. These facilities can now supply the time-resolution, 
spectral-resolution, and high flux required to study samples by more photon-hungry techniques, 
such as x-ray emission spectroscopy (XES) and resonant inelastic x-ray scattering (RIXS).18 Both 
XES and RIXS are excellent probes of the electronic structure of a material. Both techniques 
involve the emission of an x-ray photon as a core-hole is filled by a valence electron, wherein the 
absorption of an X-ray photon promotes an electron from the core level into the continuum (XES), 
or to an empty valence band (RIXS). Furthermore, the resonance with a valence state in RIXS 
allows for the simultaneous determination of empty electronic states and occupied states. Here we 
define RIXS as measurements resonant with states below the second band gap of the target 
material. Therefore, XES and RIXS are sensitive to the melting dynamics and changes in bonding 
character of a system, as observed for the water/ice phase transition19 or the liquid-liquid transition 
in silicon.20 These techniques have been employed previously in the study of graphite, but lacked 
the modern time-resolution capabilities.  Herein, we present the results of an optical pump – soft 
x-ray probe experiment on diamond and amorphous carbon samples, accompanied by XAS and 
XPS measurements of the unmelted samples, and theoretical simulations.  We also report the first 
time-resolved RIXS (tr-RIXS) and time-resolved XES (tr-XES) experiments performed on laser-
melted carbon, and their spectra. Variable temperature and pressure conditions are examined by 
scanning different delay times between the optical melting pulse and the soft x-ray probe pulse, 
providing insight into the dependence of the liquid structure on temperature, pressure, and density.  
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Table 6.1. Reported Literature Values for non-thermal melting of carbon.  

6.2 Experimental Methods 
Amorphous carbon (a-C) films with a thickness of 100 nm, roughness of 0.80 nm, and 

density of ρ = 2.1 g cm−3, purchased from Incoatec GmbH, were deposited on silicon <100> 
wafers. Ultrananocrystalline diamond (UNCD) films with a thickness of ca. 400 nm, purchased 
from John Crane Inc., were also deposited on silicon <100> wafers. 

 
 Tr-RIXS/tr-XES experiments were performed on both a-C and UNCD near the carbon K-

edge, at the soft x-ray scattering and spectroscopy beamline at Pohang Accelerator Laboratory 
(PAL) x-ray FEL.18. A Ti:Sapphire laser system provided the 800 nm, 65 fs non-thermal melting 
pulses used in this experiment. The optical pulse had a spot size of 200 x 200 um2, much larger 
than the probe pulses used (50 x 50 um2 for amorphous carbon and 80 x 80 um2 for UNCD). The 
pulses were roughly collinear with the PAL-XFEL pulses and were focused onto the sample surface 
with an incidence angle of ca. 45 degrees with respect to the sample surface normal, as shown in 
Figure 1. RIXS/XES performed at soft x-ray regimes has a general probe depth of 100 nm and is 
dependent on the sample. The samples were raster-scanned and the scattered x-ray photons were 
collected in a reflection geometry using a RIXS/XES spectrometer with an Andor Newton DO 940 
CCD detector.  

Sample Sample 
Thickness 

Melting 
Pulse 
wavelength  

Pulse 
duration 

Fluence 
(J/cm^2) 

Time 
Delay(s) 
(ps) 

Experiment Reference 

HOPG --- 532 nm 20 ps 0.14 60, 100, 
200  

Optical 
Reflectivity 

[10] 

HOPG --- 620 nm 90 fs 0.13  Optical 
Reflectivity 

[11] 

HOPG >30 um 1060 nm 30 ps 50-350 
W/cm2 

0, 60, 
120 

Optical 
Reflectivity 

[12] 

diamond 250 um 620 nm 90 fs 0.63 -5 – 25  Optical 
Reflectivity 

[13] 

a-C 
 

500 Å 
 

800 nm 
 

150 fs 
 

0.7-2.0 
 

100 
 

XAS 
 

[15] 
 

graphite 
foil  
 

1 um 800 nm 300 fs 1015 
W/cm2 

0 – 40 X-ray 
Scattering 

[18] 

a-C 70 nm 260 nm 100 fs 0.6 -1 - 10 EUV 
Reflectivity 

[14] 

a-C 100 nm 250 nm 130 fs 0.63  EUV 
Reflectivity 

[17] 

a-C foil 80 nm 390 nm 
 

50-80 fs 
 

0.4 
 

0.52 
 

XAS 
 

[16] 

a-C 100 nm 800 nm 65 fs 0.82 
 

+1 - 50  
 

Tr-RIXS 
 

This paper 

UNCD 400 nm 800 nm 65 fs 0.88 -1 - 100 Tr-RIXS 
 

This paper 

HOPG = Highly oriented pyrolytic graphite, a-C = amorphous carbon, UNCD = ultrananocrystalline 
diamond 
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Figure 6.1. Experimental setup at the PAL-XFEL. Sample thin films are mounted on a control 
stage and non-thermally melted using the optical laser pulse, and then probed with the XFEL pulse. 
The signal is collected as a 1 x 2048-pixel image with the CCD at approximately a right angle to 
the laser beams. 
 
 Tr-RIXS spectra of non-thermally melted a-C samples were collected at incidence energies 
of 289 eV, 297 eV and 298 eV as a function of time delay between the melting pulse and PAL-
XFEL pulse, ranging from Δt = +1 to +50 ps with a resolution of ca. 150 fs. Tr-XES/tr-RIXS 
spectra of non-thermally melted UNCD thin film samples were collected at incident energies of 
294 eV, 303 eV, and 308 eV as a function of delay between the melting pulse and PAL-XFEL pulse, 
ranging from Δt = −1 to +100 ps. Each dataset comprised 10,000-100,000 FEL shots, with each 
shot saved as a 1×2048-pixel image file. To analyze the spectra, background removal and signal 
filtering were performed based on the methods developed by Nowak et al.21 The filtered spectra 
were normalized by the number of shots and FEL intensity, binned, and smoothed using a 
smoothing spline fit. The widths of the spectra were determined by fitting them to a Gaussian and 
measuring the full width at half max (FWHM). The widths at each time delay were averaged and 
the standard deviation was calculated to quantify the narrowing or broadening across time delays.  
 
 XAS measurements of the unmelted a-C and UNCD thin films were performed at the 
Stanford Synchrotron Radiation Lightsource (SSRL) and the Advanced Light Source (ALS), 
respectively,  by bulk-sensitive drain current measurements.22,23 Additional characterization of the 
unmelted samples, including XES/RIXS and x-ray photoemission spectroscopy (XPS), were also 
performed on BL8.0.1 at the ALS.  XPS measurements were performed with a commercial Kα x-
ray photoelectron spectrometer (Thermo Fisher Scientific). 
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Table 6.2. Laser parameters for tr-RIXS and tr-XES experiments at PAL-XFEL. 
 

PAL-XFEL 
Melting Laser 

 tr-RIXS a-C tr-RIXS/XES 
UNCD 

Spot size, fwhm (μm) 80 μm 200 μm 200 μm 

Energy 
289, 294, 297, 298, 303, 308 

eV 
(pink beam) 

1.55 eV / 800 
nm 1.55 eV / 800 nm 

Pulse duration (fs) < 50 65 65 

AOI 45° 45° 45° 
Pulse Energy (μJ) -- 528 565 

Peak Fluence (J cm-2) -- 0.82 0.88 
Peak power (W cm-2) -- 1.3×1013 1.4×1013 

 

6.3 Theoretical Methods 
Periodic DFT-based electronic structure calculations, within the generalized gradient 

approximation given by Perdew-Burke-Ernzerhof (PBE), including a van der Waals correction 
using Grimme’s D3 method24, have been performed using the CP2K package25 to simulate the 
carbon K-edge XAS and XES spectra for diamond, graphite, and amorphous carbon using 
configurations from the MD trajectories. A Gaussian Augmented Plane Wave (GAPW) method to 
perform all-electron calculations with a 6-311Gdp basis set and an energy cut-off of 500 Ry using 
a multi-grid framework consisting of five grids was employed. Super-cells of 5×5×5 (1000 atoms), 
8×8×3 (768 atoms), and a ~17 Å sized cubic box (500 atoms) for diamond, graphite, and a-C were 
used, respectively.  Representative configurations for amorphous carbon were generated using the 
LAMMPS26 molecular dynamics (MD) simulator with a Chebyshev Interaction Model for 
Efficient Simulation (ChIMES)27 potential for liquid carbon. The ChIMES model accounts for 
two- and three-body interactions by fitting linear combinations of Chebyshev polynomials through 
force matching to trajectories from Kohn-Sham density functional theory (DFT).28  The ChIMES 
model employed here was parameterized based on force matching DFT simulations at 
temperatures of 5,000-20,000 K and densities of 1.0-3.6 g/cc, and has recently been further refined 
and validated for a variety of scenarios involving carbon at extreme conditions.29  Trajectories 
were obtained at a density of 2.1 g/cc, based on the initial density of amorphous carbon in the 
experiments, at temperatures of 7000 K, 14000 K, and 17000 K.  We sampled 100 snapshots of 
500 atoms per simulation, with a spacing of 250 fs between snapshots.  This specific set of 
conditions was chosen based on 1) estimated temperatures generated after laser-heating of the 
sample and 2) the assumption that the timescale of the experiment is too short to allow for 
significant hydrodynamic evolution of the sample so that the density remains close to the initial 
density throughout the duration of the experiment. 

 
The DFT spectral simulations were carried out for fully optimized, lowest energy structures 

of diamond and graphite and for a few snapshots from ChIMES MD trajectory of a-C system at 
7000 K. For all these calculations, we have considered the Γ point of super cells. To account for 
the possible C 1s core hole relaxation effects on spectra, we have used the transition potential 
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method with the half core-hole (TPHH) approximation, and the results obtained were compared 
with ground state calculations (which excludes relaxation effects). Separate spectral simulations 
were performed for each carbon atom present in the a-C cell and only for inequivalent atoms in 
diamond and graphite cells. To facilitate easy comparison with experimental data, the discrete 
theoretical spectra were convoluted with normalized Gaussian function having broadening 
parameters (σ) of 0.8 and 1.0 eV for graphite and diamond, respectively. Furthermore, we rigidly 
shifted the XES of graphite and diamond by -0.5 and 1.2 eV to match the peaks of theoretical 
spectra with those of experiments. 

 
In addition, we also study and characterize the influence of structural variations, both in 

long range as well as short (local) distortion, on the XAS/XES spectra, which will be useful for 
providing possible rationalization of the experimental data. For the purpose of the former, we have 
applied the tensile and compressive mechanical strains for both diamond and graphite cells by ± 
10%. The XES spectra for diamond and graphite under mechanical strains (compressive (-10%) 
and tensile (+10%)) were calculated by changing the simulation cell parameters uniformly using 
fixed internal coordinates of the atoms. 

 
 In addition, we used the following procedure to model the local distortions. A C5 unit of 
carbon atoms (a center carbon atom with 4 nearest neighbors) was selected in a 5x5x5 supercell 
(1000 atoms) of diamond and the unit was allowed to move in the frozen diamond environment. 
From the phonon calculations, we have obtained 15 normal modes of vibration, and these were 
used to create local distortions with displacement amplitudes of 0.05 and 0.15 Bohr. Simulations 
of XES spectra for distortions along each vibrational mode were performed using the TPHH 
approximation at DFT level, and then compared to the XES spectra of the undistorted C5 geometry. 
Spectral simulations based on molecular orbital and orbital energies from the TPHH method, 
instead of the electronic ground state, for both the XAS and XES spectra, allow for an accurate 
description of both absorption and emission energies and spectral shape. 

6.4 Amorphous Carbon  
Samples of a-C were first characterized by XAS, XES, RIXS, and XPS to provide a 

benchmark of the pristine targets. There are two salient features in the K-edge XAS spectrum: a 
pre-edge absorption at 285 eV and a broad absorption near 290 eV. The pre-edge absorption has 
been attributed to the excitation of core electrons into π* states, while the broader feature represents 
excitation into σ* states.14,30.  

 
The emission spectra were taken with selected excitation energies: Before and after the 

pre-edge adsorption (284.8 and 287.7 eV), at the start of the broad feature (290.6 eV), and at the 
tail of the broad feature (308.9 eV), as shown in Figure 2a. The resulting XES/RIXS spectra have 
two main features, a peak centered at 278 eV and a high energy shoulder at 282 eV, attributed to 
the 𝜎 and 𝜋 occupied orbitals, respectively.31,32 The XES spectrum of solid a-C can be qualitatively 
compared to that of graphite, which features sharper 𝜎 and 𝜋 peaks. The peaks arise from the sigma 
bonds that form the hexagonal planes of graphite and the pi bonds which extend between layers 
which together form the sp2-hybridized carbon network, respectively. While the peak positions of 
the RIXS spectra depend only slightly on the excitation energy, (there are no obvious spectral 
shifts) the intensities of the features do depend on the excitation energy, indicating that the 
emission processes are dependent on the absorption process.33 The spectra are in excellent 
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agreement with previously reported spectra of a-C and act as a reference to the tr-RIXS 
measurements discussed below. 

The XPS spectrum can be deconvoluted to obtain the percentage of sp2 and sp3 character 
at the surface (probe depth ~3 nm), shown in Figure 2b. The peak at 285.2 eV represents sp3-
bonded carbon atoms, and the area under the curve is used to calculate the sp3 content percentage, 
which is ca. 26%. The binding energy peak at 284.3 corresponds to sp2 carbon atoms and accounts 
for nearly double the percentage sp3 content, resulting in a 2:1 sp2/sp3 ratio, agreeing with typical 
ratios determined for a-C samples with similar densities.34 
 

 
Figure 6.2. a) Carbon K-edge XES, RIXS, and XAS spectra of unmelted amorphous carbon film. 
The sharp peaks present in the RIXS and XES spectra are elastic scattering peaks. b) 
Deconvolution of X-ray photoelectron spectra of C 1s peaks of unmelted amorphous carbon. Peaks 
at 284.3 eV (FWHM 1.05 eV) and 285.2 eV (FWHM 1.37 eV) correspond to sp2- and sp3 – carbon 
atoms. The sp2/sp3 ratio was calculated to be about 2.1.  
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Figure 6.3. Tr-RIXS spectra of a-C at three input energies: (a) 298 eV, (b) 297 eV, and (c) 289 eV. 
Time delays between the melting pulse and the RIXs pulse varied between 1ps and 50ps. The 
spectra are filtered, normalized, and smoothed. The average FWHM of the spectra is 8.29 ± 0.18 
eV.  

Time-resolved RIXS spectra of the a-C samples were collected at 289 eV (near the XAS 
sp2 transition), 297 eV, and 298 eV (near the broad XAS sp3 transition) (Figure 6.3). The formation 
of liquid carbon should see an increase in intensity at 289 eV, indicative of increased sp2 character, 
and a decay at 297 or 298 eV representing a loss of sp3 character. To better discern changes in the 
RIXS intensity, the change in the integrated area of each spectrum was plotted as a function of 
delay time from the optical melting pulse. When utilizing excitation energies of 289 and 298 eV, a 
decay of ca. 75% in the initial RIXS signal was observed within 2 ps of the optical melting pulse. 
This decay is likely due to transition blocking, as the optical pulse causes the electrons in the 
valence band to occupy the conduction band states that the x-ray pulse would otherwise excite 
into, reducing the absorption of the incident x-ray energy, and consequently leading to an overall 
decreased emission signal .35 After the initial decrease, there is a subsequent increase in the 
intensity of the spectra at 5 and 3 ps for 298 and 289 eV, respectively. Following the initial effects 
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of transition blocking on the emission spectra, we speculate that optically excited electrons relax 
and return to the valence band at these intermediate delay times, at which point much of the lost 
signal is regained. After 5 ps and beyond, we see the intensity decay across all probe energies. At 
longer time delays, it is likely that we are ablating the samples, as noted by Reitze et al. We 
therefore attribute the overall fluctuations seen in the intensity to relaxation and ablation of the 
sample.10 The solid lines in Figure 3 represent data that were averaged, normalized, and smoothed. 
We are not able to resolve the features observed in the transient tr-RIXS spectra; however, we can 
draw conclusions from the lack of peak broadening or narrowing. The widths of the emission 
spectra remain invariant at various incident energies and time delays (ca. 8 eV FWHM), with a 
standard deviation of less than 0.2 eV; moreover, there is no spectral blue or red shift, indicating 
little to no change in the electronic structure or bonding from the unmelted sample. This is further 
supported by theoretical modelling presented below, wherein the spectral differences induced by 
changes to the local environment are examined.  
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6.5 Ultrananocrystalline Diamond 
 

 
 
Figure 6.4. a) Carbon K-edge XES, RIXS, and XAS spectra of unmelted UNCD. The sharp peaks 
present in the RIXS and XES spectra are elastic scattering peaks. b) Deconvolution of X-ray 
photoelectron spectra of C 1s peaks of unmelted UNCD. Peaks at 283.8 eV and 284.2 eV 
correspond to sp2- and sp3 – carbon atoms. The sp3/sp2 ratio was calculated to be about 22. The 
peak at 284.6 eV corresponds to carbon-hydroxyl (COH) groups in the near-surface region.  

The suite of x-ray spectroscopies, XAS, XES, RIXS, and XPS, was also used to benchmark 
the unmelted UNCD thin films, as shown in Figure 6.4. The XAS spectrum of UNCD exhibits 
more features than a-C.  A pronounced dip in the spectrum at 303 eV is indicative of the second 
band gap in the diamond band structure.36 The shoulder at ca. 289 eV marks the C 1s core exciton 
resonance.37  The broad features before the dip at 303 eV have been attributed to σ* states of sp3 
bonded carbon.38 

 

The XES spectra of UNCD exhibit a broad feature near 279 eV, and a lower energy 
shoulder near 272 eV, observed only at higher input energies (290.6 eV and 310 eV). The 
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intensities of these features are sensitive to the excitation energy. For example, the shoulder at 272 
eV is nearly depleted at lower excitation energies of 284.8 and 287.7 eV, which correspond to the 
a-C K-edge. When we probe closer to features observed in the UNCD XAS (290.6 and 310 eV), 
the shoulder at 272 eV is prominent, indicating that we are observing emission from a path in the 
band structure unique to the sp3-dominant diamond structure. The peak near 277 eV is stronger for 
excitation energies preceding the K-edge, and substantially weaker for excitation energies beyond 
the K-edge. These changes in peak intensity can be used for band structure mapping; the main 
features in the XES and XAS spectra can be assigned to critical symmetry points of the band 
structure, as outlined in Ma et al.33 For example, excitation energies near the K-edge may promote 
electrons to the X1 point of the conduction band, because momentum is conserved in RIXS; a 
valence electron at the X4 area will relax into the core hole. At excitation energies just beyond the 
K-edge (290.6 eV), the absorption is assigned to the promotion of an electron to the K3 point in 
the conduction band. The most energetically favorable relaxation is to the K2 point of the valence 
band, which is assigned to energies near 280 eV.33 As a result, we observe more intensity around 
280 eV than in the 290.6 eV excited RIXS spectra (green line, Figure 6.4 (a)). The spectra are in 
excellent agreement with previously reported spectra of diamond and act as a reference to the tr-
RIXS measurements discussed later. 

 
Peaks in the XPS spectrum (Figure 6.4 (b)) of UNCD were fit to obtain a sp3 carbon content 

percent of 53.7 with only 2.4% of the carbon being to sp2 hybridized, giving a sp3/sp2 ratio of 22.4, 
and indicating that the sample is overwhelmingly ‘diamond-like.' However, there is a large 
contribution from C-O-H in the near-surface region probed by XPS (284.6 eV), which is likely 
from surface termination and grain boundaries.39 The grain boundaries of nanocrystalline diamond 
will contain sp2-carbon, defects, and hydrogen, so the XPS spectrum is not expected to exactly 
match that of a pristine diamond crystal.40 This should not have a significant effect on the bulk-
sensitive XAS, XES and RIXS measurements.  
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Figure 6.5. tr-XES spectra of UNCD at 308 eV. Spectral changes are very minor across all time 
delays. 

Time-resolved XES spectra from UNCD films were collected at 308 eV, beyond the second 
band gap in diamond (Figure 6.5). Changes in the tr-XES spectra of UNCD are not as apparent as 
those observed in a-C, because of the thickness of the UNCD films (4 times thicker than a-C 
samples), leading to a mismatch between pump and probe depth, i.e. not all the sample was melted. 
The normalized integrated intensities of the tr-XES spectra were plotted as a function of delay time 
to show the fluctuations more clearly (Figure 6.6). The intensity of the XES increases within the 
first 0.5 ps by 25% and then slowly returns to the initial intensity 3 ps after the melting pulse. The 
intensity fluctuates, changing by less than 3% between 3 and 10 ps after the melting pulse. From 
10 - 20 ps, the signal increases again, reaching an intensity about 18% greater than that at t = 0 ps. 
From 20 ps onward, the XES intensity slowly decays, dipping below the initial intensity after >80 
ps. The overall loss in intensity was only 3%, less than the change of intensity between negative 
delay times and 0 ps (4.8%). This indicates that changes to the intensity that are less than about 
5% are most likely negligible and cannot be separated from changes in the intensity resulting from 
instrumental noise. As such, the fluctuations observed from 3 ps to 10 ps cannot be separated 
readily from experimental noise. Our discussion will instead focus on the larger changes in 
intensity which occurred at 0.5 ps and 20 ps after the optical melting pulse. The increase in intensity 
at 0.5 ps may indicate that some change to the XES spectra was induced by the melting pulse, 
however; the change must only affect the intensity of the XES spectra at 308 eV and not induce 
changes to the peaks position or width. This eliminates most structural changes that might occur 
if the sample were to be forming a liquid state. The normal mode analysis performed on the C5 unit 
within the diamond lattice shows that vibrational distortions, such as C-C symmetrical stretching 
or bending can be responsible for oscillations in the intensity of the XES spectra. 
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Figure 6.6. The intensity of the integrated UNCD emission spectrum as a function of delay time 
after the optical melting pulse. Error bars represent experimental noise. 
 

While in this experiment, the increase in signal is not preceded by a decrease, which often 
represents the onset of sample ablation, it is valuable to remember that not all the sample is melted 
due to the thickness of the UNCD films, and unmelted sample will be contributing to the signal 
even after ablation. This means that at long times, when ablation has occurred, the signal will 
represent unmelted sample as well as whatever structures remain following the ablation. 
Interestingly, since another increase in signal is observed at a delay time of 20 ps, recovery in 
signal can be attributed to the formation of new structures, such as nanoscale structures in the 
ablation plume, previously described by the ultrafast grazing incidence X-ray scattering of laser-
ablated silicon measured by Hull et al.41 Those measurements showed the formation of nanoscale 
inhomogeneities, reminiscent of nanoparticle structures 20 ps after non-thermal melting.41  

 
Tr-RIXS spectra of UNCD were collected at incidence energies of 294 and 303 eV (Figure 

6.7). At both energies the relative RIXS energy increases with increasing delay time from the 
melting pulse. At 294 eV, the increase follows a decrease in the short-time regime. This initial 
decrease (before 2 ps) may again be attributed to transition blocking. The resulting tr-RIXS spectra 
don’t show a decrease in signal relative to unmelted UNCD. Again, the increase in signal within a 
20 ps delay time can be attributed to the formation of new structures, as the sample expands, cools, 
and ablates and considering that the sample is still thick enough to absorb all the X-rays after 
ablation. 
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Figure 6.7. tr-RIXS spectra of the unmelted UNCD films and the signal from the sample after 
varying delay times at input energy of (a) 294 eV and (b) 303 eV. The intensity of the integrated 
UNCD emission spectra as a function of delay time is also shown to exemplify the plateau in signal 
following an initial decrease when using an excitation energy of 303 eV (d) and the sharp increase 
and plateau when using a higher energy excitation of 294 eV (b). 

6.6 Theory Results 
Carbon K-edge x-ray absorption spectra (XAS) (Figure 6.8) and emission spectra (XES) 

(Figure 6.9) were simulated for diamond, graphite, and amorphous carbon from the MD 
trajectories at 7000 K. A cutoff radius of 1.6 Å  was used to separate the spectral contributions 
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based on local geometry (coordination) of the core-excited atom. Figure 8 shows that with 
increasing coordination number (number of neighbors), the main peak of the spectrum undergoes 
a blue shift. Furthermore, the average spectrum, representing the average of all atoms in the MD 
snapshot, is dominated by contributions from doubly-coordinated carbon atoms, consistent with 
the coordination expected in a liquid. However, the experimental amorphous carbon (a-C) 
spectrum is best reproduced by 3- and 4- coordinated carbon. This indicates that the experimental 
XAS of a-C is predominantly sp2 and sp3 hybridized. We would expect samples heated to 7000 K 
to have spectra similar to the doubly-coordinated XAS (green line).  

 

 
 
Figure 6.8. The experimental Carbon K-edge spectra of amorphous carbon is compared to the 
modeled XAS spectra of the carbon K-edge. A cutoff radius of 1.6 Å is used to find the neighbors. 
The calculated spectra for graphite and diamond are supplied for comparison.  
 
Similarly, the modeled XES spectra is separated by coordination number of the core-excited atom 
in Figure 6.9. In contrast to the XAS spectra presented above, the XES spectra undergo a red shift 
with increasing coordination number but show that the average spectrum is still dominated by 
contributions from doubly-coordinated carbon. While the 3- and 4- coordinated spectra are once 
again a better match to the experimental data, they resemble the calculated spectra under 
compressive strain (-10%) depicted in Figure 6.10.  
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Figure 6.9. Carbon K-edge XES are categorized into different groups based on number of nearest 
neighbors of core excited atom. The cutoff radius of 1.6 Å has been used to find the neighbors. 
 
 To better understand and augment the experimental results, we have also carried out DFT 
based electronic structure calculations at the GGA (PBE) level to simulate the XES spectra for 
graphite and diamond using both ground state Kohn-Sham orbitals (GND) and transition potential 
with half-core holes (TPHH) methods, for which results are presented in Figure 6.10 (solid lines). 
It is clear that DFT calculations with the TPHH method produced spectra comparable to 
experiment, capturing the overall spectral features of graphite and diamond.  
 

Since the melting pulse is expected to cause a structural change in the carbon samples and 
XES is sensitive to both the long and short (local) distance changes in the environment, additional 
TPHH calculations incorporating mechanical strain, both compressive and tensile, were 
performed. The resulting spectra demonstrate that both graphite and diamond experience a spectral 
red shift and broadening under compressive strain (-10%) and a spectral blue shift and narrowing 
under tensile strain (+10%) (Figure 6.10). These shifts are > 1eV and should be easily observable 
with the reported XES/RIXS resolution of at least 0.6 eV within 200-1200 eV.18 While the TPHH 
calculated spectra capture the unmelted samples well, they indicate spectral shifts-broadening, or 
narrowing-that are not observed at t > 0 ps in the experimental data, and therefore do not represent 
the observed transient RIXS and XES results.   
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Figure 6.10. Resulting XES spectra for (a) graphite and (b) diamond at 308 eV with theoretical 
modelling of applied mechanical strains. Under tensile strain the spectra narrow and undergo a 
blue shift. Under compressive strain the spectra broaden and undergo a red shift. PBE XC 
functional along with 6-311 GXX basis set was used for the modeled spectra. All modeled spectra 
are shifted by -0.5 eV and 1.2 eV for graphite and diamond, respectively. 
 

In attempts to explain the intensity fluctuations observed in the transient spectra, we also 
perform the spectral simulations for a diamond cell with local distortions, which were based on 
normal modes of vibrations around a carbon atom with its first nearest neighbor (forming C5 unit). 
XES spectra are sensitive to local structure, so localized distortions were applied along each of the 
15 identified modes (Figure 6.11).  Modes 10-12 had the strongest response, corresponding to the 
C-C-C symmetrical bend and C-C symmetrical stretch vibrations. The difference XES spectra 
show the change in intensity as a function of energy between the undistorted and distorted C5 unit 
(Figure 6.12). Modes 10-12 show an obvious decrease in signal from 265-280 eV and an increase 
from 280-285 eV, which may explain the intensity variation observed in the experimental data. 
The spectral response due to the remaining modes (1-9, 13-15) is very small. To further verify the 
dependence of spectral response with the amplitude of the normal mode displacements, we have 
also carried out similar XES simulations with an increased amplitude of 0.15 Bohr. The difference 
XES for these three modes show intensity nearly three times of those obtained for 0.05 Bohr. Thus, 
the local distortion-based normal modes show a nearly flat response in the difference spectra, 
indicating they are not responsible for the observed experimental intensity fluctuations.  
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Figure 6.11: Normal modes of vibration for a C5 unit inside a frozen environment of diamond.  
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Figure 6.12. Calculated XES spectra following distortion of different normal modes with an 
amplitude of displacement. Modes 10-12 are expected to have the strongest XES spectral response 
and represent C-C-C symmetrical bending and C-C symmetrical stretching vibrations.  
  

Comparing the theoretical spectra to the experimental results, it appears that we did not 
actually measure spectra of liquid carbon in the experiments.  The improved agreement between 
spectral simulations based on higher (3 or 4-fold) coordination and normal mode analysis indicates 
that the carbon in the experiments exists in a crystalline or nano-crystalline state. 

 

6.7 Conclusions 
 Tr-RIXS and tr-XES spectra of laser-melted carbon were measured for a-C and UNCD thin 
film samples at PAL-XFEL with intent to provide insight into the liquid structure of carbon. 
Utilizing time resolved techniques (RIXS and XES) that directly probe the electronic structure, we 
aimed to determine the dependence of the liquid state on temperature, pressure, and density by 
scanning at different delay times. By comparing our time-resolved measurements to benchmark 
measurements of the unmelted samples performed with a suite of x-ray spectroscopies, we find no 
evidence of changes to the electronic structure. Decreases in the time-resolved intensities for a-C 
and UNCD are attributed to transition blocking, subsequent relaxation, and eventual ablation of 
the samples. Additionally, comparison of experimental results to spectra calculated from MD 
trajectories at 7000 K shows that the experimental spectra resemble 3,4 – coordinated carbon, 
rather than the doubly-coordinated carbon dominant in the simulations. Normal mode analysis, 
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which shows that vibrational stretching and bending modes of the diamond lattice result in changes 
in intensity in the XES spectra, provided evidence for the small fluctuations in intensity observed 
in the experimental data. For UNCD, while the signal never dipped below that measured at t = 0 
ps, most likely due to the greater thickness of the samples used, while increases in signal at 20 ps 
may be indicative of the formation of nanoscale structures formed the ablation plume. No changes 
to the peak position or shape were observed, making it highly unlikely that any changes to the 
electronic structure occurred within our temporal resolution. As such, we conclude that no obvious 
changes occur to the electronic structure of the studied carbon samples, and that the samples appear 
to be in a crystalline state following an optical melting pulse under the specified conditions. 
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