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Abstract 
This paper applies a local analysis to model and predict hedonic house price in Hanoi, 
Vietnam. It applies a locally compensated geographically weighted ridge regression to data 
survey data collected to support the Status Quality Trade Off theory proposed by Phe and 
Wakely (2000). This has an inherently local flavour is therefore suitable for local statistical 
approaches such as GWR (Brunsdon et al., 1996). The locally compensated ridge regression 
accounts for the observed local collinearity. The results provide a spatially nuanced model of 
status poles associated with areas of desirable housing. Some key areas for future work are 
suggested.  

1. Introduction 
The SQTO (Status Quality Trade Off) theory (Phe and Wakely, 2000) seeks to explain urban 
development dynamics and links the temporally dynamic process of urban transformation 
(housing status) with the relatively permanent character of the physical environment 
(dwelling quality). In doing so, SQTO models changes the relationship between residential 
location choices, for example the social desirability of a particular area for different social 
groups, and housing physical characteristics such as floor area, number of bathrooms, number 
of storeys, etc.   

SQTO has at its core the idea that desirable residential location patterns are explained by 
polar structures, where one or several status poles represent the highest points of certain 
kinds of social status held by the residential population relating to particular notions of 
wealth, political power, business, culture, ethnicity, education specific to particular social or 
geo-demographic groups. It is underpinned by 2 considerations: that status poles are local and 
that they vary for different social groups and as such SQTO theory has at its core the essence 
of Tobler’s 1st law of Geography (Tobler, 1970), suggesting the suitability of explicitly local 
frameworks of analysis such geographically weighted (GW) approaches (Brunsdon et al., 
1996). This is in contrast to mainstream economic residential location theories that explain 
residential location patterns using classic utility maximization theories and budget constraints 
(Alonso, 1964; Fujita, 1989). In these, access to place of work to minimise commuting costs, 
for example, is one of the main factors explaining residential location choices for lower-
income households and higher-income households choose larger properties in the suburbs 
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with choices moderated by factors such as school quality (Kim et al., 2005), crime (Weisbrod 
et al., 1980) and access to other amenities (Parkes et al., 2002).  

This research 1) applies a geographically weighted regression to model local variations 
factors predicting hedonic house price in Hanoi, and 2) applies a locally-compensated ridge 
regression to create a spatially distributed model of house prices in Hanoi.  

2. Methods  
A detailed house survey of nearly 1,000 households in Hanoi was undertaken in 2014 
collecting data for variables, reflecting both physical (tangible) and social (intangible) factors 
related to housing choices. In this study 13 variables were selected as input to analyses as 
listed in Table 1.. The data were cleaned to remove NULL variables resulting in 633 data 
points whose locations are shown in Figure 1. The dependent variable in this case is 
HPRICVND - the house price in millions of Vietnamese Dong. The spatial distribution of this 
data is reasonable, providing good coverage of the study area. 
 
Table 1. The SQTO variables. Type = 1 indicates a tangible variable related to dwelling 

quality, Type = 2 indicates an intangible variable related to housing status. 
Variable Description Type 
HPRICVND Price of house in Millions of Vietnamese Dong Target 
   
AIRCON Air-Conditioner (Yes, No) 1 
GFA Total floor area (incl. mezzanine) (m2) 1 
PLOTAREA Total plot area (m2) 1 
SHOPFRNT Shop Front (Yes, No) 2 
PLUMBING Plumbing Quality (Good, Other) 1 
HOUSEGRADE Permanent, Other 1 
   
CAR Car ownership (Yes, No) 2 
CENTDISR Measured distance to Centre District 2 
DISCENDI Perceived travel time to the Centre District 2 
EDYEARS Time in education of the interviewee (years) 2 
OCCUP_PRIVBIZ Private Business owner (1=Yes, 0=No)  2 
SCHOOQLT School Quality (Good, Other) 2 
STRTYPE Type of street (Business, Residential) 2 
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Figure 1. The study area and the 633 survey data points, shaded with a small 

transparency term and a Google Maps background. 
Geographically weighted approaches uses a moving kernel and data under the kernel are 

used to make a local calculation of some kind, such as a regression. The data are weighted by 
their distance to the kernel centre and local variable collinearity was tested for. The analysis 
consisted of the following stages:  

1. Collation of the optimum bandwidth for the geographically weighted model;  
2. An exploratory GW analysis using GW correlations, a GWR fit and various GWR 

collinearity diagnostics.  
3. The calibration of a locally-compensated ridge regression model; 
A full description of robust geographically weighted analysis can be found in Gollini et 

al. (2013). In this study a bi-square function was applied and result of the weighting means 
that data nearer to the kernel centre make a greater contribution to the estimation of local 
regression coefficients and a weighted least squares regression model is constructed at each 
regression point i. Here, an optimum kernel bandwidth for GWR can be found by minimising 
a model fit diagnostic and this case a leave-one-out cross-validation (CV) score (Bowman 
1984; Brunsdon et al. 1996) was used under a bi-square kernel. The standard GWR model is: 

!! = !!! + !!"!!" + !!
!

!!!
!!!!!!!!!!!!(Eqn!1) 

where yi is the dependent variable at location i, xik is the value of the kth independent 
variable at location i, m is the number of independent variables, βi0 is the intercept term at 
location i, βik is the local regression coefficient for the kth independent variable at location i 
and εi is the random error at location i.  

Details on how such a global ridge regression model is adapted to a GW form to provide 
the locally-compensated ridge GWR model can be found in Brunsdon et al. (2012); Lu et al. 
(2014); Gollini et al. (2013). These studies also describe associated local collinearity 
diagnostics for GWR, such as localised correlations amongst pairs of predictors, local VIFs 
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for each predictor, local variance decomposition proportions (VDPs); and cross-product 
matrix Condition Numbers (CNs). 

3. Initial Results and Discussion Points 
A GWR collinearity diagnostic procedure was run which returns CNs describing local 
correlations amongst pairs of predictors. CNs greater than 30 suggest evidence of local 
collinearity. In this case the CNs were found to range from 12.78 to 941.76, with a mean CN 
of 38.78, suggesting that there are areas with very high levels of collinearity present in the 
study area when the data are considered in the context of local analyses such as GWR. The 
CN values for each data point are shown in Figure 2 and show that regions of strong 
collinearity exists in areas around the central portion of the study area. 

In order to take account of the observed local collinearity, a locally compensated ridge 
GWR was calibrated and the analysis was conducted over a 200m grid of points covering the 
study area. The spatially distributed variables were combined using the spatially distributed 
coefficient estimates arising from the locally compensated GWR in order to construct the 
model of house price in Figure 3. This shows distinct patterns of predicted house prices 
reflecting not only the downtown poles that one would expect but also distinct poles of 
different levels of house price in areas around the centre. 
 

 
Figure 2. The spatial variation in condition number (CN) in the survey data, with 

GoogleMaps backdrop. 
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Figure 3. The spatial distribution of house prices in Hanoi derived from a locally 

compensated GWR model. 
 
The results of this analysis demonstrate that it is important to consider and test for local 

collinearity even where none is found to exist globally. When local collinearity is found, local 
models should be applied that are able to handle it. Wheeler (2007; 2009) proposed penalized 
GWR models with the ridge GWR model and the GW lasso (Wheeler 2009). This study also 
applied a ridge GWR, but only applied a ridge term where necessary, when the local CN was 
found to be greater than 30. Thus local ridges were found (Brunsdon et al. 2012) and not a 
global one as applied in the Wheeler (2007) study.  

Future work will extend this analysis in a number of directions: network analyses to 
account for the river running through Hanoi; the application of mixed GWR approaches that 
include both globally-fixed with locally-varying model coefficients (Nakaya et al. 2005) and 
will disaggregate the poles to identify geo-demographic specific areas of high status. The 
approach will also be extended to model house price bubbles.  
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