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ABSTRACT OF THE DISSERTATION

Device Physics and Recombination in Polymer:Fullerene Bulk-Heterojunction Solar Cells

by

Steven Aaron Hawks

Doctor of Philosophy in Materials Science and Engineering

University of California, Los Angeles, 2015

Professor Sarah H. Tolbert, Chair

My thesis focuses on improving and understanding a relatively new type of solar cell materials

system: polymer:fullerene bulk-heterojunction (BHJ) blends. These mixtures have drawn significant

interest because they are made from low-cost organic molecules that can be cast from solution, which

makes them a potential cheap alternative to traditional solar cell materials like silicon. The drawback,

though, is that they are not as efficient at converting sunlight into electricity. My thesis focuses on

this issue, and examines the loss processes holding back the efficiency in polymer:fullerene blends

as well as investigates new processing methods for overcoming the efficiency limitations. The first

chapter introduces the subject of solar cells, and polymer:fullerene solar cells in particular. The

second chapter presents a case study on recombination in the high-performance PBDTTT polymer

family, wherein we discovered that nongeminate recombination of an anti-Langevin origin was the

dominant loss process that ultimately limited the cell efficiency. Electroluminescence measurements

revealed that an electron back-transfer process was prevalent in active layers with insufficient

PC71BM content. This work ultimately made strong headway in understanding what factors limited

the relatively unexplored but highly efficient PBDTTT family of polymers. In the next chapter, I

further explore the recombination mechanisms in polymer:fullerene BHJs by examining the dark

diode ideality factor as a function of temperature in several polymer:fullerene materials systems. By

re-deriving the diode law for a polymer:fullerene device with Shockley-Read-Hall recombination,

we were able to confirm that trap-assisted recombination through an exponential band-tail of

localized states is the dominant recombination process in many polymer:fullerene active layers. In

the third chapter, I present a generalized theoretical framework for understanding current transients
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in planar semiconductor devices, like those discussed above. My analysis reveals that the apparent

free-carrier concentration obtained via the usual integral approach is altered by a non-trivial factor of

two, sometimes leading to misinterpretations of the charge densities and overall device physics. This

new perspective could have far-reaching effects on semiconductor research and technology. Finally,

in the last two chapters, I discuss the device physics associated with a relatively novel method for

fabricating nanoscale polymer:fullerene BHJs: solution sequential processing (SqP). In particular,

I compare recombination in SqP vs. traditionally processed blend-cast devices, and demonstrate

that SqP is a more scalable method for making BHJ solar cells. In the final chapter, I examine an

unexpected discovery that occurred while working on the content in Chapter 5. Specifically, Chapter

6 examines electrode metal penetration in the SqP quasi-bilayer active layer architecture. Therein,

we unexpectedly found that evaporated metal can readily penetrate into fullerene-rich layers, up

to ∼70 nm or more. The details and consequences of this surprising occurrence are discussed in

detail.
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CHAPTER 1

Introduction

Solar energy harvested directly through photovoltaic (PV) modules could easily form the

backbone of our national energy supply, as just ∼10,000 square miles of 10% efficient solar cells

would fulfill all of our energy needs.1 Moreover, at any given moment, approximately 580 TW

of readily accessible solar power is available for use worldwide, which dwarfs the projected 16.9

TW of instantaneous global power needed by 2030.2 Unfortunately, though, serious challenges

obstruct the widespread commercialization of PV technologies, making it necessary for research in

applied science to drive down costs, improve efficiencies, and increase the stability of photoactive

materials/devices. At present, the main problem is that PV cells are not economically competitive

with other forms of energy, largely due to the need for expensive substrates, energy-intensive

processing steps, and non-earth abundant materials.3

Organic solar cells, on the other hand, are a relatively new class of photovoltaics that present

a possible way around the processing challenges that are inherent to traditional inorganic devices.

In particular, polymer:fullerene bulk-heterojunction (BHJ) organic photovoltaics (OPVs) have

received substantial attention as low cost, light weight, and mechanically flexible solar cells.4 These

thin-film OPVs are cast from blended solutions of conjugated polymers and fullerene derivatives,5

and because they dissolve in solution, the possible production capacities are immense, resulting in

significantly lower manufacturing costs when compared to their traditional inorganic counterparts.6

Thus, polymer:fullerene BHJ OPVs could be the low cost, light weight, and mechanically flexible

solar cells that help free society from the grip of fossil fuels, allowing for global climate stabilization

due to reduced CO2 emissions, less tenuous foreign relations, and an indefinite sustainable energy

supply.

1



1.1 Extracting Power from a Solar Cell

A solar cell converts light directly into electricity. The power-conversion efficiency (PCE) of a

such a device is calculated by dividing the maximum electrical power-density that it produces by

the incident light intensity. For a diode, this mathematically corresponds to

η =
|JV |max

Ilight
=

JSCVOCFF
Ilight

(1.1)

where η is the power-conversion efficiency, |JV |max is the maximum output power-density of the

solar cell in W/m2, Ilight is the incident light intensity in W/m2, JSC is the short-circuit current density

in A/m2 (the maximum amount of photocurrent that the cell can produce on its own), VOC is the

open-circuit voltage in V (the maximum amount of photovoltage that the cell can produce on its

own), and FF is the fill factor from

FF =
|JV |max
JSCVOC

(1.2)

See Figure 1.1a for a visualization of these terms. For standardized solar cell testing, the air mass

1.5 global (AM 1.5G, Figure 1.1b) solar spectrum is substituted (Ilight = 1000 W/m2) into Eqn. (1.1)

to give

ηAM1.5G = JSCVOCFF (1.3)

where ηAM1.5G is the power-conversion efficiency under the AM 1.5G solar spectrum in percent, JSC

is the short circuit-current density in mA/cm2, and a dimensional mW-cm2 is implied on the right

hand side.

Another way of obtaining the device’s JSC is by integrating the external quantum efficiency

(EQE) over the AM 1.5G photon spectrum, or

JSC,EQE = q
∫ 4000

280
EQE (λ)φAM 1.5G (λ) dλ (1.4)
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(a) (b)

Figure 1.1: (a) A schematic J-V curve of an illuminated solar cell illustrating the parameters described
in Eqns. (1.1)-(1.3). (b) The AM 1.5G solar spectrum in integrated form. The ideal absorption onsets
according to Shockley-Queisser theory are between 1.1-1.44 eV as shown in Figure 1.2.

where JSC,EQE is the predicted short-circuit current density under AM 1.5G illumination, λ is

the wavelength of light in nm, φAM 1.5G is the AM 1.5G photon flux spectrum in cm−2 s−1 nm−1,

q is the fundamental unit of charge in coulombs, and EQE (λ) is the device’s external

quantum efficiency as a function of wavelength, which is defined as a ratio of quanta:

(# of electrons of photocurrent)/(# of incident photons). For testing purposes, it is important to

check if the JSC,EQE and the JSC measured under simulated AM 1.5G illumination conditions match

reasonably well and that the light intensity conditions are reasonable in the EQE experiment.7, 8 For

a detailed standard operating procedure of the Schwartz lab EQE setup that I built, see Appendix A.

The ideal J-V curve parameters for a solar cell illuminated by the AM 1.5G solar spectrum can

be calculated from a general standpoint via detailed balance theory.9 This was performed initially

in the seminal work of Shockley and Queisser (Figure 1.2),10 establishing the thermodynamic limit

of photovoltaic energy conversion for a single junction solar cell. The Shockley-Queisser approach

assumes a step function absorption profile that turns on at the energy gap of the semiconductor

and is unity (total absorption) for photon energies above the band gap. Organic solar cells deviate

strongly from this limit primarily due to non-ideal recombination,11, 12 imperfect light absorption,13

and the need to dissociate excitons (strongly bound electron-hole pairs).14 The focus of this thesis

will be primarily in the former category of non-ideal recombination.
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(a) (b)

Figure 1.2: (a) The ideal PCE and open-circuit voltage parameters for a solar cell illuminated by the
AM 1.5G solar spectrum calculated via the Shockley-Queisser approach with a perfect back reflector.
The inset of the lower panel is the difference between the semiconductor absorption onset (i.e., energy
gap) and the ideal open-circuit voltage. (b) The ideal short-circuit current density and fill factor
parameters for a solar cell illuminated by the AM 1.5G solar spectrum calculated by the Shockley-
Queisser approach with a perfect back reflector.
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1.2 Introduction to Polymer:Fullerene Organic Photovoltaics

To execute the photovoltaic process, bulk-heterojunction OPVs primarily utilize two classes

of materials: semiconducting polymers and fullerene derivatives. Semiconducting polymers are

distinguished from normal polymers by their π-conjugated carbon backbone. That is, they have

alternating single and double carbon-carbon bonds along their main chain. This distinctive bonding

structure gives rise to unique electrical properties because π-orbital electrons in the double bonds

delocalize along the polymer chain.15 Another characteristic of conjugated polymers is strong inter-

chain Van der Waals forces through the π-orbitals. This is not surprising, considering, for instance,

that the same carbon-carbon interaction holds individual sheets of graphene together in graphite.

As a consequence, conjugated polymers tend to aggregate in a chain-on-top-of-chain orientation,

referred to as π-π stacking. In terms of electrical properties, π-π stacking lowers the electronic band

gap and increases carrier mobility due to interchain π-orbital overlap. Unfortunately, though, this

interaction is so strong that it inhibits solubility. Thus, in order to make conjugated polymers soluble,

attachment of insulating side groups to the conjugated backbone is often required.16 For similar

reasons, spherical fullerene (C60) molecules must be functionalized with alkyl and/or aromatic

groups to afford solubility. Fullerene derivatives are used in conjunction with semiconducting

polymers in OPVs because of their large electron affinity, which is necessary to create at type II

heterojunction (Figure 1.3b) for splitting excitons, and their satisfactory charge-transport properties.

The mechanisms by which this dual-material system converts light energy into electrical energy

are strikingly different than those employed by traditional inorganic cells. A silicon solar cell, for

instance, makes use of a homojunction between n and p doped regions to separate photogenerated

free charge, whereas OPVs must exploit an interface between two dissimilar semiconductors (het-

erojunction) in order to separate excitons into free carriers (Figure 1.3b; see photogeneration section

below). To create these interfaces, one can blend a semiconducting polymer (‘p-type’ electron

donor material) and functionalized fullerene (‘n-type’ electron acceptor material) in solution, and

then cast them into a thin film.17 The blending process intimately mixes each component, resulting

in a cast film with incredibly high heterojunction area, hence ‘bulk’ heterojunction (Figure 1.3a).

To make an OPV device, the polymer-fullerene photoactive layer is sandwiched between electrodes
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Figure 1.3: (a) An illustration of the simplest possible bulk-heterojunction solar cell. The active layer
is usually ∼100 nm thick, though highly efficient bulk-heterojunction devices have been made with an
active layer as thick as 1 μm.19 For simplicity, we omit functional layers in-between the active layer
and electrode(s). (b) Schematic process of free carrier photogeneration in the BHJ as described in the
photogeneration section below.

with different work functions (Figure 1.3a), often with buffer layers in-between for improved

performance.18

Donor:acceptor bulk-heterojunction blends, as schematically illustrated above, have yielded

solar cell single-junction efficiencies above 7% for numerous different polymer:fullerene combina-

tions,19–21 and are even now reaching above 10% in certain cases.22

1.2.1 P3HT:PCBM—The Archetypal Bulk-Heterojunction System

What the p-n junction silicon solar cell is to inorganic photovoltaics, P3HT:PCBM bulk-

heterojunction solar cells are to polymer:fullerene organic photovoltaics.23 Figure 5 shows the

chemical structure of these “workhorse” OPV materials. Many investigators have reported power

conversion efficiencies over 4% with P3HT:PCBM-based devices.24 This materials combination

makes an excellent bulk-heterojunction active layer for several reasons: P3HT efficiently absorbs

light out to 650 nm, even in thin (∼100-220 nm) active layers, excitons can efficiently dissociate

at the P3HT:PCBM interface due a large LUMO-LUMO offset, the P3HT:PCBM blends generate

a reasonable ∼0.6 V open-circuit voltage, the active layer morphology can be optimized through

processing treatments such as solvent and thermal annealing, and high-quality P3HT and PCBM

materials are available commercially at reasonable prices.6 When mixed with ‘good’ solvents

6



(a)

(b)

Figure 1.4: The chemical structure of regioregular P3HT (left) and PCBM (right). The percent re-
gioregularity in a polymer refers to the fraction of mer units attached in the head-to-tail orientation.
If the entire P3HT polymer chain was oriented like in (a), then it would be 100% regioregular. (b)
The ‘standard’ polymer:fullerene BHJ OPV device structure Glass/ITO/PEDOT/Active-Layer/Ca/Al
with its corresponding energy level diagram for the case of P3HT:PCBM being the active layer.
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like chlorobenzene, dichlorobenzene, or cholorform, P3HT:PCBM active layers can be cast with

domain sizes on the sub 5 nm scale.25, 26 Such small phase regions result in excellent exciton

quenching efficiencies; however, highly disordered extraction pathways prevent free charge from

escaping the device. Luckily, a short ( 5-10 min) low temperature ( 100-150◦C) anneal and/or

a slow active-layer drying process induces sufficient component demixing and individual phase

ordering, giving drastically better electrical properties. The act of solvent/thermal annealing of

as-cast P3HT:PCBM results in larger carrier mobility, increased charge-transfer state dissociation

efficiency, slower recombination, and improved contact with the top electrode.27–34 These enhanced

properties are mostly a result of more-ordered individual phases, and together they translate into

drastically increased device performance, often by more than a factor of two.35

The anode and cathode typically used to sandwich this polymer blend are indium-tin oxide

(ITO) and calcium/aluminum, respectively. Also, a poly(3,4-ethylenedioxythiophene):poly(styrene-

sulfonate) (PEDOT:PSS) buffer layer inserted between the ITO anode and active layer further

improves device performance. The approximate energy-level diagram and device structure of an

ITO (∼150 nm)/PEDOT (∼30-40 nm)/PCBM:P3HT (∼80-220 nm)/Ca (∼10 nm)/Al (∼50-100 nm)

OPV device are presented in Figure 1.4b. The PEDOT:PSS (PEDOT) buffer layer increases device

performance because it improves hole extraction due to its higher work function relative to ITO,

it increases the smoothness of the electrode/active-layer contact, and it increases the open-circuit

voltage by forming a better ohmic contact.36–38 Examples of exemplary solar cell performance in

this device structure are shown in Figure 1.5. It should also be noted that transition metal oxides

also make excellent buffer layers for polymer:fullerene BHJ OPVs, especially in the ‘inverted’

device structure.39 These inverted structures have a built-in potential that runs opposite to that in a

PEDOT/Ca/Al device shown in Figure 1.4b and can have favorable stability and light management

properties.40–46
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(a) (b)

Figure 1.5: (a) Example J-V curves for the P3HT:PCBM device shown in Figure 1.4 with an active
layer thickness of 220 nm. (b) The corresponding EQE of the P3HT:PCBM device shown in (a).

1.3 Device Physics of Polymer:Fullerene OPVs

The essential processes occurring within an operating polymer:fullerene BHJ OPV are schematically

summarized in Figure 1.6. First, the active layer must absorb as many of the incident AM 1.5G

solar photons as possible, and the resulting excitons that are generated from these absorption events

must be efficiently dissociated into free carriers. Below I discuss in detail what it takes to dissociate

excitons into free carriers in these conjugated organic systems and why the BHJ morphology (Figure

1.3a) is critical to realizing this process. Furthermore, I discuss why just simple light absorption and

light management within these devices is also highly non-trivial due to interference effects. Figure

1.6 also shows the two fundamental electrical processes, transport and recombination, that come

together to ultimately determine the electronic quality of the device. I discuss how these processes

play out in a typical polymer:fullerene BHJ OPV device band diagram.
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Figure 1.6: The essential processes in polymer:fullerene BHJ OPVs. Generation by incident photons
must yield free carriers, transport to the contacts must be efficient, and non-ideal recombination
processes must be suppressed.

1.3.1 Photogeneration in Organic Semiconductors

When illuminated, a sequence of events must occur within an OPV to convert incident light into

electrical energy. First, of course, photons must be absorbed by the semiconducting polymer and/or

fullerene derivative, which is primarily dictated by each materials optical band gap, molecular den-

sity of states, and degree of crystallinity.47 Both materials contribute to absorption and photocurrent,

typically with the fullerene dominating in the ultraviolet and the polymer dominating in the visible.

When a photon of sufficient energy is absorbed in the polymer, an electron in its highest occupied

molecular orbital (HOMO) is excited across the band gap to the lowest unoccupied molecular orbital

(LUMO) (Figure 1.3b). These absorbed photons in the polymer generate excitons, as opposed to

free electrons and holes like that created in most crystalline inorganic semiconductors. Tightly

bound excitons occur in organic molecules because of strong reorganization energies that confine

electron-hole pairs to their respective molecule and because of low relative dielectric constants (εr ≈
2-4) that fail to screen the Coulomb attraction. These properties of disordered conjugated-polymer

systems make room-temperature thermal energy insufficient to dissociate electron-hole pairs.48

For π-conjugated polymers, the energy required to dissociate excitions is typically on the order of

0.3 eV.49, 50 In order to harvest their energy, excitons must be dissociated into free charge carriers.

Therefore, a dissociation mechanism is required that occurs on a timescale much shorter than exci-

ton recombination. Conveniently, if an exciton encounters a donor:acceptor heterojunction, it will

partially disassociate by ultrafast (femtosecond) electron transfer from the LUMO of the polymer to

the LUMO of the fullerene, as shown schematically in Figure 1.3b.51, 52 In pristine semiconducting
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polymers, excitons can only diffuse approximately 10 nm before decaying.53 Hence, if an exciton in

the polymer cannot ‘find’ a heterojunction within ∼10 nm, it will decay and its energy will be lost

with respect to harvesting. This property of semiconducting polymers makes the relative domain

sizes of each component and their respective purity in the bulk heterojunction a critical performance

parameter. The ideal donor:acceptor blend would intimately mix in solution and, upon casting,

spontaneously demix into separate phase domains small enough to efficiently dissociate excitons

while maintaining excellent charge-transport characteristics (Figure 1.6).

1.3.2 Absorption and Light Management

Light absorption in polymer:fullerene BHJ OPV thin-film systems is often poorly described by

the simple Beer-Lambert law because the layers involved are typically thin (∼100 nm) and smooth,

making wave optics necessary to describe the internal optical electric fields. The classic formalism

to optically describe 1-D stratified media is the so-called transfer matrix method.54–68 The transfer

matrix approach takes into account the infinite number of reflections between all layer interfaces in

the system, treating each interface as perfectly coherent (i.e., not rough/scattering) Fresnel reflector.

These reflections from all the layer interfaces within the device (e.g., Figure 1.4b) cause interference

effects that can dramatically alter the absorption characteristics of the active layer.46, 69–74

Figure 1.7a gives an example of how this interference manifests in a typical regular (ITO 150

nm/PEDOT 35 nm/PCBM:P3HT variable/Ca 10 nm/Al 80 nm) and inverted (ITO 150 nm/ZnO

35 nm/PCBM:P3HT variable/MoO3 15 nm/Ag 80 nm) P3HT:PCBM device. Notice that the

maximum possible JSC due to absorbed light does not increase in a monotonic exponential way

as expected from Beer’s law. Instead, there are certain active-layer thickness ranges where

thicker layers (more material) actually results in less net absorption. Where the peaks and

valleys of Figure 1.7a occur also depend strongly on the other layers within the device, as

exemplified in Figure 1.7a by the difference in the maximum possible JSC vs. active-layer

thickness curves for both normal and inverted devices. Moreover, the corresponding absorption

profile within the active-layer itself is highly non-exponential (Figure 1.7b). Indeed, Figure

1.7b shows a more sinusoidal-esque exciton generation distribution within the P3HT:PCBM

photoactive layer for the case of a 100 nm film thickness. This is highly important when
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considering that the contacts (e.g., Ca/Al) can cause excessive exciton quenching,75 and thus a peak

in the generation profile near that interface would likely result in a lower internal quantum efficiency.

(a) (b)

Figure 1.7: Representative active-layer absorption characteristics of a typical polymer:fullerene de-
vice made from P3HT:PCBM. (a) Representative maximum short-circuit current density measured
under AM 1.5G illumination for two typical BHJ OPV device structures. (b) The corresponding exci-
ton generation profiles within the active layer for a thickness of 100 nm showing strongly non-Beer’s
Law like distributions.

1.3.3 Currents, Band Diagrams, and the Built-In Potential

The typical polymer:fullerene BHJ OPV active layer is thin (∼100 nm), undoped, and has a low

dielectric constant (εr ≈ 2-4), which when pared with contacts that have highly asymmetric work

functions, means that the device band diagram must look something like Figure 1.8a in the dark and

Figure 1.8b in the light. This diagram implies that there is little space charge (what little there is is

mostly near the contacts) and that there is a nearly constant electric field across the active layer in

the dark at zero applied bias.

The polymer:fullerene BHJ OPV band diagrams of Figure 1.8 are composed of the relevant

energy levels for transport and recombination (i.e., the polymer HOMO EHOMO,D and fullerene LUMO

ELUMO,A), the (quasi-)Fermi levels for electrons (Ef,n) and holes

12



(a) (b)

Figure 1.8: (a) A representative band diagram of a typical polymer:fullerene BHJ OPV in the dark
and at low forward bias simulated by the AFORS-HET drift-diffusion software. (b) The same device
but under AM 1.5G illumination. There is a small bias at short circuit under illumination due to the
finite external series resistance. The active layers are typically thin (∼100 nm), undoped, and have
low dielectric constants, thus giving the linear band structure as shown above. Symbols are defined in
the text.

(Ef,p), the interfacial energy gap (Eg,i = ELUMO,A −EHOMO,D), and the contact Schottky barriers (φn and

φp). The underlying physics behind these band diagrams is summarized by the 1-D van Roosbroeck

equations with the corresponding boundary conditions:

Continuity Equations

dn
dt

= G−R+GD
e −RD

e +GA
e −RA

e +
1

q
dJn

dx
(1.5)
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d p
dt

= G−R+GD
h −RD

h +GA
h −RA

h −
1

q
dJp

dx
(1.6)

Current Equations

Jn = qnμn

(
E − dχ

dx
− kT

d ln(NC)

dx

)
+qDn

dn
dx

(1.7)

Jp = qpμp

(
E − d

(
χ+Eg,i

)
dx

+ kT
d ln(NV)

dx

)
−qDp

d p
dx

(1.8)

Dn

μn
=

n
q dn

dEf,n

≈ kT
q

if n � NC (1.9)

Dp

μp
=

p

q d p
dEf,p

≈ kT
q

if p � NV (1.10)

JD = ε
dE
dt

(1.11)

Jtot = Jn + Jp + JD (1.12)

Electrodynamics

dE
dx

=
q
ε
(p−n+N+

D
−N−

A
) (1.13)

Boundary Conditions

Vapp =
∫ d

0
(E0 −E) dx (1.14)

Jn(0) = qSn,0 [n(0)−n0(0)] (1.15)

Jp(0) =−qSp,0 [p(0)− p0(0)] (1.16)

Jn(d) =−qSn,d [n(d)−n0(d)] (1.17)

Jp(d) = qSp,d [p(d)− p0(d)] (1.18)

n(d) = NC exp

(
− φn

kT

)
(1.19)
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n(0) = NC exp

(
−Eg,i −φp

kT

)
(1.20)

p(0) = NV exp

(
− φp

kT

)
(1.21)

p(d) = NV exp

(
−Eg,i −φn

kT

)
(1.22)

where all symbols are defined in Table 1.1.

Physically, Eqs. (1.5) and (1.6) account for the continuity of free carriers and simply add or

subtract the contributions of both bulk and trap-mediated recombination/generation to the free

carrier populations. Eqs. (1.7) and (1.8) are the composition-dependent drift-diffusion equations

for electrons and holes. Note that the only shared term is the electric field, E, and that gradients

in material properties like electron affinity, effective density of states, and ionization potential act

as effective electric fields only on their respective carriers. In terms of charge transport, Eqs. (1.9)

and (1.10) relate the electron and hole mobilities to their respective diffusion coefficients. The ratio

of D/μ is typically given by the simple Einstein relation that is equal to kT/q; however, for large

carrier concentrations, this relation breaks down, and the generalized Einstien relation must be

used (Eqs. (1.9) and (1.10)).76, 77 The total (time-dependant) current (Eq. (1.12)) that is measured

in an experiment is given by the sum of the electron, hole, and displacement currents (Eq. (1.11)).

Electrostatically and dynamically, the charges within the semiconductor (both free n,p and localized

N+
D

, N−
A

) must also always obey Gauss’s law (Eq. (1.13)).

In terms of boundary conditions, arguably the most important relation is that of Eq. (1.14),

which defines the experimentally applied voltage to the cell. Together with Eq. (1.12) and the

associate sub-equations, Eq. (1.14) links the experimental J-V curves to the theory presented herein.

Eq. (1.14) states that a measured or applied voltage must manifest as a departure of the integrated

electric-field distribution from its equilibrium value in the dark. This equation is general to any solar

cell or optoelectronic device, and arises from the fact that the vacuum levels must be continuous (but

not necessarily differentiable) as one spatially transitions from the semiconductor device into the

metal-wire based circuit.78 The reasoning behind this statement is that an applied voltage creates a

difference between the metal electrode Fermi levels, and since an applied voltage cannot change
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Table 1.1: Parameter Definitions

Parameter
Symbol Definition Typical

Unit

n, p Mobile electron and hole concentrations, respectively cm−3

N+
D Ionized donor-type (neutral when filled) traps cm−3

N−
A Ionized acceptor-type (neutral when empty) traps cm−3

G Generation rate of mobile-carrier pairs (Figure 1.7b) cm−3s−1

R Recombination rate of mobile-carrier pairs (Figure 1.9) cm−3s−1

GD,A
e,h

Generation rates of mobile carriers from localized donor-

and acceptor-type trap sites (Figure 1.9)
cm−3s−1

RD,A
e,h

Recombination rates of mobile charge into localized donor-

and acceptor-type trap sites (Figure 1.9)
cm−3s−1

E Electric field V/cm

ε Semiconductor permittivity = εrε0 F/cm

q Absolute value of the electron charge = 1.6×10−19 C

Jn,p Electric current due to mobile electrons and holes, respectively mA/cm2

μn,p Electron and hole mobilities, respectively cm2/V-s

Dn,p Electron and hole diffusion coefficients, respectively cm2/s

d Active layer thickness nm

k Boltzmann constant = 8.62×10−5 eV/K

T Cell temperature K

JD Maxwell’s displacement current mA/cm2

Jtot Experimentally measured total electric current mA/cm2

Vapp Applied cell voltage V

E0 Equilibrium electric field distribution V/cm

n0, p0 Equilibrium electron and hole concentrations, respectively cm−3

Sp,0 , Sp,d Hole surface recombination velocities cm/s

Sn,0 , Sn,d Electron surface recombination velocities cm/s

χ Semiconductor Electron Affinity eV

Eg,i Donor-Acceptor interfacial band gap eV

χ+Eg,i Semiconductor ionization potential eV

φn,p Schottky barrier heights eV

NC,NV Conduction and valence band effective density of states cm−3
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the work function of an entire metal-wire terminal, only shifts in the electric potential (integrated

electric field) across the device relative to equilibrium can manifest as a voltage. Such a conclusion

is not necessarily obvious, as certain researchers have even incorrectly questioned the validity of

Eq. (1.14).79

The carrier concentration boundary conditions are given by Eqns. (1.19)-(1.22) (assuming

Boltzmann statistics), which relate the carrier densities at the boundaries of the active layer to the

energetic distance between the metal-electrode Fermi level and the respective semiconductor band

edge (i.e., the Schottky barrier height). Finally, Sp,0, Sp,d, Sn,0, and Sn,d are the surface recombination

velocities for each interface/carrier combination. These are surface kinetic parameters that describe

how well the interfaces bounding the active layer pass current of a certain type. An infinite surface

recombination velocity implies that the interface passes current so readily that no charge ever gets

built up or depleted at the interface (the carrier concentrations always remain at their equilibrium

values). Conversely, a surface recombination velocity of zero implies a totally blocking interface

that never passes current of that particular carrier. Ideally, for a solar cell, perfectly ‘selective

contacts’ mean that one contact has an infinite surface recombination velocity for one carrier and

zero for the other, but vice versa is true for the opposite contact.

An important solar cell parameter that is strongly related to the boundary conditions is the

built-in potential (VBI). This is a somewhat vague and imprecise term, since there is no specification

as to what this potential really represents; i.e., is it a built-in diffusional, compositional, or electric

potential? Typically, though, what is meant by VBI is just the electric potential difference (integral of

the electric field distribution) in the dark. In order get a better sense of VBI for the typical OPV, we

can derive it on relatively general grounds for an active-layer of uniform composition (no gradients

in χ, etc.). To do so, one needs to realize that in the dark Jn = Jp = 0 or else there would be Joule

heating and the device could fuel a perpetual motion machine.80 Thus, combining Eqns. (1.7)-(1.8)

with Eqns. (1.19)-(1.22) and Jn = Jp = 0 and solving gives the simple drift-diffusion VBI for a

uniform composition 1-D active layer device:

qVBI = Eg,i −φn −φp (1.23)
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where φn,p (Table 1.1) are the height of the Schottky energy barriers at the cathode and anode

contact (Figure 1.8a), respectfully, and NC,V are the effective density of states of the fullerene

LUMO and polymer HOMO, respectively. Notably, this equation is the same for a classic p-n

homojunction, except therein it is typically assumed that the φ values represent the doping levels

on the left and right of the junction instead of the Schottky barrier heights. Eqn. (1.23) is highly

important to OPV performance because it sets up the equilibrium electric field distribution (E0),

which serves to drive excess photogenerated carriers out of the device before they recombine back

to the ground state. This built-in electric field due to the use of asymmetric contact work functions

(small φn,φp) typically serves as the necessary conduction asymmetry for achieving photovoltaic

action in OPV devices.

1.3.4 Recombination

The main recombination processes that are typically considered in polymer:fullerene BHJ OPV

research are schematically indicated in Figure 1.9. Since recombination is a heavily discussed topic

in the coming chapters, here I only briefly introduce the basic processes and relevant terms used in

forthcoming detailed discussions.

In terms of parlance, ‘geminate’ and ‘nongeminate’ recombination are two main terms that

are used to refer to recombination in polymer:fullerene BHJ OPV active layers. ‘Bimolecular’

recombination was fashionable for a time, but has since been replaced by ‘nongeminate’. Geminate

recombination refers to a recombination event involving a bound electron-hole pair either as an

exciton or as a charge-transfer (CT) state at a polymer:fullerene interface. In either case, geminate

recombination occurs before free-carrier generation. Nongeminate recombination, on the other

hand, refers to everything else, including trap-assisted, band-to-band, and surface recombination.

The two most popular functional forms used for describing steady-state nongeminate recombination

are the Langevin model (Eqn. (1.24)) and the Shockley-Read-Hall (SRH) model (Eqn. (1.25)):

RLangevin =
qγ(μn +μp)

ε
(
np−n2

i
)

(1.24)
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RSRH(Et) = RD,A
e,h −GD,A

e,h =
cncpNt(Et)

cn (n+ng)+ cp (p+ pg)

(
np−n2

i
)

(1.25)

pg = NV exp

(
−Et −EV

kT

)
(1.26)

ng = NC exp

(
−EC −Et

kT

)
(1.27)

n2
i = NCNV exp

(
−Eg

kT

)
(1.28)

where γ is the Langevin recombination reduction factor, n2
i is the square of the intrinsic carrier

concentration, Nt(Et) is the trap concentration at the trap energy Et , EC = ELUMO,A is the conduction

band edge, EV = EHOMO,D is the valence band edge, cn,p are the electron/hole capture coefficients for

the traps Nt(Et) at energy Et , pg and ng are thermal emission coefficients that represent contributions

from GD,A
e,h in Figure 1.9.

Much of the forthcoming discussion is in regards to the application of these recombination

Figure 1.9: The essential recombination processes in polymer:fullerene BHJ OPVs: trap-assisted and
band-to-band. Auger and surface recombination are typically not examined, though may play a role
(especially surface recombination).

models to the polymer:fullerene BHJ OPV devices, and thus I refer to the coming chapters for a

more extensive introduction and detailed analysis. In particular, Chapter 2 shows experimentally that

Eqn. (1.24) cannot be the dominant recombination pathway in a certain class of high-performance

polymer:fullerene materials, and instead that trap assisted recombination (Eqn. (1.25)) through an

exponential distribution of trap states is the likely dominant pathway. Chapter 3 further ellaborates

along these lines by providing direct evidence for SRH recombination through band-tail states being
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the primary recombination process.

1.4 Thesis Breakdown and Outlook

This thesis is composed of six chapters on the topic of recombination and device physics of

polymer:fullerene BHJ solar cells and solution sequential processing. Below is a summary of each

forthcoming chapter and how each project made original and impactful contributions to the field.

1.4.1 Chapter 2: Relating Recombination, Density of States, and Device Performance in an

Efficient Polymer:Fullerene Organic Solar Cell Blend

This chapter is taken directly from the published work of Reference 150.

In this chapter, we explore the interrelation between density of states, recombination kinetics,

and device performance in efficient poly[4,8-bis-(2-ethylhexyloxy)-benzo[1,2-b:4,5-b]dithiophene-

2,6-diyl-alt-4-(2-ethylhexyloxy-1-one) thieno[3,4-b]thiophene-2,6-diyl]:[6,6]-phenyl-C 71 -butyric

acid methyl ester (PBDTTT-C:PC71BM) bulk-heterojunction organic solar cells. We modulate the

active-layer density of states by varying the polymer:fullerene composition over a small range around

the ratio that leads to the maximum solar cell efficiency (50-67 wt% PC71BM). Using transient

and steady-state techniques, we find that nongeminate recombination limits the device efficiency

and, moreover, that increasing the PC71BM content simultaneously increases the carrier lifetime

and drift mobility in contrast to the behavior expected for Langevin recombination. Changes

in electronic properties with fullerene content are accompanied by a significant change in the

magnitude or energetic separation of the density of localized states. Our comprehensive approach

to understanding device performance represents significant progress in understanding what limits

these high-efficiency polymer:fullerene systems.

1.4.2 Chapter 3: Band tail recombination in polymer:fullerene organic solar cells

This chapter is taken directly from the published work of Reference 205, with much credit also

going to Robert A. Street.
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In this chapter, recombination through band tail localized states is studied analytically and by

measurement of the forward-bias dark current as a function of temperature in three different organic

bulk-heterojunction solar cells. The Shockley-Read-Hall mechanism is analyzed for the specific

case of recombination between mobile carriers and an exponential distribution of localized band tail

states. The analysis gives a simple relation between the dark current ideality factor and the band

tail slope. Assumptions of the model are verified by numerical drift-diffusion modeling. Diode

current-voltage measurements give good agreement with the analytical model, confirming that the

band tail recombination mechanism applies to at least some organic solar cells. Deep traps provide

a secondary recombination channel in some devices.

1.4.3 Chapter 4: Theory of Current Transients in Planar Semiconductor Devices: Insights

and Applications to Organic Solar Cells

This chapter is taken directly from the published work of Reference 358.

In this chapter, I explore time-domain current measurements, which are widely used to char-

acterize semiconductor material properties, such as carrier mobility, doping concentration, carrier

lifetime, and the static dielectric constant. It is therefore critical that these measurements be the-

oretically understood if they are to be successfully applied to assess the properties of materials

and devices. I derive generalized relations for describing current-density transients in planar semi-

conductor devices at uniform temperature. By spatially averaging the charge densities inside the

semiconductor, I am able to provide a rigorous, straightforward, and experimentally relevant way to

interpret these measurements. The formalism details several subtle aspects of current transients,

including how the electrode charge relates to applied bias and internal space charge, how the

displacement current can alter the apparent free-carrier current, and how to understand the integral

of a charge-extraction transient. I also demonstrate how the formalism can be employed to derive the

current transients arising from simple physical models, like those used to describe charge extraction

by linearly increasing voltage (CELIV) and time-of-flight experiments. In doing so, I find that there

is a nonintuitive factor-of-2 reduction in the apparent free-carrier concentration that has been missed,

for example, in the application of charge-extraction models. Finally, to validate my theory and

better understand the different current contributions, I perform a full time-domain drift-diffusion
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simulation of a CELIV trace and compare the results to my formalism. As expected, my analytic

equations match precisely with the numerical solutions to the drift-diffusion, Poisson, and continuity

equations. Thus, overall, my formalism provides a straightforward and general way to think about

how the internal space-charge distribution, the electrode charge, and the externally applied bias

translate into a measured current transient in a planar semiconductor device.

1.4.4 Chapter 5: Comparing Matched Polymer:Fullerene Solar Cells Made by Solution-

Sequential Processing and Traditional Blend Casting: Nanoscale Structure and De-

vice Performance

This chapter is taken directly from the published work of Reference 201.

Polymer:fullerene bulk heterojunction (BHJ) solar cell active layers can be created by traditional

blend casting (BC), where the components are mixed together in solution before deposition, or by

sequential processing (SqP), where the pure polymer and fullerene materials are cast sequentially

from different solutions. Presently, however, the relative merits of SqP as compared to BC are not

fully understood because there has yet to be an equivalent (composition- and thickness-matched

layer) comparison between the two processing techniques. The main reason why matched SqP

and BC devices have not been compared is because the composition of SqP active layers has not

been accurately known. In this chapter, I present a novel technique for accurately measuring the

polymer:fullerene film composition in SqP active layers, which allows me to make the first compar-

isons between rigorously composition- and thickness-matched BHJ organic solar cells made by SqP

and traditional BC. I discover that, in optimal photovoltaic devices, SqP active layers have a very

similar composition as their optimized BC counterparts (≈44-50 mass % PCBM). We then present

a thorough investigation of the morphological and device properties of thickness- and composition-

matched P3HT:PCBM SqP and BC active layers in order to better understand the advantages and

drawbacks of both processing approaches. For my matched devices, we find that small-area SqP

cells perform better than BC cells due to both superior film quality and enhanced optical absorption

from more crystalline P3HT. The enhanced film quality of SqP active layers also results in higher

performance and significantly better reproducibility in larger-area devices, indicating that SqP is

more amenable to scaling than the traditional BC approach. X-ray diffraction, UVvis absorption,
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and energy-filtered transmission electron tomography collectively show that annealed SqP active

layers have a finer-scale blend morphology and more crystalline polymer and fullerene domains

when compared to equivalently processed BC active layers. Charge extraction by linearly increasing

voltage (CELIV) measurements, combined with X-ray photoelectron spectroscopy, also show that

the top (non-substrate) interface for SqP films is slightly richer in PCBM compared to matched BC

active layers. Despite these clear differences in bulk and vertical morphology, transient photovoltage,

transient photocurrent, and subgap external quantum efficiency measurements all indicate that the

interfacial electronic processes occurring at P3HT:PCBM heterojunctions are essentially identical in

matched-annealed SqP and BC active layers, suggesting that device physics are surprisingly robust

with respect to the details of the BHJ morphology.

1.4.5 Chapter 6: Extensive Penetration of Evaporated Electrode Metals into Fullerene

Films: Intercalated Metal Nanostructures and Influence on Device Architecture

This chapter is taken straight from work submitted to ACS Applied Materials and Interfaces, with

contributions from Guangye Zhang, Chilan Ngo, Laura T. Schelhas, D. Tyler Scholes, Hyeyeon

Kang, and Jordan C. Aguirre.

Although it is known that evaporated metals can penetrate through a few nm of different types

of organic molecules, there has been little work aimed at exploring the behavior of the common

electrode metals used in devices based on fullerene derivatives, such as organic photovoltaics

(OPVs) and methylammonium lead halide perovskite solar cells. In this paper, we show that when

commonly-used electrode metals (e.g., Au, Ag, Al, Ca, etc.) are evaporated onto films of fullerene

derivatives (such as [6,6]-phenyl-C61-butyric acid methyl ester (PCBM)), the metal penetrates

many tens of nanometers into the fullerene layer. This penetration decreases the effective electrical

thickness of fullerene-based sandwich structure devices, as measured by the device’s geometric

capacitance, and thus significantly alters the device physics. For the case of Au/PCBM, the metal

penetrates a remarkable 70 nm, and we see penetration of similar magnitude in a wide variety

of fullerene derivative/evaporated metal combinations. Moreover, using cross-sectional transmis-

sion electron microscopy, we show that when gold is evaporated onto poly(3-hexylthiophene)

(P3HT)/PCBM sequentially-processed OPV quasi-bilayers, Au nanoparticles with diameters of ∼3-
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20 nm are formed and are dispersed entirely throughout the fullerene-rich overlayer. The plasmonic

absorption and scattering from these nanoparticles are readily evident in the optical transmission

spectrum, demonstrating that the interpenetrated metal significantly alters the optical properties of

fullerene-rich active layers. Overall, these discoveries open up a number of possibilities in terms of

contact engineering and light management within devices that use fullerene derivatives, so that it is

critical that researchers are aware of the profound electronic and optical consequences of exposing

fullerene-derivative films to evaporated electrode metals.
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CHAPTER 2

Relating Recombination, Density of States, and Device

Performance in an Efficient Polymer:Fullerene Organic Solar

Cell Blend

2.1 Introduction

Polymer:fullerene bulk heterojunction (BHJ) solar cells have recently witnessed tremendous ad-

vancements in active-layer performance due to materials and processing optimization.14, 19–21, 81–83

The development of novel interlayers and polymers with favorable absorptive, electrical, and

morphological properties have enabled single-junction efficiencies to exceed 9%.84 In a number

of efficient BHJ systems, investigators have shown that nongeminate recombination is the key

loss mechanism that limits the power conversion efficiency.85–93 The influence of nongeminate

recombination on the shape of the current/voltage curve has even been demonstrated quantitatively

in several polymer:fullerene systems.90–95 Nongeminate recombination is controlled by the

recombination kinetics—usually experimentally represented through charge-carrier lifetimes—and

the density of states (DoS) of the semiconductor. While the theoretical relation between the

DoS, recombination kinetics, and device performance (e.g., open-circuit voltage (VOC) have

been discussed,80, 96, 97 there have been few studies on polymer:fullerene systems that monitor

the DoS explicitly, and study the impact on recombination kinetics, VOC, and overall device

performance.98–100 In addition, there has been comparatively little experimental work on

understanding the precise physical origin of the recombination dynamics, and how the kinetics of

recombination depends on the kinetics of transport.101–105

In this work, we explicitly examine the DoS, recombination dynamics, device performance, and
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their interdependence in a representative, high-efficiency, BHJ organic photo voltaic (OPV) active

layer composed of poly[4,8-bis-(2- ethylhexyloxy)-benzo[1,2-b:4,5-b]dithiophene-2,6-diyl-alt-4-(2-

ethylhexyloxy-1-one)thieno[3,4-b]thiophene-2,6-diyl] (PBDTTT-C) and [6,6]-phenyl-C71-butyric

acid methyl ester (PC71BM) (Figure 2.1).106 We do so by combining electroluminescence

spectroscopy (EL), transient photovoltage (TPV), and charge extraction (CE) measurements.87–89

To modulate the DoS, we examine different blend compositions around the composition at which

the photovoltaic performance of PBDTTT-C:PC71BM solar cells is optimized. We find that the

principal recombination mechanism in this system is of nongeminate character, and that the

recombination kinetics scale with drift-mobility in the opposite way that would be predicted by a

Langevin-type model. Namely, the highest fullerene loading leads to both the highest mobility

and the longest charge-carrier lifetime. The improved carrier lifetimes and drift-mobility with

increasing PC71BM content are accompanied by a significant change in the magnitude or width of

the DoS. Our assignment of dominant carrier losses to nongeminate recombination is validated

by reconstructions of the J-V curves and VOC predictions at different light intensities and blend

compositions. In addition, we find a strong correlation between the blend CT-state energy, VOC, and

PC71BM content, which has previously been observed in several other polymer systems over a wide

composition range, despite vastly different processing conditions, and molecular structures.107–111

In this regard, our results are consistent with the hypothesis that a major reason behind the success

of PCBM-based acceptors is the tendency to form a unique morphology ideal for charge separation

and extraction.107, 112, 113

We chose to investigate PBDTTT-C because of its facile synthesis, excellent performance, and

close similarity to some of the highest efficiency BHJ donor polymers known to date.21, 84, 114–122

The PBDTTT:PC71BM BHJ system is interesting because it achieves high photovoltaic performance

despite detailed morphological studies suggesting that it forms a complex and mostly amorphous

morphology with relatively weak polymer/ fullerene aggregation where it is presently unclear how

such excellent photovoltaic performance manifests.16, 123–126
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Figure 2.1: This work examines the PBDTTT-C:PC71BM system at three different composi-
tions, 50 wt% PC71BM, 60 wt% PC71BM, and 67 wt% PC71BM wt. ratio PBDTTT-C:PC71BM
(50-67 wt% PC71BM). The device architecture chosen for study was ITO/PEDOT:PSS/PBDTTT-
C:PC71BM/Ca/Al.

2.2 Results and Discussion

2.2.1 J-V Characteristics

Herein we study devices made from three different PBDTTT-C: PC71BM compositions; namely,

50 wt% PC71BM, 60 wt% PC71BM, and 67 wt% PC71BM. In order to understand the differences

in performance from a general standpoint, we optimized each blend individually for active-layer

thickness (Figure 2.2). In agreement with previous reports,106 we find that the optimal blend weight

ratio has 60 wt% PC71BM. In Figure 2.2 the active-layer spin speed was used as a relative unit for

thickness because a measurement of the absolute thickness of all active layers was not necessary

for the following J-V comparisons. From the trends in Figure 2.2 we see that both the 60 wt%

PC71BM and 67 wt% PC71BM devices are able to maintain high fill factors at thicknesses where

the JSC is locally maximized. The 50 wt% PC71BM blend, on the other hand, begins to suffer losses

in fill factor while the JSC is still increasing with increasing thickness. Based on typical absorbed

photon flux vs. active-layer thickness plots for BHJ OPVs,24, 55, 127, 128 we hypothesize that, in this

case, the charge-collection efficiency is greater in films with higher fullerene content, allowing the

active layers to be optimized at the first absorption maximum.24, 55, 127, 128 Thus, it appears that the

favorable overall absorption of higher PBDTTT-C content active layers (50 wt% PC71BM) cannot
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be exploited due to excessive nongeminate losses with modest increases in active-layer thickness.

This assessment of the J-V characteristics and device performance is supported by our transient

optoelectronic measurements discussed below.

We also observed a robust trend in VOC with fullerene loading for the compositions examined

herein; namely, that the open-circuit voltage is always higher for lower fullerene content (Figure

2.2c). Though the differences in VOC between blends is only on the order of ∼10 mV, this trend

was consistently reproduced from different polymer and PC71BM batches, as well as from many

devices fabricated at different laboratories (ICL and UCLA). The observation that VOC decreases

with higher PCBM content over a wide composition range has also been found in other polymer

systems.107, 108, 110, 111, 129–131 Sparing contact effects, the VOC is a function of energy levels and the

steady-state carrier concentration determined by the balance between generation and recombina-

tion.9, 85, 94, 97, 132 Earlier investigations into the reason for the composition dependence of VOC found

that the change in VOC with fullerene content can be explained with changes in the CT-state energy

and that kinetic arguments were not necessary to explain the trends.107, 110 To verify whether this is

the case in our devices as well, and to better understand how the PBDTTT-C: PC71BM composition

affects energy levels, recombination, and the overall device performance, we performed transient

optoelectronic measurements and electroluminescence studies.

2.2.2 Transient Optoelectronic Analysis

We performed TPV and CE experiments on the different blend-ratio devices; descriptions of

these techniques and their use in characterizing organic solar cells are well-documented else-

where.33, 87–94, 97 These techniques allow us to probe the typically non-linear relationship between

carrier density and recombination, which plays a major role in determining the shape of the J-V

curve and thus also the power conversion efficiency. Table 2.1 summarizes the typical J-V character-

istics and device parameters relevant to the following analysis. We note that the carrier concentration

data was obtained from CE measurements by correcting for both the charge on the electrodes (using

the geometric capacitance) and any incurred carrier losses during extraction.88 We analyze our

transient data using the empirical and approximate relations133
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Figure 2.2: (a) Fill Factor, (b) JSC , (c) VOC , and (d) PCE dependence on spin speed for the compositions
examined in this study. All data points are averaged over 6 devices, and the solid lines are added as
guides to the eye.

Table 2.1: J-V Characteristics and device parameters of different blend compositions processed under
identical conditions. The device characteristics were averaged over 4 devices (± standard deviation).
Thickness measurements were averaged over ≥ 4 locations and taken with an AFM. The built-in
voltage was derived from the intersection of light and dark curves.

Composition VOC (V) JSC (mA/cm2)
Fill

Factor (%)
Efficiency (%)

Active Layer

Thickness (nm)

Dielectric

Constant (εr)

Built-in

Voltage (V)

50 wt%

PC71BM
715±3 11.4±0.1 61.3±0.5 4.98±0.1 67±4 3.7 0.79

60 wt%

PC71BM
708±1 13.6±2 64.5±0.5 6.22±0.1 82±2 3.8 0.805

67 wt%

PC71BM
698±3 14.6±0.3 60.8±1.2 6.18±0.1 105±5 3.9 0.78
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τΔn = τΔn0 exp

(
−qVOC

θkT

)
(2.1)

n = n0 exp

(
− qVOC

mkT

)
(2.2)

δ =
m
θ
+1 (2.3)

τ = τΔnδ =
1

krecn
=

nδ−2

δτΔn0nδ−1
0

(2.4)

where τΔn is the small perturbation lifetime obtained from fitting TPV decays to a monoexponential

decay, τ the total carrier lifetime, and n is the average excess carrier concentration in the active layer

relative to short circuit in the dark. The slope of τ(VOC) and n(VOC) are defined by m and θ, and δ is

the reaction order.133, 134

Figure 2.3a shows n(VOC) as measured by CE, and (c) gives the total carrier lifetime as a function

of average carrier concentration. We first see from Figure 2.3 a that for a given average carrier

density, the VOC(n) is consistently different across blend ratios, where VOC(50 wt% PC71BM) >

VOC(60 wt% PC71BM) > VOC(67 wt% PC71BM) for a given n = constant. Thus, for identical

average charge densities n, the quasi-Fermi level splitting is larger for lower fullerene content,

which indicates a significant composition-induced shift in the density of states. For lower fullerene

loadings, the band tails of the polymer HOMO and PC71BM LUMO are either further separated

from each other in energy, lower in magnitude, or a combination of both when compared to the

higher PC71BM loading cases. We have schematically indicated this apparent shift in the density of

states in Figure 2.3b. While the magnitude or energetic separation of the density of states around

the band edges changes with composition, the slope of n vs. VOC, and therefore the shape of the DoS,

is not significantly affected.135

In order to analyze the recombination kinetics, we examine the total carrier lifetime as a function

of average carrier density (Figure 2.3c). Much like Figure 2.3a, Figure 2.3c shows that τ (n) is also

shifted across compositions. However, despite the larger VOC values, τ (n = constant) goes as τ(50

wt% PC71BM) < τ(60 wt% PC71BM) < τ(67 wt% PC71BM). Thus, nongeminate recombination is
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actually fastest in the 50 wt% PC71BM blend, followed by the slower 60 wt% PC71BM and 67 wt%

PC71BM blends, respectively. This indicates that the small differences in VOC are due to two effects

that partly compensate each other, namely a change in DoS and a shift in recombination dynamics.

The higher magnitude and/or energetic shift in DoS induced by higher fullerene content is partly

compensated by a concomitant reduction of the recombination rate, which, taken together, leads to

only a slightly lower open-circuit voltage when compared to a lower fullerene content case.

The dominating recombination mechanism responsible for the trends in τ(n) of Figure 2.3c is of

fundamental interest to understanding what limits the efficiency of a given active layer. A common

approach for describing nongeminate recombination is via a Langevin-type mechanism, where the

recombination coefficient krec is directly proportional to the carrier mobility (μ).136 To examine the

validity of a Langevin-type model, we used the technique described in Reference 137 to evaluate

carrier drift mobilities as a function of average carrier concentration (Figure 2.4 a). From Figure 2.4

a we see that the mobility is weakly carrier-density dependent, offsetting between compositions, and

actually largest for the 67 wt% PC71BM blend, following μ(67 wt% PC71BM) > μ(60 wt% PC71BM)

> μ(50 wt% PC71BM). For comparison, we plot the nongeminate recombination coefficient also

in Figure 2.4 a as calculated from Equation (4) . The data in Figure 2.4 a and Figure 2.3c have

exactly the opposite trend one would expect if Langevin-type recombination were dominant. In

this particular case, larger PC71BM content increases the mobility and simultaneously decreases

the recombination rate. Moreover, it is clear that the nongeminate recombination coefficient and

the mobility have significantly different dependencies on average carrier density, which has been

previously noted by Rauh et al.105 In the following electroluminescence section, we provide further

evidence that, in this case, phase-segregation effects are likely the dominating factor in determining

the nongeminate recombination properties.

To combine these dynamical constants into one effective assay of the electrical properties of

the blend, we plot the mobility-lifetime product in Figure 2.4b using the data from Figure 2.3c and

Figure 2.4a that overlap in carrier density. Clearly, higher PC71BM concentrations result in vastly

superior electrical properties in this composition range. The differences in μτ(n) between the 50 wt%

PC71BM and 67 wt% PC71BM blends approaches an order of magnitude over the measured carrier

concentration range, which explains why the 50 wt% PC71BM blend has suboptimal photovoltaic
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Figure 2.3: (a) The average carrier concentration as a function of VOC and (c) the total carrier life-
time as a function of average carrier concentration for all PBDTTT-C:PC71BM weight ratios studied
herein. (b) is a schematic showing how the density of states shifts with composition. Note that an
increase in the absolute density of states at given energy or a shift of the DoS in energy are indistin-
guishable from a charge extraction measurement. We cannot discern whether the change is primarily
in the HOMO or LUMO or whether both change equally.
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Figure 2.4: (a) Average carrier mobilities of the different blend ratios under study measured by the
method in Reference 137 and the effective nongeminate recombination coefficient as a function of
average carrier concentration. (b) The resulting mobility-lifetime product (lifetime from Figure 2.3 c)
as a function of average carrier concentration. Note the different scales for the charge density n.
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properties.138 In this case, the relative improvements of μτ(n) appear to afford acceptable fill factors

at active-layer thicknesses corresponding roughly to the first absorption maximum for the 60 wt%

PC71BM and 67 wt% PC71BM blends, but not the 50 wt% PC71BM blend (Figure 2.2).

Finally, in order to further understand the nature of these differences in recombination character-

istics, we attempt to reconstruct the J-V curves and predict open-circuit voltages assuming that the

generation rate is independent of voltage and that nongeminate recombination is the dominating loss

process throughout the photovoltaic operating regime. Figure 2.5a-c shows the J-V reconstructions

and Figure 2.5d the attendant VOC predictions of all blend ratios using the methods detailed in

previous works (dark J-V reconstructions are provided on a logarithmic scale in Figure S1).90, 91, 94

The excellent agreement between measured and predicted values for all blend ratios in Figure 2.5

suggests that non-geminate recombination alone is sufficient to understand the shape of the J-V

curves and the magnitudes of the open-circuit voltages for all compositions. In the final section

below, we examine the electroluminescence spectra of the different blends to further specify the

nature of this nongeminate, non-Langevin, type of recombination and, moreover, better understand

why it is so sensitive to blend composition.

2.2.3 Electroluminescence

Figure 2.6 a shows the electroluminescence spectra for each of the PBDTTT-C:PC71BM weight

ratios and the pure PBDTTT-C polymer. The normalized 50 wt% PC71BM blend EL resembles

that of the pure polymer, but with the high-energy cutoff ∼0.1 eV redshifted and a stronger low-

energy emission tail. When progressing through the composition range, the EL spectra continue

to redshift and appear to be in a transitionary phase at the optimal 60 wt% PC71BM blend ratio.

Further examination shows that the photon energy corresponding to the maximum emission intensity

(E max) for the 60 wt% PC71BM blend was strongly voltage-dependent, where under injection

conditions of ≤ 40 mA/cm2 the spectrum resembles that of the 67 wt% PC71BM device, but with

increased current it shifts rapidly to resemble the 50 wt% PC71BM (Figure 2.6b). This luminescence

transition, consistent with our charge extraction data, is an indicator of the important DoS evolution

that takes place over a relatively narrow composition range. While the optimal 60 wt% PC71BM

device EL was sensitive to injection conditions, the relative spectral intensities of the 50 wt%
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PC71BM and 67 wt% PC71BM blends were insensitive to injection, which is similar to what has

been found for other polymer:PCBM systems.139

Looking closer at the blend EL spectra in Figure 2.6a, they appear to be composed of primarily

two emission bands: one with peak intensity around ∼1.0-1.15 eV and the other at ∼1.4 eV. In

order to quantitatively assess this observation, we reduced and deconvoluted each spectrum into two

Gaussian emission profiles,109 attributing the higher-energy Gaussian at ∼1.4 eV to pure polymer

emission and the low-energy Gaussian centered around ∼1.1 eV to CT-state emission (Figure B.1).

The presence of PBDTTT-C singlet activation in the electroluminescence spectra is consistent with

the findings of Faist et al.140 for the case where the donor has an optical band gap of < 1.7 eV

(Eg,PBDTTT-C ≈ 1.6 eV) and the donor/acceptor CT-energy is near the singlet energy of one of the pure

materials. Based upon this finding, we hypothesize that, in this case, the CT energy is quite close to

the polymer’s singlet energy and the DoS modulation from fullerene loading significantly affects the

singlet activation process. Faist et al.140 qualitatively found that singlet activation of one component

correlated with reduced photovoltaic performance, which is in agreement with the case here, where

the poorly performing 50 wt% PC71BM blend shows by far the most singlet activation, followed

consecutively by the electrically superior 60 wt% PC71BM and 67 wt% PC71BM compositions

(Figure B.1). A number of photophysical processes can be activated when the blend energy levels

are brought in too close proximity;141, 142 however, in this instance, it appears that injected electrons

on the PC71BM can more easily transfer onto the PBDTTT-C for cases with less PC71BM loading.

This effect would partially nullify the physical separation of charges by material phase segregation,

leading to the observed higher nongeminate recombination rates for lower fullerene loadings. It may

also seem likely that, in addition to the nongeminate losses detailed above, the 50 wt% PC71BM

blend suffers more geminate recombination due to a smaller driving force for interfacial charge

separation. However, we note that transient absorption measurements (Figures S3-S5) found strong

generation yields for all the compositions studied herein and even a strong polaron yield for neat

PBDTTT-C.

For further verification of the connection between our EL and optoelectronic measurements, we

take the reduced CT emission band’s center of gravity (ECT) and plot it against the VOC at equivalent

active-layer charge densities (Figure 2.6c). We find for the case of VOC (n = 2×1016 cm−3) and for
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Figure 2.6: (a) Electroluminescence spectra of the different blend films and pure PBDTTT-C (all at
J = 160 mA/cm2). (b) Shift in the EL emission maximum with injection conditions. (c) The linear
relationship between CT emission band peak position (at J = 80 mA/cm2) and VOC at equal carrier
concentrations.
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EL injection conditions of J = 80 mA/cm2 that the CT emission band’s center of mass and VOC scale

on precisely a 1-to-1 basis. We note that the CT emission band’s center of mass varied weakly

with injection conditions (Figure B.2) and that the slopes also varied marginally with different VOC

(n = constant). Despite these variations, we found that plots of VOC (n = constant) vs. ECT were

always linear with slopes near unity. Thus, the offset between open-circuit voltages of different

compositions at equivalent carrier densities are reproduced well by our EL analysis, indicating that

EL reflects the same DoS that is measured with charge extraction.

Despite significantly different chemical structures, polymer:PCBM stoichiometries, and opti-

mization conditions, similar relationships between PCBM composition, VOC, and ECT have been

reported for other conjugated polymer:PCBM blends.109, 110, 112 These prior studies have also found

that VOC scales with the CT-state energy in an expected 1-to-1 fashion.110, 143 Primarily two explana-

tions have emerged regarding the observed interrelation between PCBM content, VOC, and ECT: (i) the

VOC and CT-state energy decrease with increasing PCBM content due to an increase in the relative

dielectric constant of the film,112 and/or (ii) nanoscale crystallization due to added PCBM stabilizes

the LUMO energy144 and thus decreases the VOC and redshifts the CT-state emission.107, 109 Consid-

ering the work of Piersimoni et al.107 and Jamieson et al.,113 and because this effect is witnessed

over several different polymer/fullerene systems, we believe that morphological differences are the

primary cause for such trends. Additionally, Agostinelli et al.145 found that the refractive index

of P3HT:PCBM BHJs was only weakly dependent on composition, which further suggests that a

change in relative dielectric constant could not fully account for these trends. Composition-induced

PC71BM aggregation would be consistent with ournvs. VOC and EL data for the reasons stated above;

however, it is difficult to hypothesize about microstructural changes without direct evidence. It

is presently unclear whether a change in the density of states with composition as observed for

PBDTTT-C:PC71BM blends could be a general feature of polymer:PCBM systems. Given that the

energy of the charge transfer state electroluminescence typically shifts with composition in various

polymer:PCBM blends but not necessarily with other fullerene-based acceptors,107, 109, 110, 113 our

data could be revealing as to why PCBM works so well with an array of different polymers.
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2.3 Conclusions

In summary, we find that the dominant recombination mechanism in optimized PBDTTT-C:PC71BM

solar cells is of non-Langevin and nongeminate character. Our assumptions regarding recombi-

nation are supported by accurate J-V reconstructions at multiple light intensities for all the blend

compositions examined. Moreover, both the carrier lifetime and the effective drift mobility increase

with PC71BM loading, directly opposite to what one would expect if Langevin-type kinetics domi-

nated. Using electroluminescence spectroscopy and charge extraction measurements, we show that

increased fullerene loading in this range energetically narrows and/or increases the magnitude of

the DoS active in solar cell operation. This significant change in the DoS was not strongly refl ected

in VOC measurements because of a concomitant decrease in carrier lifetime. From a cell efficiency

standpoint, we conclude that the poor electronic properties of the 50 wt% PC71BM blend do not

permit higher active-layer thicknesses that would lead to increased light absorption, whereas the

higher wt% PC71BM devices are able to reach the first active-layer absorption maximum without

significant nongeminate losses.

2.4 Experimental Section

Device Fabrication and Characterization: PBDTTT-C:PC71BM is optimized with ∼6 higher

molar ratios of fullerene to polymer-repeat unit than P3HT-like systems.144 The most effective

optimization procedure for these high-performance PBDTTT:PC71BM BHJs often includes the

addition of ∼3% v/v 1,8-Diiodooctane (DIO) as a solvent additive, thin active layers of ∼100 nm or

less, compositions with higher weight fractions of PC71BM than polymer, and no need for solvent

or thermal annealing.21, 106, 114, 146

To make devices, indium-tin oxide (ITO) coated glass substrates were sequentially sonicated

in acetone and isopropyl alcohol for 15 minutes, followed by drying with compressed N2. The

substrates were then loaded into a UV ozone reactor for 7 minutes of further cleaning and surface

treatment in a 0.2 mbar oxygen/ozone atmosphere. Immediately following ozone treatment, the

PEDOT (CLEVIOS P VP Al 4083) solution was spin coated directly from a 0.2 μm GHP membrane
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filter to give a ∼30 nm thick film, which was then annealed at 140◦C for 15 min. While still at

temperature, the PEDOT coated substrates were loaded into a N2 atmosphere glove box (< 1 ppm

H2O) and allowed to cool. At least one day prior to spin coating, the active-layer solutions were

prepared from various weight ratios of PC71BM (Solenne or Nano-C) and PBDTTT-C (Solarmer).

All solutions employed 1,2-dichlorobenzene (DCB) as the solvent and contained 1,8-diiodooctane

(3% v/v) purchased from Sigma- Aldrich. We held the concentration of PBDTTT-C in DCB constant

at 10 mg/ml for all solutions, while the PC71BM concentration was varied from 10 mg/ml (50 wt%

PC71BM), to 15 mg/ml (60 wt% PC71BM), to 20 mg/ml (67 wt% PC71BM). The dry materials for

each solution were weighed in ambient conditions, and the solvents were added in a N2 atmosphere

glove box. Devices made at ICL were spun coat from each of these blend solutions onto the PEDOT

covered substrates at various spin speeds (Figure 2.2) for 40 s. Devices made at UCLA (Table 2.1)

were made from identical procedures as described above, save for slightly different parameters due

to inherent equipment variability. The presented transient optolectronic analysis is from the devices

summarized in Table 2.1; however, the same trends in the transient data were found on devices made

at ICL (Figure 2.2). After spin coating the active layer, we deposited Ca/Al electrodes to create

devices with active areas of 4.5 mm2 or 10 mm2. To add the electrodes, we first deposited 10-20 nm

of Ca at a pressure of 1-2.3×10−6 mbar and a rate of 0.5 Å/s, followed by a deposition of 100 nm

at a rate of 1 Å/s. Before the shutter was opened in each case, ∼20 nm of metal was evaporated off

to ensure purity. The final device structure was ITO/PEDOT/PBDTTT-C:PC71BM/ Ca/Al.

The J-V characteristics in Figure 2.2 were obtained under simulated AM 1.5G illumination

using a xenon lamp with a water IR filter. The J-V measuremtents in Table 2.1 were taken under

simulated AM 1.5G illumination using an Oriel 9600 solar simulator. All J-V measurements were

obtained with a Keithley 2400 sourcemeter, and the light intensity was calibrated with an IR cutoff

filter equipped silicon photodiode.

TAS: Transient absorption spectroscopy was carried out in transmission mode on samples

consisting of ITO/PEDOT/PBDTTT-C: PC71BM, which were processed in identical fashion as

those made into devices. The pump beam was selected to be at 650 nm, exciting PBDTTT-C,

while the probe beam was at 1190 nm, around the absorption maximum of polarons in the 60 wt%

PC71BM system (Figure B.3). The pump excitation was performed with a OPO Nd:YAG laser
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(Opotek LD 355) at 5 Hz and was varied from 0.25-6 μJ/cm2 pulse fluence (Figure B.4). The probe

beam was monitored by a InGaAs Hamamatsu G83 70-82 photodetector amplified by a Costronics

2004 Optical Transient Amplifier connected to a Tektronix TDS220 digital oscilloscope.

TPC/TPV/CE: We performed charge extraction, transient photocurrent, and transient photovoltage

measurements and analysis in exact accordance with that detailed previously.87–91

Electroluminescence: Electroluminescence was measured using a Princeton Instruments Acton

SP 2500 spectrograph combined with a liquid nitrogen-cooled InGaAs photodiode array (Acton

OMAV:1024). The spectral intensity was corrected with the spectrum from a calibrated halogen

lamp.139, 140

2.5 Supporting Information

Supporting Information is available in Appendix B.
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CHAPTER 3

Band tail recombination in polymer:fullerene organic solar cells

3.1 Introduction

Organic bulk heterojunction (BHJ) solar cells based on polymer:fullerene blends have increased

rapidly in efficiency due to the introduction of optimized new materials and the improvement of

device architecture.84, 147–149 Present devices are largely limited by the compromise between optical

absorption and fill factor.150 Thicker devices typically absorb more of the incident light but also

have increased recombination due to the need to collect charge over a longer distance and at a

lower internal electric field. It is therefore important to reduce the recombination to achieve higher

efficiency, and hence it is important to understand the recombination processes in detail. Several

recombination mechanisms have been studied in BHJ devices, including geminate and Langevin

recombination, as well as recombination through localized (trap) states.149 Since BHJ cells use

disordered materials, there is a strong theoretical expectation and significant experimental evidence

for the presence of localized band-tail states. Thus, it is reasonable to expect that band tail states

also play a significant role in the recombination of mobile carriers.

Along these lines, this paper aims to develop and test a recombination model for the forward-bias

dark current in BHJ solar cells based on an exponential distribution of localized band-tail states and

the Shockley-Read-Hall mechanism. We demonstrate the validity of the model by analyzing the

dark diode ideality factor as a function of temperature in several different BHJ materials systems.

The photocurrent spectral response (PSR) as well as numerical drift-diffusion modeling are used to

verify the model predictions.
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3.2 The Dark Diode Current Ideality Factor

The dark diode current in low forward bias is characterized by an exponential dependence on voltage

(V) that goes like exp
(

qV
nidkT

)
with an ideality factor nid . The exponential region corresponds to

small current-density values where the magnitude of the drift and diffusion components in the

recombination zone outweighs the total current, which minimizes the influence of transport and

contact effects. The diode ideality factor is characteristic of the recombination mechanism. For

the classic models, band-to-band or Schottky contact recombination gives nid ≈ 1, while Shockley-

Read-Hall (SRH) recombination through midgap traps gives nid ≈ 2.151–153

Most BHJ solar cells have room temperature ideality factors measured by the dark diode current

of ∼1.3-2,154–157 and so the associated recombination mechanisms are not immediately apparent.

Several papers attribute this intermediate ideality factor to the presence of a distribution of localized

states, including band-tail states,133–135 but a direct experimental connection between nid and the

measured band-tail slope has not been fully explored. Some experimental data already suggest

the importance of band-tail recombination and even correlate the ideality factor with the band-tail

slope.158 However, the ideality factor is also influenced by the presence of other deep states that

provide a separate recombination channel. For instance, the ideality factor increases when deep traps

are induced by exposure to radiation in both poly[carbazole-dithienyl-benzothiadiazole):phenyl-

C61-butyric acid methyl ester (PCDTBT:PCBM) and poly(3-hexyl thiophene) (P3HT):PCBM solar

cells.159 Hence, the ideality factor may reflect more than one recombination mechanism, and the

dominant mechanism may depend on the specific material and device condition. The ideality factor

can also be obtained from the light intensity dependence of the open-circuit voltage (VOC). Reports

of this measurement in organic BHJ solar cells have included discussion of whether the dark and

illuminated ideality factors are the same or different.154, 157

The ideality factor can also be measured in single carrier devices. In such structures, bulk

electron-hole recombination is excluded so that the ideality factor will therefore generally be

different, and is usually associated with the Schottky contact.154 Single carrier devices also exhibit

pronounced space charge limited current transport.

There have been various attempts to model the ideality factor of organic diodes. This can
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be done by solving the drift-diffusion equations with assumed recombination mechanisms and

contact boundary conditions.133, 135 Early calculations of current-voltage behavior assume either

geminate or Langevin-type recombination and have generally neglected the presence of band-

tail states.160, 160–163 Giebink et al.164, 165 give an analytical model for the dark forward current,

including the presence of band-tail states, but the analysis is for a planar heterojunction diode

rather than a BHJ structure. The first analysis of the dark current ideality factor which assumed

an exponential band-tail density of states exp(E/E0) was by van Berkel et al.166 and gave for the

ideality factor,

1

nid
=

1

2
+

kT
2E0

(3.1)

Various authors have recently derived or used the same or a similar relation in the context of organic

bulkheterojunction solar cells.133–135 However, we show that Eq. (3.1) fails to account for thermal

emission from traps.

3.3 Shockley-Read-Hall Analysis of Band Tail Recombination

The assumed BHJ cell energy band structure is shown schematically in Figure 3.1. Electrons are

injected from the cathode and move in the fullerene lowest unoccupied molecular orbital (LUMO),

holes are injected from the anode and move in the polymer

highest occupied molecular orbital (HOMO), and recombination occurs at the distributed interface

between the polymer and fullerene domains. The presence of localized band-tail states is well

documented, and current flow in disordered semiconductors is generally described in terms of a

transport energy that separates mobile states and localized band-tail states.135, 155, 167, 168 In forward

bias, the occupancy of states by electrons and holes are described by quasi-Fermi energies (qFE),

which are indicated along with the various parameters in the figure. Figure 3.1(b) shows the density

of states with exponential band tails. The Shockley-Read-Hall (SRH) mechanism151–153 assumes

capture and thermal emission of electrons and holes through trap states with a state density Nt at a

44



Figure 3.1: (a) Band diagram for the BHJ cell under forward bias, showing the quasi-Fermi energies
(dashed lines) and various parameters. (b) The assumed density of states distribution with an expo-
nential distribution of band-tail states. The equilibrium trapped hole concentration which peaks at
the qFE is indicated.

trap energy Et , leading to a recombination rate,

RSRH(Et) = RD,A
e,h −GD,A

e,h =
cncpNt(Et)

cn (n+ng)+ cp (p+ pg)

(
np−n2

i
)

(3.2)

where the terms are defined in Chapter 1 Eqns. (1.26)-(1.28) and Figure 1.9. For definiteness, the

model assumes a broader exponential band tail on the HOMO with slope E0 and a narrower band

tail on the LUMO, which is probably the situation in most BHJ cells. The opposite situation in

which the LUMO band tail is broader than the HOMO band tail will give an equivalent result.

There are three main recombination transitions to consider: between mobile states at or above the

transport energy, between a mobile state and a localized band-tail state, and between two localized

band-tail states. Recombination between localized states has a very low probability because the

states are physically separated and can only recombine by tunneling, and at the typical electron

and hole densities (∼1016cm−3) the average separation is large and hence the tunneling probability

is very small. When E0 > kT for the wider band tail, the majority of carriers are in the band tail

rather than being in mobile states, and the ratio can be 100-1000, which is also related to the ratio

of the free and trap-limited mobility. Hence, we expect that recombination from a mobile state in

the fullerene LUMO to a localized band-tail state in the polymer HOMO is much more probable
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than transitions between mobile states, and thus this is the mechanism we analyze. Several others

have reached the same conclusion for organic BHJ devices and other diodes.134, 135, 169 All of the

possible recombination transitions in the BHJ cell are between an electron in the fullerene and a

hole in the polymer and so necessarily involve a tunneling component across the interface.

Analysis of the SRH mechanism usually makes a simplifying assumption that the energy level(s)

of the recombination centers either lie between the quasi-Fermi energies or outside of them. In

many situations, the relative energy of the qFE and the recombination center can change with the

illumination intensity and temperature, etc. For recombination centers lying between the qFEs

where thermal emission is negligible, the recombination rate simplifies to,

RSRH(Et) =
cncpNt(Et)np

cnn+ cp p
(3.3)

The band tail recombination model presents an unusual situation for the SRH analysis. As shown

in Figure 3.1(b), the population of trapped holes, which are herein the presumed recombination

centers, peaks at the qFE because the hole density drops off at higher energy due to the band tail

density of states and falls off at low energy due to the Fermi function. Hence neither of the usual

simplifying assumptions applies since the recombination centers are at, or very close to, the qFE.

Furthermore, provided that the qFE stays within the band tail distribution, the recombination centers

remain at the qFE, independent of temperature, light intensity, and position in the device.

In terms of the SRH equation (Eq. (3.2)), our model assumes that electron-emission barrier is

large enough that thermal excitation of electrons is negligible, while hole-emission barrier is small

enough that the trapped holes are in thermal equilibrium with the mobile holes. The validity of these

assumptions is discussed below. For the band diagram and the parameters shown in Figure 3.1(a),

the mobile electron n and hole p concentrations as a function of position x and applied bias are,

n(x) = NC exp

(
−Ve(x)

kT

)
(3.4)

p(x) = NV exp

(
−Vh(x)

kT

)
(3.5)
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Vh(x) and Ve(x) are the separation of the qFE and the HOMO and LUMO band edges as a function

of position. The density of recombination centers Nt(x) is approximated to the density of states in

the exponential band-tail states above the quasi-Fermi energy (assuming a low temperature Fermi

function),

Nt(x) = NC exp

(
−Vh(x)

E0

)
(3.6)

By straightforward kinetics, the total electron recombination rate is the product of the electron

density, the hole trap density, and the recombination rate constant, integrated across the device,

R =
∫ d

0
cnn(x)Nt(x)dx (3.7)

= cnNCNV

∫ d

0
exp

(
−Vh(x)

E0

)
exp

(
−Ve(x)

kT

)
dx (3.8)

Assuming a linear band profile for the cell of thickness d,

Vh(x) =Vh0 +αx (3.9)

Ve(x) =Ve0 +α(d − x) (3.10)

then,

R = cnNCNV exp

(
−Ve0

kT

)
exp

(
−Vh0 +αd

E0

)∫ d

0
exp

(
−α(d − x)

(
1

kT
− 1

E0

))
dx (3.11)

Since E0 is larger than kT , the exponent in the integral is negative and has its largest value when

x = d, so that most of the current flows on the cathode side of the cell. Equations (3.9) and (3.10)

and the parameters in Figure 3.1(a) give,

Eg =Vh0 +Ve0 +αd +qV (3.12)

Vh0 +αd = Eg −Ve0 −qV (3.13)
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where EG is the interface band gap between the polymer HOMO and the fullerene LUMO. The

built-in potential is qVBI = Eg −Vh0 −Ve0 (same as Eqn. (1.23)), and thus αd = q(VBI −V ). Ve0 and

Vh0 are the Schottky energy barriers at the electron and hole contacts, respectively. The dark current

is the excess integrated recombination rate relative to V = 0,

JD(V ) = βqdcnNCNV exp

(
−Ve0

kT

)
exp

(
−Eg −Ve0

E0

)[
exp

(
qV
E0

)
−1

]
(3.14)

The dimensionless parameter β is,

β = s
[

1− exp

(
−1

s

)]
(3.15)

s =
1

q(VBI −V )

E0kT
E0 − kT

(3.16)

and the ideality factor for this model is from Eq. (3.14),

nid =
E0

kT
(3.17)

The model therefore predicts that the slope of the diode region of the dark current is independent of

temperature (apart from any temperature dependence of E0) and that nidkT is equal to the band-tail

slope.

Equation (3.17) is manifestly different from Eq. (3.1), which was also obtained from SRH

analysis of a similar situation. The difference is that Eq. (3.1) used the approximation of Eq.

(3.3) that the recombination centers are between the qFEs and hence neglects thermal emission. A

consequence is that the dominant recombination traffic is forced to be at the center of the device

x = d/2 where n ≈ p, and with this added condition, Eq. (3.1) follows from Eqs. (3.4)-(3.6).

However, Eq. (3.3) is not appropriate for band tail recombination since the active traps are at the

qFE, as discussed above. Equation (3.3) omits the SRH term governing the thermal population of

the recombination centers, but the assumption of a flat qFE requires a thermal equilibrium hole

population. Equations (3.14) and (3.17) result when recombination is allowed to be throughout

the device and the analysis shows that the dominant recombination is closer to the cathode rather
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than in the center of the device. Tzabari and Tessler also discuss the need to include the thermal

excitation terms in Eq. (3.2) for the case of shallow hole traps.170

Under some experimental conditions, the qFE might not be flat across the device, and in

particular the hole qFE will move up near the cathode if the recombination traffic is such that hole

thermal equilibrium cannot be maintained across the device, for example, from transport limitations.

In this case, the maximum current is at x < d. The dependence of current on voltage for this

case is obtained by evaluating the integrand in Eq. (3.8) for an arbitrary value of x and using Eqs.

(3.9)-(3.13) to derive the exponential voltage dependence. This calculation leads to,

1

nid
= 1− x

d

(
1− kT

E0

)
(3.18)

which reduces to Eq. (3.1) for x = d/2 and Eq. (3.17) for x = d.

An exponential band tail is well known to result in dispersive transport, characterized by a

dispersion parameter αtr = kT/E0. Hence an interesting relation is that when charge transport and

recombination both arise from the band tail states, then nidαtr = 1.

3.4 Experimental Results

3.4.1 Experimental methods

Three different well-performing BHJ solar cells were used in these studies. P3HT:PCBM and

PBDTT-DPP:PCBM cells were fabricated at UCLA, and PCDTBT:PCBM devices were made at

UC Santa Barbara. The details of the device fabrication are described elsewhere.29, 171, 172 The

P3HT:PCBM cell fabrication used the solvent annealing approach, which gives a high degree

of polymer crystallinity. Measurement of the steady-state dark current was made with the de-

vices mounted in an evacuated variable-temperature cryostat and measured by a Keithley 6487

picoammeter. The PSR measurement was made with a monochromatic light source using lock-in

amplifier techniques as described elsewhere.158, 167 The PSR signal is normalized to the power of

the incident light. The light intensity dependence of the open-circuit voltage was made with a white

light emitting diode module (Helieon 1200 lm), using a silicon photodiode and a Keithley 6487
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picoammeter to monitor the light intensity. To minimize heating, the devices were only illuminated

for ∼1-2 s at each light intensity.

3.4.2 Experimental measurements

Figure 3.2 shows examples of the dark forward bias current-voltage JD(V ) characteristics for the

three different polymer:PCBM blends at temperatures between ∼180 and 330 K. The slope of the

exponential region of the diode current is evidently not strongly temperature dependent and hence

the ideality factor changes with temperature, contrary to predictions by the classic models of the

diode dark current. The ideality factor was extracted by two methods: the first method was from fits

to the dark diode equation,

JD(V ) = J0

[
exp

(
q(V − JRs)

nidkT

)
−1

]
+

V − JRs

Rsh
(3.19)

where Rs is the series resistance and Rp is the parallel shunt resistance. The fit is performed by

using measured values of JD(V ) to evaluate the right hand side of Eq. (3.19). The lines in Figure

3.2 are fits to this equation. The second method was from the function,

nidkT = qmin

(
dV

d ln(JD(V ))

)
(3.20)

which is from the steepest slope of the exponential region in a semi-log plot. The JD(V ) data

show typical series and shunt resistances, although the shunt resistance for the P3HT:PCBM

cell was particularly high and so the exponential region extends over a larger voltage range. The

P3HT:PCBM series resistance was not accurately ohmic and probably includes a significant

space-charge limited current or other non-Ohmic contributions,173 thus the data were only fitted

over a limited voltage range over the series-resistance region.
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Figure 3.2: Dark current voltage characteristics at various temperatures as indicated, for the three
different BHJ solar cells (a) P3HT:PCBM (b) PBDTTDPP: PCBM (c) PCDTBT:PCBM. The points
are data and the solid lines are fits to the diode equation Eq. (3.19).
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The exponential slope factor nidkT is shown in Figure 3.3 as a function of temperature. The

data for P3HT:PCBM and PBDTT-DPP:PCBM show both methods of extraction from Eqs. (3.19)

and (3.20), and the results differ by no more than 2 meV, which is roughly the uncertainty in

the fit to Eq. (3.19). The PCDTBT:PCBM data show results from two different samples. The

values of nidkT are weakly dependent on temperature, increasing slightly for P3HT:PCBM and

PBDTT-DPP:PCBM, and either flat or decreasing for PCDTBT:PCBM. Others have also reported

polymer:fullerene current-voltage characteristics that, by inspection, have weakly temperature

dependent values of nidkT .156, 174 Hence, it is more appropriate to examine the actual slope factor

nidkT rather than nid alone.

An independent measurement of the band-tail slope is needed to evaluate the recombination

model. Several experiments have provided estimates of the slope of the band tail in BHJ cells,

but the resulting values are widely varying.134, 167, 168, 175, 176 We use the photocurrent spectral

response (PSR) technique, which measures the optical absorption of excitations that generate

photocurrent, including bulk exciton absorption, charge-transfer absorption, and localizedstate

transitions.167, 177 There is significant precedent for the use of a PSR-like technique to characterize

the sub-gap electronic structure of inorganic amorphous solids.178–180 In bulk-heterojunction

organics, we typically observe a PSR that has an exponential slope at energies below the charge

transfer (CT) band gap, which we have interpreted as corresponding to the slope of the wider band

tail.167 Experimental evidence for this interpretation of the PSR exponential slope is that the same

value of band-tail slope is deduced from transient photocurrent measurements in P3HT:PCBM and

PCDTBT:PCBM using a dispersive transport model.167, 168 The CT absorption may be broadened

to a slightly larger value than E0 by the convolution of the valence band and conduction band

density of states and may also be broadened by electron-phonon coupling. However, we foresee no

mechanism by which the CT absorption measured by PSR can have an exponential slope that is

substantially steeper than the wider of the two band tails.
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Figure 3.3: Measured values of nidkT for the three solar cells in Figure 3.5. The P3HT:PCBM and
PBDTT-DPP:PCBM data show values obtained from the fit to Eq. (3.19) (filled symbols) and from Eq.
(3.20) (open symbols). The PCDTBT:PCBM data is for two different samples using Eq. (3.19) (filled
diamonds and circles).

Room temperature PSR data are shown for the three devices in Figure 3.4 and the temperature

dependence of the exponential band-tail slope for P3HT:PCBM is shown in the inset. The arrows

show the approximate energy of the CT band gap EG and there is a region of exponential absorption

at lower energy. The room temperature PSR band-tail slopes are E0 = 32, 27, and 47 meV,

respectively, for P3HT:PCBM, PBDTT-DPP:PCBM and PCDTBT:PCBM. The PCDTBT: PCBM

and PBDTT-DPP:PCBM PSR spectra have a clear change of slope at low absorption, suggesting

the presence of other deep trap states, but P3HT:PCBM has a more extended exponential region.

The band-tail slope of P3HT:PCBM shows a small temperature dependence of E0, which is also

comparable to the temperature dependence of nidkT . The band tail state distribution may have

some thermal broadening which can explain the observed weak temperature dependence of the slope.
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Figure 3.4: Photocurrent spectral response measurements for the three different solar cells. The
arrows indicate the approximate location of the charge transfer band gap EG and the band-tail slope
is measured from exponential region at lower energy. The inset shows the exponential region for
P3HT:PCBM at different temperatures (data are offset vertically for clarity).

Figure 3.5 shows the complete fit of the SRH model Eq. (3.14) to the JD(V ) data for the

three solar cells, including the series and shunt resistance. The analysis is only valid up to the

built-in potential, and this is the voltage range of the fit. The fit assumes that E0 has a small linear

temperature dependence, as indicated by the nid data of Figure 3.3 and consistent with the PSR

data of Figure 3.4, rather than using independent fit parameters of E0 for each data set. Figure 3.6

compares the temperature dependence of the fit parameters for E0 = nidkT from Eq. (3.14) to the

measured E0 from the PSR data. The fit values of E0 for P3HT:PCBM increase from 31 meV to 36

meV across the temperature range which agrees closely with E0 measured by PSR. These values

are larger than the nidkT values obtained from the fit to the diode equation (Figure 3.3) by about 3

meV. The reason for this small difference is that the β prefactor to Eq. (3.14)
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Figure 3.5: Dark current data from Figure 3.2 (points) and the fit to the SRH model Eq. 10 (lines) for
the three types of solar cell (a) P3HT:PCBM (b) PBDTTDPP: PCBM (c) PCDTBT:PCBM.
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contains terms with both T and V and hence slightly changes the slope of the exponential region

compared to the diode equation. The data can also be fit slightly less well with a temperature-

independent value of E0. The PBDTT-DPP:PCBM data assume the same temperature dependence

of E0 as for the dark ideality factor, while the PCDTBT:PCBM is fitted with a constant E0, as

indicated by the data in Figure 3.3. The PCDTBT:PCBM band tail slope may have some temperature

dependence,155 but we chose to fit the data with the temperature dependence in Figure 3.3 for

consistency and so as not to introduce another parameter. The fit values of E0 are also larger than

the nidkT values in Figure 3.3 by 2-3 meV for the same reason.

Figure 3.6: Plot of parameter values of E0 = nidkT (filled points and lines) obtained from the Eq. (3.14)
fit to the data in Figure 3.5, compared to the bandtail slope values measured by PSR (crossed open
symbols) for the three solar cells.

3.4.3 Ideality Factor Measured from the Open-Circuit Voltage

The solar cell current can be defined as the sum of the dark current and the photocurrent JPC, where

JPC is the difference in the measured current under light and dark conditions.181 Since the current at
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VOC is zero, it follows that for an ideal exponential diode-dark current without shunt resistance that

JPC and VOC are related by

VOC =
nidkT

q
ln

(
JPC(VOC)

J0
+1

)
(3.21)

∼= constant+
nidkT

q
ln(G f (VOC)) (3.22)

The second expression arises because JPC 	 J0 and the reverse bias photocurrent is linear in light

intensity G when all the photo-generated charge is collected. The voltage dependent term denoted

by f (V ) represents the voltage dependence of JPC and reflects the shape of the cell fill factor and all

non-ideal processes occurring in the cell.10 In a high fill factor cell, f (V ) is constant up to near

the built-in potential, but in a low fill factor cell, f (V ) will change more rapidly. Hence, the light

intensity of VOC is an alternative measurement of the dark ideality factor, but with the benefit that

the series resistance does not affect Eq. (3.21) because no external current flows.157 The shunt

resistance, however, does affect Eq. (3.21) and VOC is given by RpG f (VOC) in the region dominated

by the shunt resistance.

The open-circuit voltage as a function of incident light intensity is shown in Figure 3.7 for the

same devices as for the dark current in Figure 3.2. The strong drop in VOC at low light intensities

in Figure 3.7 is due to the shunt resistance as described above. At high light intensity, the slope

of VOC vs. ln(G) flattens off because the f (VOC) term in Eq. (3.21) decreases as VOC increases.

The photocurrent drops to zero (and changes sign) at the built-in potential so that f (VBI) = 0 and

therefore VOC is limited to being less than VBI. The flattening of VOC at high light intensity may also

have a small contribution from sample heating by the strong illumination because VOC decreases

at higher temperature. The built-in potential is indicated in Figure 3.7 and is measured by the

voltage at which the cell photocurrent tends to zero, obtained by fitting the voltage dependence of

the photocurrent to a simple recombination model.158 The observed flattening off of VOC at high

illumination is consistent with the measured VBI and is independent of the specific
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Figure 3.7: The dependence of VOC on incident light intensity for the three different cells. The strong
drop in VOC at low light intensity arises from the shunt resistance. The solid lines are the slopes
corresponding to the measured dark ideality factors.

recombination mechanism because in principle f (V ) can arise from any mechanism. Alternative

descriptions of this effect based upon surface recombination dominating at high VOC values have

also been given in the literature.157 The solid lines in Figure 3.7 are slopes corresponding to the

measured room temperature darkcurrent ideality factor, adjusted vertically to match the VOC data.

The data show that the dark and light ideality factors agree well over much of the expected range.

The P3HT:PCBM data show some curvature with an apparently larger ideality factor at high voltage,

which is discussed further below. The decrease in VOC due to the f (V ) factor is most evident in the

PCDTBT:PCBM data.
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3.5 Discussion

Figure 3.6 compares the nidkT values from the fit of the data to Eq. (3.14) with the measured

E0 data from PSR. The P3HT:PCBM and PCDTBT:PCBM data show almost perfect agreement

with the fit values of nidkT within 2 meV of the measured band-tail slope. The data therefore

show that Eq. (3.17) gives almost perfect agreement for P3HT:PCBM and PCDTBT:PCBM but

is a less good fit for PBDTTDPP: PCBM where E0 is 27 meV compared to nidkT of 39 meV at

room temperature, which is discussed further below. In addition, the model agrees with data for

hydrogenated amorphous silicon, since the predicted slope for nid ≈ 1.5 at room temperature is

E0 ≈ 38 meV, which is in good agreement with the measured band tail slope and with the hole

mobility dispersion parameter of ∼0.6.182 The agreement with the data strongly indicates that the

band tail recombination mechanism dominates in the corresponding materials.

The fits to the data in Figure 3.5 assume values of NC and NV of 1020 cm−3, and adjusts Ve0 and

cn. We assume an average value of VBI based on the measured value at room temperature, although

VBI likely does vary with temperature.183 The extracted value of Ve0 is 0.11 V, 0.28 V, and 0.44 V

for P3HT:PCBM, PBDTT-DPP:PCBM and PCDTBT:PCBM, respectively, and the value of cn is

4×10−10 cm3/s, 1.8×10−8 cm3/s, and 7×10−7 cm3/s for the three materials. Both parameters

are sensitive to the temperature dependence of E0, where reducing the temperature dependence of

E0 increases Ve0. The P3HT:PCBM value of Ve0 is perhaps lower than expected but Ve0 is itself

probably temperature dependent, and the use of contact barrier heights of 0.1 eV or less have been

used by others in drift-diffusion modeling to describe various aspects of these cells.105, 157, 162 cn is

the product of the capture cross section and the thermal velocity and the fit values are consistent

with an atomic scale cross-section of about 10−15-10−14 cm2 and a thermal velocity of ∼106 cm/s.

Given all the uncertainties in the values, we cannot deduce any parameter with accuracy, but the

values are at least consistent with general expectations.

The observation of a significant difference between E0 and nidkT for PBDTT-DPP:PCBM

suggests that another mechanism may be involved, and we propose that this is the added contribution

of deeper band-tail states. The PSR data of Figure 3.4 show a change of slope at about 1.1 eV,

indicating that there is a substantial density of deep states. More significantly, this change of slope
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occurs only about 0.2 eV below the CT band gap and so the broader band of deep states will

intersect the hole qFE at relatively high applied voltage, which could therefore easily explain the

relatively larger nidkT . There is a similar change of slope in the PSR data of PCDTBT:PCBM, but

this occurs further from the CT band gap and so will have less influence on the value of nidkT in

the observable voltage range. PSR measurements in PCDTBT:PCBM and P3HT:PCBM find that

these deep states increase in density as a result of prolonged illumination and they are attributed

to defects resulting from C-H bond breaking.159 It is not yet known if the deep states in pristine

samples are of a similar type. A more detailed analysis is needed to calculate the effect on nidkT of

these deeper states.

An increase of the ideality factor by the presence of a sufficiently high density of deep states is

known from studies of x-ray and light-induced degradation of BHJ cells.158, 159 Figure 3.8 shows

that the ideality factor in PCDTBT:PCBM increases from ∼1.7 to above 3 as the density of induced

deep states increases as a result of prolonged exposure to light158 and there is a similar increase in

P3HT:PCBM.159 The relative deep state density is evaluated from the solar cell current-voltage

characteristics using a charge collection model.155 Some BHJ cells, notably MEHPPV:PCBM have

an ideality factor that is independent of temperature and closer to unity.9 These properties indicate

that a different recombination mechanism dominates, which could be geminate recombination or

recombination at a contact. We emphasize that several different recombination mechanisms are

possible in BHJ cells and the dominant process will depend on the specific material and the device

structure.

The measured ideality factor can also be influenced by extrinsic effects. Some forms of contact

resistance associated with ambient degradation have an exponential currentvoltage relation and lead

to an apparent increase in the ideality factor.173 In a
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Figure 3.8: Increase of the ideality factor in PCDTBT:PCBM with deep state density induced by
prolonged illumination. The data are re-plotted from Ref. 158.

similar regard, the differences in the dark and light ideality factor commonly observed in poly-

mer:fullerene solar cells can also be easily caused by errors in interpretation due to resistive-type

effects.154, 157 The data in Figure 3.7 indicate that the measured ideality factors are essentially

identical in the dark and under illumination. Equation (3.22) shows that the dark and illuminated

ideality factors must be the same apart from the f (V ) term. The agreement does not imply that the

recombination mechanisms in the dark and under illumination are the same but only that f (V ) is

relatively constant over the range of voltages measured. Hence cells with high fill factor will show

the same ideality factor, while those with low fill factor will exhibit a difference due to the change

in f (V ). There is, however, a strong expectation and ample evidence that the recombination mecha-

nisms are the same in the dark and under illumination. The cell fill factor reflects the recombination

under illumination and decreases with both an increase in band-tail slope and an increase in deep

state density and is correlated with the changes in dark ideality factor.158, 159

61



3.5.1 Validity of the model

The analysis that leads to Eq. (3.14) assumes that the quasi-Fermi energy is flat across the cell and

that the bands are linear. In terms of the SRH equation, (Eq. (3.2)) one important condition for

validity of the model is that the thermal excitation rate between the band tail and HOMO transport

energy is large enough to maintain the flat qFE. When the electron traps are sufficiently far from

the LUMO band that there is little thermal excitation back to the LUMO, the SRH equation can be

expressed as,

R = cnnNt

⎡
⎣ 1

1+ exp
(
−Et−E f

kT

)
+ cnn

cp p

⎤
⎦ (3.23)

where Et is the trap energy. This equation corresponds to the assumed model apart from the cnn/cp p

term when summed over the distribution of band-tail states. The first two terms in the denominator

in brackets are the Fermi-Dirac function, which is the assumed trap occupancy function. Hence the

model is valid provided that cnn/cp p < 1.

This condition for validity of the model is easily met when the applied voltage is close to the

built-in potential when p ≈ n, and is increasingly hard to meet at lower voltages when p ≈ n and the

model is only valid when cn � cp. There are, however, good reasons why cn � cp in a BHJ solar

cell. First, the electron is making a transition from the fullerene to the polymer, which involves a

tunneling term of the form exp(2R/R0) where R is the separation of the electron from the hole band

tail state and R0 is the electron wave-function penetration into the polymer. Not much is known

about the parameters R or R0, but the exponential term can easily reduce the capture rate by a few

orders of magnitude. The hole capture transition is higher because the band-tail states are in the

polymer and no tunneling by holes is involved. Second, the electron transition is across a substantial

fraction of the interface band gap energy, while the hole transition to the band-tail state is over a

much smaller energy. In general, the transition rate decreases as the energy difference between the

initial and final state increases. Hence there is good reason to expect that cn � cp and that the model

is valid over a reasonable voltage range. Additionally, there is precedent in the literature for using

highly asymmetric recombination coefficients when modeling the optoelectronic properties of these
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devices.133, 135, 157, 176, 184 Eventually, at a low enough applied voltage, p is so much smaller than n

that the model will break down. However, the exponential region of the dark current only extends

0.2-0.3 V below the built-in potential for PBDTT-DPP:PCBM and PCDTBT:PCBM, because of

the presence of the shunt resistance and thus the model should be valid over this range. The

P3HT:PCBM cell data cover a larger voltage range and hence the model may lose validity at the

lower voltage region of the data. Possibly this effect accounts for the small temperature dependence

of nidkT in Figure 3.3 and for the curvature in the light intensity dependence of VOC seen in Figure

3.7 for P3HT:PCBM, which suggests a decrease in the ideality factor at low light intensity and low

voltage.

The SRH model does not require a linear band-edge profile, as was assumed to derive Eq. (3.14).

A curved band edge, for example, arising from space charge, only changes the integral in Eq. (3.11)

because this term contains all the spatial dependence. Hence, the functional form of the dark current

would be the same and only the pre-factor would change, and this term only contains terms linear in

V and T . For all the devices used herein, however, we measured the amount of dark charge (free

plus trapped) residing in the active layer under dark unbiased conditions using the charge extraction

by linearly increasing voltage (CELIV) technique and found that in all cases the devices had an

undetectable dark-carrier charge density (<∼1014−15 cm−3). The low dark carrier concentration

in combination with the low dielectric constants and thin active layers (∼100 nm) suggest that the

Debye length is greater than the device thickness, and therefore the linear band assumption is valid.

3.5.2 Verification with numerical drift-diffusion modeling

The analytical model does not consider transport but assumes that carriers can diffuse readily

enough across the device to refill traps vacated by recombination events. Hence our model assumes

that the opposing drift and diffusion components are much larger than the total current.164, 165 The

flat quasi-Fermi energy approximation breaks down when charge transport cannot replenish traps

sufficiently quickly, making the hole quasi-Fermi energy bend upward near the cathode contact,

which forces recombination to shift toward the anode. For this and general verification reasons,

we performed full numerical drift-diffusion modeling to confirm that the model and its associate

assumptions are reasonable. The tailstate model outlined in Figure 3.1(a) was implemented in the
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SCAPS simulation program, which has been used previously to model polymer:fullerene solar

cells.185 We only considered the polymer HOMO band tail for consistency with the analytic model

and because we found that the implementation of a narrower PCBM LUMO band tail had little

effect on the properties of interest.

The SCAPS simulator models recombination with the SRH formalism and takes into account

band-tail trapped charge in the Poisson equation but does not allow it to contribute to the current.

Thus, the SCAPS program implements a transport-energy model where the input drift mobility

represents that of a mobile carrier and not the smaller effective value that is often measured in

experiments. For this reason, we used a free hole mobility of 1×10−2 cm2/V-s, which is similar to

what others have used when implementing such a model for polymer:fullerene solar cells and in

good agreement with experimentally measured band mobilities.176, 184, 186, 187 Because fullerene

band tails were ignored, we used an effective mobility of 10−4 cm2/V-s for electrons to take into

account that there are LUMO band-tail trap states. However, the magnitude of the electron mobility

had little influence on the simulation results. The effective band gap in the model is the interface

gap between the polymer HOMO and the fullerene LUMO transport energies, which is about 1.1

eV for P3HT:PCBM.

Simulated dark J-V -T curves using the parameters in Table 3.1 are shown in Figure 3.9(a) and

agree well with the experimental P3HT:PCBM data from Figure 3.1(a). The parameters outlined in

Table 3.1 are for the case of T = 295 K; however, only cn and the series and shunt resistances were

varied slightly over the temperature range in order to fit the data. In general, we found that only

the band-tail characteristic energy and the magnitude of the asymmetry of the capture coefficients

affected the dark ideality factor in the simulations, which is consistent with our discussions of the

analytic model above. A smaller E0 and/or capture coefficient asymmetry resulted in a steeper

slope and therefore lower ideality factor.

The recombination profile at T = 295 K and V = 0.3 V, in Figure 3.9(b) confirms that

recombination is largest nearer to the cathode contact and therefore in good agreement with the

predictions of the analytic model. The reason why the recombination profile does not have a

maximum at the cathode, as predicted by our simple analytic model, is due to the presence of

a finite hole diffusion length and a non-zero cnn/cp p term in the SRH occupation function, as
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Table 3.1: Summary of parameters used in the drift-diffusion simulation. The device thickness was
220 nm and the relative dielectric constant was 3.7. The series (5-7.5 Ω-cm2) and shunt (3-20 MΩ-cm2)
resistances were tuned to fit the relevant J-V regimes.

Contact

Barriers

(eV)

Free Hole

Mobility

(cm2/V-s)

Electron

Mobility

(cm2/V-s)

NC,NV

(cm−3)

Eg
(eV)

Total

Nt
(cm−3)

Hole

Capture

Cross-Section

(cm2)

Electron

Capture

Cross-Section

(cm2)

E0

(meV)

Thermal

Velocities

(cm/s)

0.2 1×10−2 1×10−4 2×1020 1.1 1×1019 5×10−14 1.5×10−17 38 106

discussed above. Another factor influencing the temperature dependence of the ideality factor is the

decrease in the diffusion constant with decreasing temperature, which will cause the hole qFE to

bend upward near the cathode contact and thus force recombination toward the center of the active

layer. Despite these details, Figure 3.9 confirms that the basic approximations made in our model

are reasonable. The magnitude of the capture coefficients in the simulations should not be taken as

necessarily accurate because they primarily influence the magnitude of the current, but significantly

less so the shape, and many other factors of unknown magnitude also influence the magnitude of

the current. In addition, the simulation is an effective medium model and does not capture many

details of the mechanism and device structure. For example, the electron capture cross-section is an

average over transitions to band-tail states that are spatially distributed at various distances from

the interface with transition rates that must vary widely. The local anisotropy of transport in the

polymer is also not represented in the model.
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Figure 3.9: (a) Experimental J-V-T data for the P3HT:PCBM cell from Figure 3.2(a) along with the
drift-diffusion simulation results (lines). (b) The recombination rate as a function of position in the
active layer corresponding to the simulation in (a) at 295 K and 0.3 V applied bias. The recombination
rate has a maximum nearer to the cathode contact. Inset: the associate band diagram with quasi-
Fermi energies.
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3.6 Summary and Conclusions

A Shockley-Read-Hall analysis to describe the dark forward bias diode current for the case of

recombination in an exponential band tail results in the expression for the ideality factor nid= E0/kT ,

providing a direct link between the dark current and the band-tail slope when band-tail recombination

dominates. In two of the three polymers studied and in amorphous silicon, there is excellent

agreement between the ideality factor and the measured band tail slope confirming that band

tail recombination is the dominant mechanism. In the P3HT:PCBM system, we were able to

self-consistently reproduce the measured room temperature ideality factor with both detailed

drift-diffusion simulations and our analytical model. The PBDTT-DPP:PCBM cell, on the other

hand, has a larger ideality factor than expected from the measured band-tail slope and there

is evidence of additional deep states that contribute to a second recombination channel. Other

recombination mechanisms can also lead to a different ideality factor from that predicted by the

band tail recombination model.

The light intensity dependence of the open-circuit voltage gives an alternative measurement of

the dark ideality factor. The dark and light measurements give the same result provided that the

voltage dependence of the cell photocurrent is taken into account.

Based on the evidence for recombination through band tail and deep states, further improvement

in the organic solar cell efficiency requires materials with a steeper band-tail slope and the ability

to suppress the light-induced creation of mid-gap states. Gains in the cell efficiency arise in two

ways: a reduction in dark current and an increase in fill factor. Both factors depend exponentially

on the band-tail slope, so small changes can make a large difference in the cell efficiency. The band

tails reflect the disorder and indicate that more ordered materials are needed. It is interesting to note

that the effective mobility of polymer thin film transistors (TFT) has recently increased to about 5

cm2/V-s as a result of the introduction of new materials,188 while the polymer mobility in solar cells

is still much smaller. The difference must relate at least partially to a higher degree of molecular

ordering in the TFT. If the same level of structural order could be achieved in the cells as in the

TFTs, then perhaps the cell efficiency would be substantially increased.
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CHAPTER 4

Theory of Current Transients in Planar Semiconductor Devices:

Insights and Applications to Organic Solar Cells

4.1 Introduction

Planar semiconductor diodes form the backbone of important technologies such as solid-state

lighting and photovoltaic energy conversion. The relatively simple physics associated with these

one-dimensional devices also makes them ideal for studying the properties of emerging functional

materials.24, 83, 136, 189–193 For instance, in the fields of dye-sensitized solar cells and organic photo-

voltaics (OPVs),136, 194, 195 substantial insights on recombination and charge transport have been

gained by examining photocurrent, photovoltage, and charge-extraction transients of planar diode

devices.33, 89, 91, 94, 95, 97, 137, 150, 176, 196–201 In terms of specific analysis, examination of the temporal

decay of photocurrent transients has been used to measure the charge-transport properties of organic

semiconductors,99, 167, 202 while the integral of these transients has been taken to quantify initial

amounts of photogenerated charge.86, 203, 204 Additionally, charge-extraction transients have been

routinely used to probe semiconductor recombination kinetics, average doping densities, and carrier

mobilities.11, 90, 138, 205–207

Despite these and countless other studies, the physics of current transients in planar optoelec-

tronic devices is often overlooked or presumed to be obvious. Because such measurements are

ultimately a major determinant of benchmark material properties, it is especially important that

their physics be thoroughly understood both conceptually and analytically. Thus, in this paper,

we present a thorough analytical analysis of current transients in planar diode-like semiconductor

devices. Although our reference point comes from the field of OPVs, the equations we present are

general and apply to any planar semiconductor device, so long as the transients are not dominated
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by external RC effects.

Our approach is based on a consideration of the average charge densities within the semiconduc-

tor layer. Although some information is lost by averaging, this is not particularly restrictive because,

experimentally, one often only has access to spatially-averaged values of the carrier concentrations.

After deriving an expression for the total measured current, we then present equations describing the

subtle but highly important charge on the electrodes as well as the time integral of a current-density

transient for the purpose of assessing the initial amount of free charge in the active layer. We find that

non-intuitive displacement current effects have led to misinterpretations of charge-extraction mea-

surements, particularly in the organic solar cell literature. As examples, we apply our new formalism

to a variety of transient current experiments commonly used to characterize the active layers of semi-

conductor diodes, including time-of-flight (ToF),208, 209 transient photocurrent,99, 167, 210–212 and

photoinduced charge extraction by linearly increasing voltage (photo-CELIV) measurements.213–216

In the context of the original CELIV framework, our new, generalized formalism reveals a common

misinterpretation of CELIV integrals that results in an error in the estimation of the initial free

carrier concentration by at least a factor of two.214, 217, 218 The existence of such misunderstandings

and their increasing prevalence in solar cell research underlines the importance of the general

framework described in this work. Finally, in order to visualize our formalism and verify that it

is built into common drift-diffusion solvers, we numerically simulate a photo-CELIV trace and

compare the total current calculated to that predicted by our analytic equations. As expected, the

two approaches yield precisely the same result, confirming that our formalism is a simple, physically

correct, and general way to think about current transients in planar devices.

4.2 Derivation of a General Current-Density Equation for 1-D Planar Semi-

conductor Diodes

4.2.1 Contributions to the Total Measured Current

To analytically analyze current transients in semiconductor devices, we begin by considering a

planar diode structure at uniform temperature that is well-described by simple 1-D electrodynamics.
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The relevant equations for the electric current are therefore:

dn
dt

= G−R+GD
e −RD

e +GA
e −RA

e +
1

q
dJn

dx
(4.1)

d p
dt

= G−R+GD
h −RD

h +GA
h −RA

h −
1

q
dJp

dx
(4.2)

JD = ε
dE
dt

(4.3)

Jtot = Jn + Jp + JD, (4.4)

where n, p are the mobile electron and hole concentrations, respectively, G is the generation rate of

mobile-carrier pairs, R is the recombination rate of mobile-carrier pairs, GD,A
e,h are the generation rates

of mobile carriers from localized donor- and acceptor-type trap sites, RD,A
e,h are the recombination

rates of mobile charge into localized donor- and acceptor-type trap sites, E is the electric field,

ε is the semiconductor permittivity, q is the absolute value of the electron charge, Jn,p are the

electric current due to mobile electrons and holes, JD is Maxwell’s displacement current, and Jtot

is the experimentally measured total electric current at a given time and position in the device.

Physically, Eqs. (4.1) and (4.2) account for the continuity of free carriers and simply add or subtract

the contributions of both bulk and trap-mediated recombination/generation to the free carrier

populations.

Our goal is to use the above equations as a starting point to obtain a more insightful and

experimentally-relevant expression for Jtot (Eq. (4.4)) in terms of the average generation and

recombination processes and the average carrier concentrations. In this regard, it is highly important

to note that Jtot does not vary spatially within the device (see Supplemental Material in Appendix

C for derivation), which means that the (average) total current anywhere within the active layer is

equal to the total current everywhere at a given time.

Our sign convention is chosen such that recombination current is positive and generation current

is negative, as is commonly used when reporting experimental (photo)diode currents. Furthermore,

it is important to distinguish between the generation and recombination of mobile carrier pairs

(G,R), which are shared terms in the continuity equations, and the individual generation and
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recombination rates of mobile carriers through immobile trap sites (GD,A
e,h,RD,A

e,h), which are not shared

because an oppositely-charged mobile carrier is not necessarily created or destroyed simultaneously.

Traditionally, the GD,A
e,h −RD,A

e,h terms in Eqs. (4.1) and (4.2) are treated as a net recombination rate

within the Shockley-Read-Hall (SRH) formalism,151, 219 but such a treatment is not necessary for

the derivation at hand.

4.2.2 Mobile-Carrier Currents

To develop a new expression for Jtot, we start by integrating Eqs. (4.1) and (4.2) across the device

thickness to spatially average the continuity equations:

Jn(d) = qd
dn̄
dt

−qd〈G−R〉−qd(〈GD
e −RD

e 〉+ 〈GA
e −RA

e 〉)+ Jn(0) (4.5)

Jp(0) = qd
d p̄
dt

−qd〈G−R〉−qd(〈GD
h −RD

h 〉+ 〈GA
h −RA

h 〉)+ Jp(d) (4.6)

where n̄d =
∫ d

0 n(x)dx and p̄d =
∫ d

0 p(x)dx are the average carrier concentrations in the active

layer, d is the semiconductor active-layer thickness, q is the elementary charge, and 〈G−R〉 and

〈GD,A
e,h −RD,A

e,h〉 are the spatially averaged differences in generation and recombination over the entire

active-layer thickness. Figure 4.1 schematically illustrates the formalism described above on a

semiconductor energy band diagram. Eqs. (4.5) and (4.6) have the advantage of removing the spatial

derivative of the free-carrier current densities and replacing them with the averaged quantities and

processes of interest. The fact that the current densities are evaluated at the contacts is acceptable

because the quantity of interest, Jtot, is constant at all positions throughout the active layer.

4.2.3 The Displacement Current

In order to complete the expression for Jtot (Eq. (4.4)), we must also derive expressions for the

displacement current JD (Eq. (4.3)) at either of the contacts (x = 0 and/or d) that are decoupled from

each other. We note that simply integrating Gauss’s law, dE/dx = ρ/ε, and combining with the

displacement current (Eq. (4.3)) will not suffice because JD(0) and JD(d) would be coupled. To

ultimately decouple JD(0) and JD(d), we must use the general 1-D solution of Gauss’s law for a plane
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of charge220 in order to relate the electric field at the contacts to the average carrier concentrations

within the active layer:

E(0) =−qd
2ε

(p̄− n̄+ N̄+
D − N̄−

A )+
σEL

2ε
(4.7)

E(d) =
qd
2ε

(p̄− n̄+ N̄+
D − N̄−

A )+
σEL

2ε
(4.8)

where N̄+,−
D,A are the average number density of immobile ionized trap sites within the active layer,

which we consider as localized electron states that can either be neutral when filled (ND) or neutral

when empty (NA), and are only singly charged. We define σEL = σ0 −σd to represent the areal charge

on the metal electrodes, with σ0,d being the areal charge densities on the left and right metal contacts,

respectively (Figure 4.1). The charge densities σ0,d can be either positive, negative, or zero, and we

use their difference, σEL, for the rest of the paper because it is directly proportional to the total electric

field contribution from the charge on the metal electrodes. Additional considerations regarding the

charge on the electrodes are presented in Section II F. below and in the Supporting Material (SM).

We note, though, that the electric field at the contacts is dependent only on the average charge within

the active layer and not on its specific distribution, which is a unique consequence of the simple

physics of charged 1-D planes.220 Equations (4.7) and (4.8) are also the origin of the factor of 1/2

that will carry on throughout this derivation—another consequence of the physics of charged 1-D

planes.220

With the primary electric field contributions in hand, we can now simply apply Eq. (4.3) to

Eqs. (4.7) and (4.8) to obtain the decoupled displacement current at each of the contacts:

JD(0) =
qd
2

(
dn̄
dt

− d p̄
dt

)
+

qd
2

(
dN̄−

A

dt
− dN̄+

D

dt

)
+

1

2

dσEL

dt
(4.9)

JD(d) =
qd
2

(
d p̄
dt

− dn̄
dt

)
+

qd
2

(
dN̄+

D

dt
− dN̄−

A

dt

)
+

1

2

dσEL

dt
. (4.10)

As a check of validity, the difference in the displacement current at the two contacts according

to Eqs. (4.9) and (4.10) is proportional to the time rate of change of the charge density within the

semiconductor layer, which is expected from a simple integration of Gauss’s law. Just like the

72



electric fields, these simple expressions for the displacement current at the contacts depend only on

the average internal charge density and not on the charge-density profile—a consequence of the

simple physics of planar geometries.

We would now like to substitute Eqs. (4.9) and (4.10) along with Eqs. (4.5) and (4.6) into

Eq. (4.4) in order to obtain the total measured current density (Jtot) at the contacts and therefore

everywhere. However, in order to simplify the final result, we first derive relationships between N̄+,−
D,A

and the kinetic processes that connect them, GD,A
e,h and RD,A

e,h. Fortunately, this is done straightforwardly

by summing the generation and recombination events that create and annihilate ionized trap sites,

leading to the following kinetic equations:

Figure 4.1: A schematic band diagram illustrating the device model used in this derivation in forward
(positive) bias. The semiconductor (photoactive) layer is sandwiched between metal contacts at x =
0 and x = d. The i and s scripts on the Jn (electron current) and Jp (hole current) arrows stand for
injection and sweep out, respectively. The average carrier densities are n̄ for electrons and p̄ for holes.
The generation and recombination rates of electron-hole pairs, G and R, are distinct from the rates of
freeing and trapping carriers from traps, GD,A

e,h and RD,A
e,h . Jsurf takes into account the ‘surface’ current

that does not effectively make a transition though the semiconductor energy gap. Note that only the
relative heights of the anode/cathode depictions are meant to be part of the implicit energy scale.
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dN̄+
D

dt
= 〈GD

e −RD
e 〉+ 〈RD

h −GD
h 〉 (4.11)

dN̄−
A

dt
= 〈RA

e −GA
e 〉+ 〈GA

h −RA
h 〉. (4.12)

As noted above, these equations only consider singly ionized states.

4.2.4 The Total Measured Current

We can now combine all of the relevant relations obtained above to produce a more insightful

expression for the total measured electric current density in terms of the averaged quantities of

interest. We do this by combining Eqs. (4.5) and (4.6) with Eqs. (4.9-4.12) at each contact to obtain

an expression for Jtot (Eq. (4.4)) as a function of time:

Jtot =
qd
2

(
d p̄
dt

+
dn̄
dt

+∑〈RD,A
e,h −GD,A

e,h〉
)
+qd〈R−G〉+ 1

2

dσEL

dt
+ Jsurf, (4.13)

where the summation term in Eq. (4.13) covers all subscript combinations displayed in Eqs. (4.5)

and (4.6), and the other terms are discussed in detail below.

Eq. (4.13) is the first of two primary theoretical results of this paper. Its simple form—only

dependent upon average charge densities and kinetic processes—is a direct consequence of the

straightforward physics of charged planes. Eq. (4.13) and the preceding analysis provide both a

simple conceptual framework for generally thinking about current transients in planar devices as

well as reveal non-trivial aspects of these measurements, such as the prefactor of one-half in front

of the first term. This general but non-intuitive factor is independent of the carrier distributions

and spatial generation/recombination profiles and arises from the combination of Gauss’s law and

the displacement current for planar 1-D electrodynamic systems (Eqs. (4.7)-(4.10)). The factor of

one-half means that uniformly injecting or extracting only electrons or holes, for example, results in

a measured current proportional to just half of the rate of change in average hole concentration. It

also means that current measured by vacating traps, like that in thermally-stimulated currents, I-

DLTS, or even charge-extraction experiments is only half due to mobile charge carriers if sweep-out
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causes negligible changes in the carrier concentrations.204, 205, 221–225 Thus, if this factor of one-half

that results from displacement current effects is not properly accounted for, the deduced amount of

charge extracted in various experiments will be off by at least a factor of two. Although this may not

be a significant correction for many applications, it at least serves as a lesson that the interpretation

of current transients is not necessarily trivial.

Despite the fact that the factor of one-half in Eq. (4.13) is generally ignored, it is clearly nec-

essary from a conceptual standpoint. Consider the case where mobile carriers are photogenerated

within the semiconductor layer with negligible recombination, extraction current, leakage current,

or changes in the electrode charge. In such a scenario, the spatially integrated generation rate equals

the rate of change of the average concentrations of both carriers, 〈G〉= dn̄/dt = d p̄/dt, and thus in

Eq. (4.13) the measured current sums to zero. This makes intuitive sense because no current should

be measured if mobile carriers are generated uniformly in a hypothetical semiconductor device with

no built-in potential or recombination. Such a simple situation could not be understood without the

factor of one-half in Eq. (4.13).

It is also worth noting that even if the change in electrode charge (dσEL/dt), generation, recombi-

nation, and leakage current (Jsurf) are negligible, the average carrier concentrations can still change

implicitly by charge carrier flow through the ‘correct’ contact (i.e., extraction by ‘sweep out’ and

filling by injection for a diode; see Figure 4.1),12, 99 which are critical aspects of any solar cell or

LED. Indeed Eq. (4.13) could be optionally re-written as Jtot = Ji,s + JEL + Jsur, where Ji,s is com-

posed of the first two terms of Eq. (4.13) and embodies the net injection or sweep out (extraction)

of carriers into or out of the semiconductor material, and JEL, the third term in Eq. (4.13), represents

the current density due to changes in the electrode charge density (see Eq. (4.15), discussed below),

and the last term, Jsurf, takes into account the ‘surface’ current that does not effectively make a

transition though the semiconductor energy gap.

4.2.5 The Surface Recombination Current, Jsurf

As just alluded to, the Jsurf term in Eq. (4.13) accounts for current that effectively traverses the

active layer without making a transition though the semiconductor energy gap. Here Jsurf is

mathematically defined as Jsurf = Jn(0) + Jp(d). For a diode, Jsurf is typically dubbed surface
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recombination and includes the net electron extraction/injection at the hole-selective contact (anode)

and net hole extraction/injection at the electron-selective contact (cathode, see Fig. 4.1). In other

words, positive Jsurf corresponds to net carrier extraction at the wrong contact(s) while negative

Jsurf corresponds to net carrier injection at the wrong contact(s). The Jsurf term is often referred

to as ‘shunt’ or ‘leakage’ current in diodes, LEDs, and solar cells, and herein we use all of these

terms interchangeably. In addition to Ohmic-like leakage,226 the implied surface recombination

that underlies Jsurf is expected in OPV diodes to have an exponential voltage dependence with

low ideality factor and therefore will be important at higher biases/charge densities.103, 157, 227 In

single-carrier devices, Jsurf is often analyzed from the standpoint of space-charge limited current.228

4.2.6 Areal Charge Densities on the Contacts

A highly important aspect of Eq. (4.13) is that the seemingly benign dσEL/dt term can often

significantly contribute to the total measured current. To better understand this term, here we discuss

the physical attributes of the device that determine σEL.

The free-carrier density of the metal electrodes is typically sufficiently high such that the electric

field is zero inside them at all times.220 Under this reasonable (but not always true229) limit, the

total areal charge summed over both electrodes must be equal and opposite to the total charge within

the active layer, or σ0 +σd =−qd(p̄− n̄+ N̄+
D − N̄−

A ). A related consequence is that the surface

charge is directly proportional to the electric field immediately outside the surface, or σ0 = εE(0)

and σd =−εE(d),220 where the sign of σ0,d depends on the sign of the charge. These relations will

be used below in conjunction with drift-diffusion calculations to determine σEL at various times

during a simulated solar cell photo-CELIV transient.

One can conceptually imagine the σEL term as a variable quantity that is used to supply enough

electric field to meet the imposed voltage conditions. As derived in the SM, σEL is only a function

of the space-charge distribution within the device and the electric potential drop across the active

layer (V =− ∫ d
0 E dx) according to

σEL = ρ̄d − 2

d

∫ d

0

∫ x

0
ρ(x́)dx́dx− 2εV

d
(4.14)

76



JEL =
d
2

dρ̄
dt

− 1

d

∫ d

0

∫ x

0

dρ(x́)
dt

dx́dx− ε
d

dV
dt

, (4.15)

where ρ(x) = q[p(x)− n(x) +N+
D (x)−N−

A (x)], x́ is a dummy variable for spatial integration,

2JEL = dσEL/dt, and ρ̄d =
∫ d

0 ρ(x)dx.

Eqs. (4.14) and (4.15) show that dσEL/dt is non-zero only if the applied bias or the spatial

distribution of net charge are changing with time. We strongly emphasize that V in Eq. (4.14) and

all other equations herein is just the electric potential difference across the active layer and not the

total potential difference (Vtot). The total potential difference in a diode often includes an additional

built-in (diffusion, composition, etc.) potential (VBI) that is nominally constant with light intensity

and applied bias.79 Since VBI is usually well-approximated as a constant, the electric potential and

total potential are related by V (t) =Vtot(t)−VBI, and the conclusions made herein are essentially

unchanged.

Equations (4.14) and (4.15) also tell us something about the measured device capacitance. This is

recognized by the fact that the voltage derivative of Eq. (4.14) is related to the electrode capacitance,

though one must also account for the charge stored in the active layer (‘chemical capacitance’)

when considering the total measured capacitance of a diode.230–232 Interestingly, though, Eq. (4.15)

reduces to the classical parallel-plate capacitor current, Cg ·dV/dt, where Cg = ε/d if the internal

space-charge distribution is not changing in time, independent of the space-charge distribution. In

other words, Eq. (4.15) implies that the effective device geometric capacitance is independent of

any static space-charge profile, only deviating from its classical value of ε/d when the internal

space-charge distribution is changing in time. Unfortunately, since the difference in electric potential

between the contacts depends on the specific space-charge distribution, it is not possible to determine

a more simple relationship between the effective geometric capacitance, the charge on the electrodes,

and the potential difference across the device beyond what is presented in Eqs. (4.14) and (4.15).

Additionally, as an aside, the σEL term can be eliminated to yield a generalized relation between

the electric-field profile E(x), the electric-potential difference across the device V , and the internal

space-charge/dielectric profile ρ(x)/ε(x) (see SM Eq. (S12)).
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4.2.7 Integrating the Total Measured Current

The factor of one-half in Eq. (4.13) is relevant to experiments on diodes because Eq. (4.13) is

often experimentally integrated over an extraction-current transient in order to estimate the initial

average steady-state carrier concentration in such devices.33, 90, 92, 93, 95, 97, 233 When integrating

Eq. (4.13) over a current transient and multiplying by 1/qd, we find that the apparent initial carrier

concentration (Δn̄meas) is

Δn̄meas =
1

2
(Δn̄+Δp̄)+

ΔσEL

2qd
+

∫ ttr

0

(
Jsur

qd
+

1

2
∑〈RD,A

e,h −GD,A
e,h〉+ 〈R−G〉

)
dt, (4.16)

where the difference terms are negative for an extraction current transient. These terms are given

by, for example, Δn̄ = n̄(ttr)− n̄(0), evaluated at the start (t = 0) and finish (t = ttr) of the transient.

The left hand side of Eq. (4.16) is given by qdΔn̄meas =
∫ ttr

0 Jtot(t)dt and is the apparent amount of

charge extracted or injected from integration of the (experimental) current transient.

Eq. (4.16) is the other primary theoretical result of this paper because integrated extraction-

current transients are widely used, particularly in the organic solar cell community, to measure

average steady-state carrier concentrations.87, 89, 90, 92, 95, 196, 234 To our knowledge, however, a

formalism describing such integrals has not been previously presented. Equation (4.16) provides

significant physical insight into the most common methods of experimentally determining the

average carrier densities in diode-based devices, as it details all of the apparent sources of charge

present in a 1-D (extraction) current transient.87, 137, 233 Notably, the factor of one-half in the first

term of Eq. (4.13) persists, which as we discuss further below has resulted in errors in the estimation

of the average charge density when such experiments were performed on organic solar cell devices.

Examples of common methods that rely heavily on integrating current transients include the

charge extraction by linearly increasing voltage (CELIV),213 charge extraction (CE),90, 200 and

time-delayed collection field (TDCF) techniques.203 Although these methods allow experimenters

to estimate the total average carrier concentrations relative to a short-circuit or quasi-depleted

state, they have the downside of having to correct for the change in charge on the electrodes

(ΔσEL) at the beginning and end of the transient. Equations (4.14) and (4.16) clarify this previously

nebulous correction. In particular, Eq. (4.14) reveals that ΔσEL is only a function of the geometric
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capacitance (Cg), the change in applied bias (ΔV ), and the change in the internal charge-density

profile (Δρ(x)) from the beginning and end of the transient. In many polymer:fullerene BHJ

OPVs, researchers have found that consideration of only the voltage conditions and the geometric

capacitance (the last term in Eq. (4.14)) is sufficient to account for ΔσEL in their charge-extraction

measurements.87, 88, 90, 93, 97, 133 The success of this correction implies that the OPV devices in these

experiments experienced negligible changes in the internal space-charge distribution between the

beginning and ending of the extraction transient. Since most BHJ OPVs are thin, have low dielectric

constants, and are weakly- or un-doped, this suggests that these devices are largely space-charge

free over the operational voltage regime (i.e., have a linear band structure). This conclusion is not

obvious, however, without the help of Eqs. (4.14) and (4.16).

Finally, it is common to approximate the initial amount of photogenerated charge in organic

photovoltaic devices by integrating the a transient photocurrent (TPC) taken at a constant DC

bias.33, 93, 97 This approach typically relies on a quick laser flash to photogenerate mobile charge,

which due to the built-in potential and/or externally-applied bias results in a current transient.

This transient is then integrated over time to estimate the initial amount of photogenerated charge.

Equation (4.13) shows that if the bias is held constant (ΔσEL = 0) and generation, recombination,

and leakage current can be ignored (or corrected for), then the integral of the photocurrent decay

is actually equal to half the sum of the average initial photogenerated charge carrier densities.

Since photogeneration typically gives Δn = Δp, the integral of a photocurrent transient without

generation, recombination, or leakage current gives an apparent initial excess carrier concentration

of Δn̄meas = Δn̄ = Δp̄. We note that these considerations are independent of the generation profile

or initial carrier concentration distributions.
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4.3 Analytical Applications of the Model: Implications for Materials Char-

acterization

4.3.1 The Time-of-Flight Experiment

A classic approach to measuring the charge-transport properties of materials is via a time-of-flight

(ToF) or transient photoconductivity experiment.99, 167, 208–210, 235, 236 Although ToF techniques

are well documented, discussing the ToF conceptual model in terms of Eqs. (4.13) and (4.15) is

insightful and illustrative of the different possible sources of current in such measurements/models.

We note that we do not consider aspects of trap-limited dispersive transport here, but rather

emphasize that the basic physics of such measurements must first be fully understood before

new/unique physical effects can be identified. Moreover, this discussion demonstrates how readily a

simple physical picture can be translated into a theoretically measured current transient using the

equations presented above and in the SM.

In the ToF experiment, a planar device is used and the semiconducting material of interest is

made thick so that a laser flash photogenerates an approximately planar carrier packet at one side

of the device. During the measurement, a constant applied bias and/or built-in potential is used

to drive the carrier plane across the sample. Theoretically, in terms of Eqs. (4.14) and (4.15), this

situation corresponds to a space-charge profile of ρ(x) = σgenδ(x− xσ(t)), where δ is the Dirac

delta function, σgen is the charge density of the drifting plane, and xσ(t) is the spatial position of

the plane of charge. Since dV/dt = 0 and V is dependent on xσ(t), a continuous supply of charge

must be given to the electrodes in order to keep the voltage constant as the carrier plain drifts

across the sample. Thus, by inspection of Eq. (4.13), the only source of current in the ToF model

arises from changes in electrode charge. The current transient is readily derived by substituting

ρ(x) = σgenδ(x− xσ(t)) into Eq. (4.15):

Jtot = JEL =
σgen

d
dxσ(t)

dt
= qp̄μEEL, (4.17)

where μ is the mobility of the carrier plane, EEL is the electric field supplied by the electrode charge

(see SM Eq. (S10)), and p̄ = σgen/qd is the spatially-averaged carrier concentration, assumed here
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to arise from a plane of positive charge originating at x = 0. Since the total current is rigorously

constant everywhere (see the SM), the ToF transient also can be rewritten as just the average drift

current flowing within the device (RHS of Eq. (4.17)). The solution of Eq. (4.17) can be readily

obtained with the aid of Eq. (S10) upon substituting ρ(x) = σgenδ(x− xσ(t)), giving the following

differential equation and subsequent expression for the ToF current transient:

dxσ(t)
dt

= μEEL =
xσ(t)

τ
− d

2τ
− μV

d
(4.18)

JToF =−
(

qd p̄
τ

+
qp̄μV

d

)
e

t
τ , (4.19)

where here τ = ε/qp̄μ is the dielectric relaxation time of the semiconductor with excess conductive

charge p̄, V is assumed to be negative, and the carrier plane starts at x = 0. Thus, for large values of

τ and high magnitudes of V , the value of JToF is, as expected, approximately constant in time and

equal to qp̄μV/d due to an approximately constant velocity of the drifting plane of charge.

In short, this demonstrates that Eqs. (4.13), (4.14), and (S10) readily capture all the essential

features and fine details of the classic ToF experiment, illustrating how a simple physical picture (a

plane of charge moving across a device) results in an actual measured current transient (Eq. (4.19)).

This example thus illustrates how simple current transient models in planar optoelectronic devices

readily fit within the general relations derived in this work.

4.3.2 Determination of the Average Carrier Concentration with CELIV

As a more detailed example of the utility of Eqs. (4.13), (4.14), and (4.16) when applied to charge-

extraction techniques that vary the applied bias, in this Section we re-examine the assumptions

underlying the CELIV framework for measuring charge densities in solar cell devices. The original

analytical model describing CELIV transients by Juska et al.213 considered a unipolar device with

flat-band contacts and no generation, recombination, or leakage current. This model also ignores

diffusion current, considering only a slab of uniform-density charge drifting under the influence of

an electric field (Figure 4.2a). Lorrmann et al.214 and Sandberg et al.237 later presented an excellent

analysis of the mathematical implications of this CELIV model using the same original assumptions
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and equations as Juska et al.:213

Jtot =
URε

d
+nq

(
1− l(t)

d

)
dl(t)

dt
(4.20)

dl(t)
dt

=
μURt

d
− nqμ

2εd
l(t)2, (4.21)

where UR is the voltage ramp rate, d the film thickness, n is the uniform unipolar free-carrier density,

l(t) is the time-dependent extraction depth (i.e., depletion width), μ is the unipolar carrier mobility, ε

the semiconductor permittivity, and Jtot the total measured current density. The properties of l(t) are:

l(0) =w, dl(0)/dt = 0, 0≤ l(t)≤ d, and l(ttr) = d where ttr is the time taken to extract all the mobile

carriers within the active layer. Schottky junctions under the full-depletion assumption are well

approximated by this model through a finite initial steady-state depletion width, w (Figure 4.2a).237

In examining how this model is used in the literature, we find that the integral of Eq. (4.20) is

often misinterpreted because of the factor of one-half in the first terms of Eqs. (4.13) and (4.16) due

to improper accounting of ΔσEL. Although this factor of one-half was recently noticed by Sandberg

et al.237 for the CELIV model described above, the origin of this term was not understood. The

issue arises from attributing the second term in Eq. (4.20) solely to mobile carriers.238 Under this

seductive but incorrect assumption, subtracting the time independent URε/d term and integrating

(shaded area in Figure 4.2b) yields the presumed total number of free-carriers extracted and thus the

initial carrier density.216, 218

If this were true, however, then integrating the second term of Eq. (4.20) from t = 0 to ttr and

multiplying by 1/qd should give the actual initial carrier concentration n. Instead, we find that:

n̄meas,CELIV =
n
d

∫ ttr

0

(
1− l(t)

d

)
dl(t)

dt
dt (4.22)

=
n
2

(
1− l(0)

d

)2

(4.23)

=
n̄
2

(
1− w

d

)
, (4.24)
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Figure 4.2: a.) Schematic representation of the CELIV model device under consideration. A uniform
block of free charge with local density n and average density n(1 - w/d) is swept out under a linearly
changing reverse bias pulse (inset of b.)). Here w denotes the steady-state initial depletion width.
b.) An Example CELIV current transient showing the typical portion of the curve that is integrated
to yield the initial uniform free-carrier density (n). Non-intuitively, the shaded region is at most
proportional to half of the initial average free-charge density and even further reduced if w is non-
zero.

where dqn̄meas,CELIV =
∫ ttr

0 (J(t)−URε/d)dt is the apparent initial carrier concentration in the Juska et

al.213 model obtained by integrating the CELIV transient with URε/d subtracted away and l(0) = w

as the initial steady-state depletion width.237 Thus, we see that integrating a CELIV transient in this

model over the total evacuation time, ttr, gives at most half of the actual mobile charges extracted,

which is in exact agreement with Eq. (4.16) under the same assumptions.

In addition to this factor of 1/2 reduction, Eq. (4.24) also shows that there is another reduction

of the apparent initial average free-charge density by an additional factor of 1−w/d. Inspection of

Eq. (4.16) readily reveals that this is due to electrode-charge effects. Indeed, Eq. (4.16) indicates

that if there is an initial steady-state depletion width, w > 0, then the initial charge on the electrodes

(σEL(t = 0)) will be finite due to the initial presence of space charge. Thus, the ΔσEL correction

in Eq. (4.24) will be altered from the case where w = 0 since both cases end in an identical fully-

depleted state. This additional reduction due to ΔσEL is generally nontrivial since in real devices

the steady-state space-charge profile can take on shapes more complex than the simple rectangular

version assumed by the CELIV model. Overall, though, these previously nebulous aspects of current
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transients are decoupled and made obvious by Eqs. (4.13), (4.14), and (4.16), thus highlighting the

conceptual utility of our formalism. Overall, Eq. (4.16) readily corrects a common misinterpretation

of CELIV transients and explains why, for example, Lorrmann et al.214 concluded that a substantial

fraction of the mobile charge within the active layer was not extracted during CELIV even after

long extraction times (∼1 ms).

It is worth noting that none of the above analysis includes RC time constant effects,239 which

inevitably makes interpretation of the current transients more complicated. However, we have found

through numerical simulations that when RC effects are included at reasonable levels (τRC ≈ 300 ns),

the conclusions we have reached for low-mobility materials are not altered. Moreover, RC effects

should mostly influence the temporal shape of the current transient, leaving the integral (Eq. (4.16))

largely unaffected.

4.4 Understanding the Formalism Via Time-Dependent Drift-Diffusion

Modeling: CELIV Revisited

Lastly, to better understand each of the terms underlying the total current in Eq. (4.13) and the

analysis in the previous Section, we performed time-dependent drift-diffusion numerical modeling

to simulate a photo-CELIV measurement. In the following, we demonstrate that Eq. (4.13) is

compatible with detailed numerical drift-diffusion simulations, verifying that we have obtained a

physically correct expression for the total current.

The drift-diffusion approach involves solving the continuity equations (Eqs. (4.1) and (4.2))

along with the Poisson equation to determine the individual carrier concentrations and the electric

field during the simulation. To explicitly solve these equations, the approach assumes that the

current densities follow the drift-diffusion form

Jn = qnμnE +μnkT
dn
dx

(4.25)

Jp = qpμpE −μpkT
d p
dx

(4.26)
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where μn and μp refer to the mobility of electrons and holes, respectively, and kT is the thermal

energy. We have previously performed steady-state drift-diffusion calculations to model OPV de-

vices using homemade code,240 and we employ the same approach here only extended into the time

domain (see the SM for a detailed description of our drift-diffusion computational approach). In

this study, the time dependence is accounted for by solving the continuity equations and employing

an implicit method to iterate forward in time. Recombination is assumed to take the simple reduced

Langevin form (R = qγnp(μn +μp)/ε; see Table 4.1),186, 202, 241 and the generation profile is taken

from a transfer-matrix calculation using experimentally available optical constants for the different

layers.54, 55 The device parameters for our simulations are presented in Table 4.1, and are loosely

designed to be representative of those of polymer-based solar cell using P3HT and PCBM.240, 242 We

chose to simulate an organic solar cell photo-CELIV transient because photo-CELIV is a common

method for studying low-mobility semiconductors and the technique involves many of the physical

processes that our analytical model aims to capture: generation, recombination, and a time-varying

applied voltage. The 〈RD,A
e,h −GD,A

e,h〉 term is the only term in Eq. (4.13) not accounted for in this

simulation, and was therefore assumed to be zero.

We simulated the photo-CELIV experiment by first performing a steady-state calculation to

verify that the dark J-V characteristics of the device were reasonable. Then, for the transient, our

virtual device was initially held in the dark at an applied bias equal to the built-in potential, VBI

(Table 4.1). Next, these steady-state conditions were perturbed by a brief pulse of illumination to

produce excess carriers. After this pulse, the photogeneration of carriers was set to zero and, after

an additional short period of time (5 μs), a linear reverse bias voltage ramp was applied to sweep

out any remaining photogenerated charge.

To visualize Eq. (4.13), we explicitly calculated each term during the simulated photo-CELIV

process and compared their sum to the total current calculated from the drift-diffusion simulation

(Figure 4.3). We plot in Figure 4.3 the negative of the total current (−Jtot) calculated by each ap-

proach since −Jtot is what is typically reported in the literature for CELIV transients.207, 215, 243–246

Because the drift-diffusion simulations use a different starting formalism than Eq. (4.13), the fact

that the two results agree precisely verifies the legitimacy and generality of our derivation. Further-

more, as also highlighted in the ToF Section, this shows that Eq. (4.13) and Eqs. (4.25) and (4.26)
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Figure 4.3: The various current contributions from Eq. (4.13) determined from numerical simulations
and the negative of their sum, -Jtot (upside down open triangles). Note that here the reverse bias
extraction current is plotted as positive. The simulated CELIV ramp conditions are 0.1 V/μs starting
at an initial forward bias of 0.6 V. The total current density from the simulation is also shown (solid
blue line). The simulated total current density and the summed current density from Eq. (4.13) lie
on top of each other, showing their precise quantitative agreement. We note that trapping was not
included in the numerical model and thus was assumed to be zero.

can be combined to examine the materials-related aspects of these transients.

In addition to the negative of the total current, Figure 4.3 also shows the negative of each com-

ponent of Eq. (4.13). The current due to the changing electrode charge runs in the opposite direction

for this case because CELIV involves a reverse-bias voltage ramp. The carrier concentrations

decrease in time due to recombination, sweep-out/diffusion, and surface recombination current, and

therefore the derivative of the average carrier concentrations are also negative. Since generation only

takes place initially and is set to zero afterwards, only recombination contributes to the qd〈R−G〉
term in Eq. (4.13), which registers as a positive current density in our sign convention.

Finally, it is worth noting that the Jsurf term is rather large and positive in the initial part of

the transient in Figure 4.3, corresponding to net carrier extraction at the ‘wrong’ contacts. The

reason for such a large value of this current density is that the cell is initially held at a forward bias
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Table 4.1: Parameters used in the drift-diffusion photo-CELIV simulation; the values chosen are
designed to roughly simulate an organic photovoltaic device

Parameter Symbol Value

Electron,Hole Mobility μn,μp 1×10−4 cm2/V–s

Active Layer Thickness d 100 nm

Relative Permittivity εr 3.5

Injection Barriers φn,φp 0.3 eV

Langevin Reduction Factor γ 0.1

Built-in Voltage VBI 0.6 V

Effective Density of States NC,NV 1×1020 cm−3

Temperature T 298 K

Band Gap Eg 1.2 eV

equal to the built-in potential until the start of the CELIV ramp. At this applied bias, the built-in

electric field is entirely canceled, and thus a significant amount of excess carriers get collected at

the ‘wrong’ contact by way of diffusion. Real, well-working, devices are designed to avoid this

problem by having higher built-in potentials and/or blocking layers to prevent extraction of carriers

by the ‘wrong’ contact.

All in all, Figure 4.3 verifies that our formalism provides another level of insight into current

transient measurements that is fully consistent with detailed time-domain numerical drift-diffusion

modeling. The benefit of our approach, though, is that it pairs the generality of a full numerical

calculation with the physical insight of a analytical model. With these tools at hand, researchers

can now understand any current transient measurement in terms of a simple set of discrete physical

processes.

4.5 Conclusions

In summary, we have derived a generalized equation for describing current transients in planar

optoelectronic devices at uniform temperature. Our results detail all the possible sources of current

using only fundamental physical equations and spatially-averaged values of the quantities/processes

of interest. Integrating our generalized current-density equation provides further insight on how
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to interpret the apparent charge extracted from transient current measurements, including how to

account for changes in charge on the electrodes. One unexpected result from this analysis is a factor

of one-half reduction in the apparent extracted charge due to non-intuitive displacement current

effects. We have shown how this factor of one-half, along with an improper accounting of the

electrode charge, has lead to misinterpretations of charge-extraction transients in the organic solar

cell literature. We further demonstrated how readily a simple physical picture—like that of the

classic CELIV and ToF models—can be translated into an expression for the total measured current

density as a function of time using our set of simple generalized equations. Finally, we have shown

that the derived relations are effectively built into time-domain drift-diffusion numerical solvers,

thus verifying the correctness of our approach while demonstrating a new avenue for understanding

current transients in 1-D optoelectronic devices.
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CHAPTER 5

Comparing Matched Polymer:Fullerene Solar Cells Made by

Solution-Sequential Processing and Traditional Blend Casting:

Nanoscale Structure and Device Performance

5.1 Introduction

Photovoltaics based on mixtures of semiconducting polymers and functionalized fullerenes have

attracted significant interest as low-cost solar energy harvesters.136 Improvements in device ar-

chitecture and polymer design have yielded single-junction power conversion efficiencies (PCEs)

above 9%,84 and tandem-cell efficiencies over 10%.247–249 The ability to achieve high PCEs with

these materials is predicated on forming a nanoscale polymer-fullerene network, known as a bulk

heterojunction (BHJ), that must simultaneously dissociate excitons, transport separated mobile

charges, and suppress recombination of excess photogenerated carriers.94, 133 An extensively studied

approach for creating such networks is the blend-casting (BC) method, wherein the polymer and

fullerene are dissolved together in solution and then cast into a thin film. This approach is highly

sensitive to processing conditions and to material properties because it relies on (poorly understood)

spontaneous nanoscale phase separation to create the desired donor-acceptor network morphol-

ogy.250 Thus, even though the BC approach is simple and amenable to extensive optimization, it

introduces irreversible interdependencies between material properties, processing, and morphology

that limit control over BHJ network formation and thus also device performance.195 Additionally,

with the BC approach, it is difficult to determine if an optimized morphology is kinetically trapped

and unstable or near a reasonable thermodynamic minimum and suitable for long-term solar energy

harvesting.
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Recently, we presented an alternative to the BC method that involves sequential deposition

of the polymer and fullerene layers from semi-orthogonal solvents.251, 252 This solution

sequential-processing (SqP) route involves interdiffusing the acceptor molecule into a pre-cast

donor underlayer. Although it involves two processing steps for the active layer instead of one, the

SqP method is advantageous for making a BHJ compared to the BC method because it affords

more control over the polymerfullerene network formation and still preserves device efficiency and

the ease of solution-based fabrication.253–255 A schematic illustrating the methodology behind

these two processing routes is presented in Figure 5.1. Though initially misunderstood,251 it is now

generally accepted that extensive mixing of the donor and acceptor components

Figure 5.1: Active-layer BHJ formation approaches for the SqP and traditional BC methods. The SqP
method creates a BHJ network by interdiffusion of the acceptor into a host donor matrix, whereas
the traditional BC approach relies upon spontaneous nanoscale phase separation. The questions we
aim to address here are: is the final BHJ structure from the two methods the same, or not, and what
implications does the respective processing route have for device performance?

must occur for optimal SqP device performance.255–263 These interdiffusion processes in SqP result

from selective swelling of the amorphous regions of the (donor) underlayer with the solvent used

to deposit the acceptor overlayer material. Additionally, thermal diffusion from annealing also

can be used to intermix the two components. The added versatility of this interdiffusion-based

SqP approach has allowed researchers to better understand the underlying factors that give rise to
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functional polymer:fullerene morphologies and to use techniques that are inapplicable or detrimental

to the BC method.216, 259, 262, 264–271 For instance, the polymer layers in the SqP approach are

amenable to cross-linking,259, 268 chemical doping,272 nanopatterning,270, 273, 274 polarization by

chain alignment,271 and controlled solution-based deposition using a gas-permeable cover layer,269

whereas these treatments are typically harmful or non-beneficial to BC device performance.43

Recently, the SqP approach has also surpassed the BC method in a comparison of overall device

performance using different polymers paired with PCBM.275, 276

Despite all of these advantages, there still has not been a stringent comparison of the nanoscale

networks formed via SqP and BC to determine what differences, if any, exist between them. One

of the main reasons for this lack of comparison is that the polymer:fullerene film composition in

the SqP processing route is not accurately known because the components are deposited separately

instead of from a pre-mixed solution. To the best of our knowledge, only approximate, indirect

estimates of the SqP film composition have been made using a variety of methods, including

solid-film UV-visible absorption spectroscopy,277 photoluminescence (PL) quenching,257 neutron

reflectivity,255 and time-resolved microwave conductivity (TRMC).258 Since all of this previous

work is only approximate, the overall morphology/processing/performance relationships are not

well known for SqP active layers, so equivalent head-to-head comparisons of the two approaches

summarized in Figure 5.1 have not been carried out to date.

In this article, we present a rigorous comparison of the nanoscale morphological and photovoltaic

properties of composition- and thickness-matched SqP and BC bulk heterojunction solar cells made

from active layers composed of poly(3-hexylthiophene-2,5-diyl) (P3HT) and [6,6]-phenyl C61-

butyric acid methyl ester (PCBM). To do this, we first developed a new method for accurately

determining the overall SqP film composition, and then used this method to produce composition-

and thickness-matched BC and SqP layers. When examining these thickness- and composition-

matched BC and SqP P3HT:PCBM solar cells, we find that the optimal SqP active-layer composition

is between 44 and 50% PCBM by mass. This is more PCBM-rich than expected based on our

previous work,258, 277 and lies in the same optimal regime as BC P3HT:PCBM films.23 Furthermore,

structural characterization shows that SqP films have a higher degree of both polymer and fullerene

molecular ordering than equivalent BC films, and that the SqP P3HT:PCBM films are blended on a
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slightly finer scale than the matched BHJs produced by BC. Despite these differences in molecular

crystallinity and nanoscale BHJ morphology, matched SqP and BC films have remarkably similar

electronic and photovoltaic properties in small-scale devices. However, when we compare matched

films in larger active area devices, the SqP route yields higher device performance and significantly

better reproducibility due to enhanced film quality. Overall, even when matched as closely as

possible, SqP and BC produce different nanoscale BHJ architectures; however, these different

architectures lead to similar device performance (in small active areas), showing that polymer-based

BHJ photovoltaics can tolerate a fair range of nm-scale structures.

5.2 Method for Determining the Composition of Polymer:Fullerene Films

Experimental details for the standard, well-established, techniques used in this work can be found in

Appendix D. Here we detail only our original method for obtaining the composition of SqP active

layers.

SqP films were made by casting a PCBM overlayer dissolved in dichloromethane (DCM) on

top of a pre-deposited 130 nm 5 nm thick P3HT underlayer cast from o-dichlorobenzene (ODCB).

Since the amount of PCBM deposited onto the P3HT film is unknown, the total mass ratio of P3HT

to PCBM in the final film is also not known. Although it may seem safe to assume that UV-visible

absorption measurements on thin-film samples easily can be used to calculate solid-state film

compositions, in fact the polymer extinction coefficients can vary significantly with the crystallinity

of the polymer, and a myriad of other effects can also affect solid-film absorbance measurements

(e.g., scattering, interference, reflectivity, etc.). As a result, the composition cannot be accurately

determined from solid-state optical absorption, as will be revealed in detail below.

Instead of using solid-film absorbance measurements, our approach for determining an active-

layer’s stoichiometry involves re-dissolving the film after casting/processing and fitting the resulting

dilute-solution absorption spectrum to a linear combination of the individual-component spectra

(Figure 5.2a and inset to Figure 5.2b). Procedurally, we first remove the outer edges of the film with

a razor, leaving only the area where solar cells are fabricated. We scratch away the outer edge of the

films as a precautionary measure because by eye this region looks different, and it has no relevance
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to the questions at hand. Once the edges are removed, the active layer is then re-dissolved in ODCB

and transferred to a 1-mm thick cuvette. Even after thermal annealing, we found that P3HT:PCBM

films readily dissolve in ODCB. We carried out the redissolving/washing step at least 3-4 times for

each film in order to fully remove all material from the surface of the substrate. If the substrate

was insufficiently cleaned, the compositions determined for BC films appeared anomalously rich in

PCBM by roughly 10% by mass. We suspect that the anomalously rich PCBM compositions arising

from insufficient cleaning are due to the higher propensity for P3HT to remain on the substrate

rather than enter solution upon redissolving. Fortunately, this issue can be easily avoided by simply

washing away the entirety of the film. The final solutions typically had peak optical densities in the

range of 0.1-0.2 and concentrations on the order of 0.05 mg/ml for each component.

Figure 5.2a shows the solution-phase absorption spectrum of a redissolved 1:0.8 P3HT:PBCM

mass ratio BC film (black circles), along with a fit (blue curve) of the absorption to the sum of the

individual solution-phase components:

Figure 5.2: (a) Solution-phase absorption spectrum (blue curve) of a redissolved 1:0.8 P3HT:PCBM
weight ratio BC film (obtained from the procedure shown in the inset of panel b), along with its fit to a
linear combination of the pure solution-phase P3HT (black curve) and PCBM (red curve) components.
(b) Test of this procedure on BC films and solutions with known composition. The fitted P3HT:PCBM
mass ratio using Eq. (5.1) of BC solutions (red spheres) and redissolved BC films (blue squares) as
a function of their actual mass ratio; the black line is a reference with slope 1 and intercept zero.
Clearly, the solution UV-vis of a redissolved blend film can accurately recover the film’s composition.
Each point is the average of three substrates/solutions, and the error bars (one standard deviation)
are smaller than the plotted symbols.
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ODSoln (λ) = APCBM ·ODPCBM (λ)+BP3HT ·ODP3HT (λ) (5.1)

where APCBM and BP3HT are fitting coefficients representing the amount of each material, ODSoln(λ) is

the measured optical density of the composite (dissolved-film) solution, ODPCBM(λ) is the normalized

optical density of a dilute pure PCBM solution in ODCB (red curve), and ODP3HT is the normalized

optical density of a dilute pure P3HT solution in ODCB (black curve). We fit the entire solution

spectrum to take advantage of the full spectral information and also to minimize/recognize any

effects of impurities or aggregation. We found that the fits to Eq. (5.1) were excellent (Fig. 2a is

typical) and unaffected by the use of different P3HT or PCBM material batches or extensive thermal

annealing. Clearly this approach is general and can be extended to a wide range of soluble organic

molecule combinations.

Since the dilute re-dissolved solutions faithfully follow Beer’s law with invariant extinction

coefficients, the ratio of the fitted coefficients APCBM/BP3HT is equal to the PCBM/P3HT mass ratio of

the solution/redissolved film. To confirm this, Figure 5.2b plots the ratio of the Eqn. (5.1) fit coeffi-

cients for as-prepared dilute BC solutions (red circles) as a function of their actual PCBM/P3HT

mass ratio. As expected, all points fall on a line of slope one and intercept zero. Figure 5.2b also

plots the ratio of the Eqn. (5.1) fit coefficients obtained from a series of re-dissolved BC films

(blue squares) as a function of their actual mass ratio, which falls on the same line of slope one

and intercept zero, proving that a film’s composition can be accurately determined by our method.

We note that the dissolved BC film data in Figure 5.2 are averages over 3 separate substrates with

standard deviations that are smaller than the symbol size, demonstrating that the method is highly

reproducible.
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5.3 Comparing the Active-Layer Composition and Morphology of Matched

SqP and BC P3HT:PCBM Films

5.3.1 Revealing the SqP Film Composition

After establishing that our composition measurement technique was accurate and reproducible, we

applied it to P3HT:PCBM SqP films processed over a range of conditions representative of what is

employed in the literature.251, 261, 262, 267 Figure 5.3 shows SqP film compositions resulting from a

series of active layers made by casting a PCBM overlayer from DCM with a variety of different

concentrations and spin speeds on top of a pre-deposited 130±5 nm thick P3HT underlayer (see

Appendix D for more detailed experimental procedures). The results in Figure 5.3 show that SqP

films are richer in PCBM than would be expected based upon our previous estimates.258, 277 When

we fabricated photovoltaic devices out of these active layers, we found that the optimal device

performance was achieved when the overlayer was spun from a 10 mg/mL PCBM solution in DCM

at a spin speed of 419 rad/s (4000 RPM), which corresponded to film compositions with mass

ratios between 1:0.8 and 1:1 P3HT:PCBM. We found that the run-to-run compositions we obtained

were highly reproducible when using solutions of PCBM in DCM with concentrations less than 8

mg/mL, but that the commonly used 10 mg/mL concentration was too near the PCBM solubility

limit and gave run-to-run results
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Figure 5.3: Composition of P3HT/PCBM SqP active layers as a function of the PCBM solution con-
centration in DCM and spin speed used to create the overlayer. In all cases the P3HT underlayer was
130 ± 5 nm thick. In this comparison, the optimal conditions for SqP solar cell performance (cf. Fig-
ure 5.7) are 10 mg/mL, 419 rad/s (4000 rpm), and 10 s. The optimal BC solar cell composition range
is from Ref 23.

that varied between 1:0.8 and 1:1 P3HT:PCBM by mass for the same spin conditions. In a particular

run, though, we found that a 10 mg/mL PCBM solution in DCM can give reproducible compositions

(Figure 5.3 error bars). In comparing the results of Figure 5.3 to previously reported processing

conditions for P3HT:PCBM SqP devices, we conclude that optimal P3HT:PCBM SqP active layers

have a composition in the same range as their optimal BC counterparts (1:0.8 to 1:1 P3HT:PCBM

mass ratio; yellow bar in Figure 5.3), which is surprising because it is not necessarily obvious that

SqP should have the same optimal composition as BC.23, 251, 278–280 Additionally, in the Appendix

D Figure D.4 we show how a high enough PCBM content of ∼1:0.8 in SqP devices is necessary for

device performance and that herein SqP active layers do not operate well at lower PCBM contents.23
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Figure 5.3 further shows that the SqP film composition can be tuned over a wide range from 31%

PCBM by mass (1:0.45 wt. ratio) to 58% PCBM by mass (1:1.37 wt. ratio) by simply changing

the processing parameters for the PCBM overlayer (i.e. solution concentration and spin speed).

This allows us to make better sense of the wide range of processing conditions in the literature for

P3HT:PCBM SqP films.255, 257, 259, 261, 262, 272, 278 Figure 5.3 suggests that when optimizing an SqP

active layer for device performance, the PCBM solution concentration and deposition conditions

are tuned for a given P3HT underlayer to achieve a composition that is approximately the same

as the optimal composition for an equivalent BC film. Finally, we also note that compositions

for processing-condition combinations not indicated in Figure 5.3 can be estimated from linear

extrapolation from the data in Figure 5.3. This analysis can also be performed for previous SqP

morphology studies where the overall composition was unknown.255

5.3.2 Morphology Differences of Matched SqP and BC P3HT:PCBM Films

Given that the optimal device processing conditions lead to SqP active layers with the same

composition as that for optimal BC films, the next important question we ask is whether or not the

two different processing routes produce the same nanoscale BHJ architecture. There have been

claims that SqP simply provides a more complex route to the same BHJ structure as BC,278, 279

so it is important to determine if thickness- and composition-matched films produced via SqP

and BC have the same morphology. To investigate this question, we fabricated a series of 1:0.8

P3HT:PCBM mass ratio active layers via SqP, determining the composition as above, and then

made corresponding BC films with matching composition and thickness (see Appendix D for the

detailed matching recipe). In the following analysis, when we refer to ‘matched’ BC and SqP films,

we mean films with identical 1:0.8 composition ratios and identical thicknesses of
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Figure 5.4: Solid-film absorbance 1:0.8 P3HT:PCBM weight ratio, 165 nm thick matched SqP and
BC films that were thermally annealed for 20 m at 150 ◦C. The significant difference in absorbance
is due to differences in P3HT crystallinity. The well-matched features in the near-IR region, due to
thin-film interference, show that the two films indeed have similar thickness.

165 nm.

We begin by examining absorption spectra of matched films produced by the two different

processing routes since the absorptive features of P3HT directly reflect its molecular ordering.281

Figure 5.4 shows the thin-film absorbance of matched annealed P3HT:PCBM SqP and BC films

prepared in the manner described in the Appendix D. When compared to the equivalent BC film,

the P3HT:PCBM SqP film shows stronger absorbance in the region associated with aggregated

P3HT as well as a different vibronic structure.281 We note that when repeating this measurement,

the absorbance of SqP films was more reproducible than the corresponding BC films because

the absorption of BC films is highly sensitive to drying history, irrespective of thermal annealing

(see Appendix D Figure D.1).29 Although this sensitivity to drying is especially prevalent with

P3HT-based BC films, aggregation-dependent absorption is a feature of many molecular materials

that are of interest for SqP solar cells.282 Thus, Fig. 4 provides the first evidence that SqP films are

less sensitive to processing kinetics than BC films, showing that SqP can yield high-quality active
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layers that are less affected by the details of the drying conditions.

Perhaps more importantly, as discussed above, Figure 5.4 also demonstrates that solid-film

UV-vis absorbance cannot be used to obtain reliable composition estimates: the two films whose

spectra are shown in Figure 5.4 have identical compositions and thickness but different absorbances.

This is because the polymer absorption spectrum depends sensitively on its local environment (e.g.,

degree of (para)crystallinity, orientation, crystallite size, etc.). Additionally, solid-film absorption

measurements are strongly affected by reflectivity, scattering, and thin-film interference,283 so that

there is no simple way to extract the composition. Thus, it is critical that our re-dissolving method

be used if accurate and reproducible composition estimates are desired.

The differences in the spectra in Figure 5.4 also suggest that, in the present comparison, the

P3HT in the SqP films is more crystalline than in matched, equivalently-processed BC films.

The reason for this is that, in SqP, there is no PCBM to inhibit aggregation when the polymer

film is cast. This is an important difference to consider when attempting to tailor a (polymer)

underlayer for ideal network formation. The effect of annealing and interdiffusion on the SqP

absorbance is presented in the Appendix D (Figure D.3), showing that the P3HT absorbance

for SqP films is unchanged by incorporation of the PCBM. We note, however, that slow-drying

of BC films can result in a similar polymer film absorbance and thus presumably similar levels

of P3HT aggregation. For this work, however, we did not slow dry the BC films because we

wanted to make the best head-to-head comparison with the SqP approach, which involves

thermal annealing instead of slow drying. We note that our chosen post-processing conditions

for BC P3HT:PCBM devices yield similar solar cell performance to devices made by slow drying.284
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Figure 5.5: GIXD data of matched 1:0.8 P3HT:PCBM SqP and BC films after thermal annealing
for 20 m at 150 ◦C, showing stronger diffraction in the SqP active layer. Each curve represents the
integrated intensity at each q averaged over three separate films.

Although absorption spectroscopy can provide a general indication as to the relative crystallinity of

P3HT in different film environments, it does not provide detailed information about the morphology

of the polymer:fullerene networks in such films. Thus, we examined the structure of our matched

annealed SqP and BC films using grazing-incidence x-ray diffraction (GIXD). Although we collected

the diffraction in 2-D (Appendix D Figure D.7), Figure 5.5 shows the radially integrated data, which

immediately provides a sense of the relative degree of crystallinity of the components in each of

the matched films. We emphasize that this integrated data is representative of the differences in

molecular order between SqP and BC films because the experiment was conducted on multiple

samples that were rigorously thickness- and composition-matched and examined under identical

beam-line conditions (see Appendix D for experimental details). Indeed, Figure 5.5 confirms the

general conclusion we drew from Figure 5.4, showing not only that the P3HT but also the PCBM

exhibits stronger diffraction in annealed SqP active layers. In particular, Figure 5.5 shows that both

the P3HT lamellar and π-π stacking order is greater in SqP films. Further analysis of the P3HT
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(100) (not shown) and (200) peaks, however, reveals that the full width half maximum (FWHM)

of the diffraction peaks is slightly larger for SqP derived layers (FWHM(100) = 0.039 Å−1 and

FWHM(200) = 0.073 Å−1) than BC films (FWHM(100) = 0.035 Å−1 and FWHM(200) = 0.053

Å−1), suggesting that despite increased order (which would likely decrease the FWHM), the SqP

morphology perhaps produces smaller domain sizes, a conclusion we support with energy-filtered

TEM tomography below. The stronger PCBM diffraction in SqP films observed in Fig. 5 could

also be partly due to the presence of a pure, thin PCBM overlayer on top of the annealed SqP film,

which would also be consistent with the XPS results below.

As briefly mentioned above, there are good reasons why P3HT:PCBM SqP active layers

should have more ordered domains when compared to equivalent BC active layers. BC films

rely on spontaneous nanoscale phase separation during film formation, which means that P3HT

crystallization occurs in the presence of a significant amount of PCBM. This initial presence of

PCBM will therefore play a significant role in determining the final P3HT morphology as the blend

transitions from solution to solid film. With SqP P3HT:PCBM active layers, on the other hand, the

neat P3HT underlayer is already formed and in the solid state when the PCBM is introduced. During

interdiffusion into the polymer matrix, the PCBM primarily intercalates into the amorphous regions

of the P3HT,251 allowing the high initial crystallinity of the P3HT to remain intact throughout

processing (Figure S3).262, 263 Thus, PCBM has a significantly reduced role in determining the

overall morphology in the SqP approach as opposed to the BC approach.

Lastly, we performed energy-filtered transmission electron microscopy (EF-TEM) and

tomography to examine the morphologies of our matched-annealed SqP and BC films (Figure 5.6).

In EF-TEM, images of the specimen are formed using electrons that have lost a specific amount of

energy. This imaging mode can be combined with electron tomography techniques to produce

a three-dimensional reconstruction of the specimen from a series of two-dimensional EF-TEM

projections. This technique has proven quite useful for P3HT:PCBM devices, where the contrast

produced in conventional bright-field TEM imaging is much lower due to the similar electron

scattering characteristics of the two constituent materials. Several groups have reported results

using EF-TEM tomography to image the nanoscale morphology of P3HT:PCBM devices.285–288

Our images were collected in a similar fashion to this previous work (see Appendix D section for
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details regarding data acquisition and processing). Figure 5.6 displays the results of this procedure

for the thickness- and composition-

Figure 5.6: EF-TEM tomography slices of matched-annealed SqP and BC films showing the x-y plane
(parallel to the substrate plane) for near the top (film/air interface), middle, and bottom (film/substrate
interface) regions of the films (see Supporting Information for details on how the contrast was ob-
tained). The SqP film has an overall finer nanometer-scale structure, especially in the region near the
substrate; see text for details.

matched annealed SqP and BC active layers. In-plane slices extracted from near the top (film/air),

middle, and bottom (film/PEDOT) sections of the EF-TEM tomograms show the vertical distribution

of the P3HT-rich domains (bright) and PCBM-rich domains (dark). The most striking difference

in morphology exists near the substrate interface, where it is clear that the SqP device has a much

finer nm-scale structure (Figure 6).289 Moving vertically through the film toward the top surface

(film/air) shows that the matched SqP and BC films converge to a more similar morphology, though

the SqP has consistently smaller overall domains and a finer structure (as also observed by GIXD,

above). We note that EF-TEM is not surface sensitive, and thus the near-top images in Figure 6 are

actually buried slightly below the top surfaces that were analyzed by XPS and CELIV.

We hypothesize that the fine structure of the SqP film morphology derives from the fact that
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polymer-layer formation occurs in the absence of PCBM. When PCBM is present in large amounts,

as in the BC case, it carves out significant volume during film formation. Upon annealing and

polymer/fullerene separation, some of the blended volume becomes available for the P3HT to use in

forming larger domains. In SqP, the polymer matrix is already in the solid state, and thus it is likely

that the interdiffusion of PCBM does not significantly alter its fine structure. Hence, in the BC case,

the initial presence of PCBM plays a more significant role in determining the polymer morphology.

Although there are structure differences in Figure 5.6, given the significantly different processing

routes used (Figure 5.1), it is somewhat surprising that the two BHJ networks are so generally similar.

This suggests that for the P3HT:PCBM materials combination, formation of a BHJ network on

this length scale can be achieved by multiple processing routes. With blend casting, it is generally

difficult to assess whether any given morphology is kinetically trapped or is a structure near a

thermodynamic minimum. Thus, alternative processing routes, such as the SqP approach, may prove

useful in screening for functional multicomponent molecular systems that form thermodynamically

favorable and nanoscale networks.191

To summarize our morphological studies, as-cast SqP films have a top surface that is almost

entirely PCBM, but thermal annealing allows nearly all of this PCBM to intersperse into the P3HT

underlayer, creating a well-ordered nanoscale BHJ network whose top surface is somewhat enriched

in PCBM when compared to an equivalent BC film. Moreover, our comparison of matched films

using GIXD and TEM shows that the morphology obtained by the traditional BC approach has

larger and less ordered material domains when compared to the SqP morphology, although both

BHJs have structure on similar length scales.

5.3.3 Top-Surface Composition of Matched P3HT:PCBM Films

In addition to the overall crystallinity of the components of a BHJ, photovoltaic performance can

also depend on the degree of vertical phase separation; i.e., the composition distribution of the

components in the direction normal to the plane of the film.290, 291 Since SqP films (prior to thermal

annealing) start with most of the fullerene on top, one might expect that the degree of vertical phase

separation could be different in films produced via SqP and BC. To determine if there actually is
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any difference, we measured the top and bottom surface compositions of our matched annealed SqP

and BHJ active layers using x-ray photoelectron spectroscopy (XPS).

For P3HT:PCBM blend films, XPS can provide an estimate of the average surface composition

by measuring the sulfur-to-carbon (S/C) ratio since the PCBM component does not contain sul-

fur.292–294 By fitting the sulfur 2p and the carbon 1s spectral lines (see Appendix D for experimental

and analysis details), we found that the top (film/air) surface of annealed SqP films is slightly richer

in PCBM when compared to annealed BC films (see Table 5.2, below). A statistical t-test for the

annealed top-surface data gives a significance level of p = 0.106, indicating with a reasonable

degree of confidence that the surface composition is indeed slightly different, with the SqP film

having marginally more fullerene on the top surface than the BC sample. The S/C ratio of the as-cast

SqP films, on the other hand, is smaller than the annealed layer’s S/C ratio by more than an order of

magnitude (Table 5.2). This confirms that the top surface of as-cast SqP P3HT/PCBM films are

covered by PCBM with only a very small fraction of P3HT, in agreement with previously published

XPS and neutron reflectivity experiments.255, 256 Interestingly, the bottom surface of both SqP and

BC films are significantly enriched in fullerene (Table 5.2), but there is no statistically significant

difference in S/C ratio for annealed films. Thus, our XPS results indicate that a difference between

matched-annealed P3HT:PCBM SqP and BC films is that annealed SqP films are slightly richer in

PCBM at the top surface, a remnant of the initial SqP as-cast quasi-bilayer structure.

As a way to better understand how differences in surface composition can affect device char-

acteristics, we measured the equilibrium dark doping density of our matched BC and SqP films

using the CELIV technique.213 In CELIV, a linear reverse-bias voltage ramp is applied to a device

and the resulting current is monitored. Most of the measured signal in this experiment results from

displacement current, since the device acts as a capacitor, but if there are any mobile carriers present

due to doping, CELIV can easily and accurately measure their presence. Integrating the CELIV

transients (Appendix D Figure D.5) after subtracting the displacement current gives the results that

are summarized below in Table 5.2. We find that there is indeed a correlation between the average

doping density measured by CELIV and the top-surface PCBM content determined by the XPS S/C

ratio. Specifically, the as-cast SqP films have a substantial number of carriers in the dark at zero bias,

whereas annealed SqP devices have ≈ 7 less and annealed BC films have an undetectable number
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of dark carriers. To explain these results, we hypothesize that the Ca cathode is doping PCBM at

or around the top interface (the device structure is ITO/PEDOT:PSS/P3HT:PCBM/Ca/Al). This is

consistent with other studies,295–297 and provides further verification that annealed SqP films have

somewhat more PCBM on their top surface than equivalent BCs. Moreover, this shows that CELIV

can be used as a simple and sensitive tool for examining the relative amount of fullerene material at

the metal/active-layer contact. We note that hole doping of the P3HT from chemical contaminants

cannot be responsible for the CELIV signals because all the materials were made using P3HT from

the same batch and all the solutions underwent identical processing. In the next section, we explore

how these morphological vertical composition differences affect the performance of photovoltaic

devices.

5.4 Comparing the Device Physics of Matched SqP and BC P3HT:PCBM

Photovoltaic Devices

5.4.1 The Solar Cell Performance of Matched BC and SqP P3HT:PCBM Films

Now that we understand the similarities and differences in the nm-scale morphology of thickness-

and composition-matched BC and SqP films, we turn to photovoltaic devices based on these films.

The details of how the devices were fabricated are described in the Appendix D. Figure 5.7 and Table

5.1 compare the average photovoltaic performance of matched 1:0.8 mass ratio P3HT:PCBM SqP

and BC active layers in standard ITO(150 nm)/PEDOT:PSS(35 nm)/Active-Layer(165 nm)/Ca(10

nm)/Al(70 nm) devices under AM1.5 illumination. The data show that annealed SqP devices are

more efficient than the corresponding matched annealed BC devices due to higher short-circuit

current densities (JSC) and fill factors (FF). The larger JSC for SqP devices is almost certainly due to

stronger P3HT absorption (Figure 5.4), and the higher fill factor is likely due to a better-ordered

network (Figure 5.5) and higher shunt resistance (Table 5.2). For completeness, in Figure D.2 we

also compare the performance of SqP and slow-dried BC active-layer devices, which have more

crystalline P3HT and thus more similar device efficiencies.

A major reason for the excellent performance of the larger area SqP active layers in Figure
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Table 5.1: Photovoltaic Performance of Composition and Thickness Matched SqP and BC Solar
Cells.a

Active

Layer

Active

Area (mm2)
VOC (V) JSC (mA/cm2)

Fill

Factor (%)
Efficiency (%)

annealed SqP 7.2 610±8 8.3±0.4 66±1 3.4±0.2

annealed BC 7.2 622±6 7.6±0.5 61±3 2.9±0.3

as-cast SqP 7.2 429±25 4.2±0.3 44±4 0.8±0.1

annealed SqP 34 580±10 8.3±0.5 52±3 2.5±0.2

annealed BC 34 590±10 8.7±1.7 39±7 2.0±0.4
aEach value for 7.2 mm2 active area devices is averaged over ∼30 solar cells made on multiple

substrates over multiple device fabrication runs. Each value for 34 mm2 active area devices was

averaged over 8 solar cells. Values after the ± represent one standard deviation.

5.7b is the overall film quality, which is significantly better than that resulting from traditional BC

processing. This visual observation does not readily manifest itself in the performance of small-area

devices (Figure 5.7a), but does become apparent in larger-area cells (Figure 5.7b). The error bars in

Figure 5.7b represent one standard deviation for at

least 8 independent large-area devices. Thus, Figure 5.7b and Table 5.1 clearly demonstrate that

the SqP fabrication approach is more amenable to scaling than the traditional BC method, as the

large-area SqP devices are both more efficient and significantly more reproducible. We are presently

working on developing new fullerene casting solvents that will make SqP more conducive to printing

techniques, which will allow the inherently better film quality and more scalable morphology to be

fully exploited. The reason for these differences in film quality arise from the radically different

means by which the donor:acceptor BHJ network is created (Figure 5.1). Sequential processing

is not influenced by film-drying kinetics or co-solubility requirements, but instead relies on how

well an acceptor molecule (PCBM here) can intercalate into a semi-crystalline polymer network.

Blend-casting, on the other hand, is more difficult to control because it requires molecularly co-

dissolved solutions that, upon casting, must spontaneously yield the ideal amount of nanoscale

phase separation. This type of spontaneous phase-separation process is not well understood, and

more importantly, is inherently ultra-sensitive to processing conditions (e.g., deposition conditions,

film drying kinetics, use of solvent additives, etc.), which is why optimizing the BC film morphology

still relies heavily on

106



Figure 5.7: (a) Comparison of SqP vs BC device performance in the standard ITO/PEDOT:PSS/active-
layer/Ca/Al device structure. (b) Larger-area device performance of matched SqP and BC solar cells.
The enhanced film quality of SqP devices results in better scalability when compared to traditional
BC as well as a lower overall device shunt resistance. The error bars in (b) represent one standard
deviation obtained from averaging over eight devices; the error bars for (a) are given in Figure 5.1.
Other device parameters are summarized in Tables 1 and 2 (see also Figure 5.8).

107



trial-and-error.298 Moreover, given the significant differences in BHJ formation, it is reassuring that

the SqP method can reproduce and even surpass BC device performance for a set of molecules (i.e.

P3HT and PCBM) that are considered to be ideally suited for BC processing.

Figure 5.7a and Table 5.1 also present the photovoltaic performance of matched as-cast SqP

devices, which show far inferior performance to annealed versions of both SqP and BC cells.251

It is well known that as-cast SqP films have more of a bilayer structure than an intermixed BHJ

morphology, and that this structure gives significantly worse photovoltaic performance.251, 255, 256

Since comparisons of as-cast and annealed SqP P3HT:PCBM solar cells have been examined in

other work,251, 255, 261, 262 we relegate discussion of our as-cast SqP device performance to the

Appendix D.

5.4.2 Steady-State Device Physics

To further understand how the differences in morphology explored above manifest in device behavior,

we analyzed the open-circuit voltage (VOC) as a function of light intensity (I) (Table 5.2 and Figure

5.8a) and the dark diode current density (J) as a function of applied voltage (V ) (Table 5.2 and

Figure 5.8b) for our matched BC and SqP devices. Our methods for obtaining the values in Table

5.2 are detailed in the Appendix D. Since one might expect the morphology differences to lead

to differences in recombination process(es) occurring within the device, we focus in this section

on the diode ideality factor (nid).
97, 134, 135, 157, 299 The ideality factor derives from the slope of the

linear region in a semi-logarithmic dark J-V or VOC vs. I plot, and primarily reflects the dominant

recombination mechanism occurring within the semiconductor active layer. Ideality factors are

unitless and typically range from 1-2, though values outside this range are possible.157, 158 An

ideality factor of one is consistent with more ideal band-to-band recombination processes, whereas

an ideality factor of two is consistent with trap-assisted recombination through mid-gap states. The

recombination processes that give rise to intermediate ideality factors between 1 and 2 are not

readily evident and must be evaluated on a contextual basis, though these values are often closely

tied to trap-assisted recombination.135

Table 5.2 shows that the ideality factors we extract for matched-annealed SqP and BC devices are
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Table 5.2: Diode Characteristics of Composition and Thickness Matched SqP and BC Solar Cells.a,b

Active

Layer

nid
(Dark J-V )

nid
(VOC vs I)

Rseries

(Ω-cm2)

Rshunt

(×105 Ω-cm2)

Avg. Dark Carrier

Density (cm−3)

XPS S/C Ratio

Film/Air

(×10−3)

XPS S/C Ratio

Film/Glass

(×10−3)

annealed

SqP
7.2 610±8 8.3±0.4 66±1 3.4±0.2 41±7 12±3

annealed

BC
7.2 622±6 7.6±0.5 61±3 2.9±0.3 35±4 17±7

as-cast

SqP
7.2 429±25 4.2±0.3 44±4 0.8±0.1 1.7±0.3 –

aThe diode characteristics are averaged over ∼30 solar cells made on multiple substrates over multiple device fabrication runs.

Values after the ± represent one standard deviation. bDevice active area of 7.2 mm2

identical whether evaluated from dark J-V curves or from VOC vs. I. The reason for the discrepancy

between nid’s obtained from dark J-V and from VOC vs. I analysis is the subject of some controversy

and has been discussed in detail elsewhere.154, 157 As mentioned above, the non-unity ideality

factors in Table 5.2 for both the BC and SqP devices are consistent with a significant amount of trap-

assisted recombination, likely through a distribution of trap energies.134, 135, 299 If the ideality factor

is considered to be representative of bulk recombination processes, then our results surprisingly

suggest that the dominant recombination mechanism(s) is(are) the same in matched-annealed SqP

and BC films, despite the rather significant differences in overall crystallinity and more subtle

differences in BHJ network morphology. Our results thus suggest that the interfacial density of

states and recombination processes are very similar in optimized SqP and BC films and not as

strongly correlated with domain size and molecular ordering as one might have expected. This

conclusion is also consistent with our subgap EQE and transient measurements, discussed below.

Further analysis of the J-V curves in Figure 5.8 also allows us to extract the effective external

series and shunt resistances of our matched BC and SqP devices (see Appendix D for analysis

details). When we perform this analysis, also summarized in Table 5.2, we find that annealed SqP

devices have a substantially higher shunt resistance than the BC devices, which can be readily

observed in the low bias region of Figure 5.8b. This is likely another manifestation of the better

film quality of annealed SqP devices, since macroscopic film defects facilitate leakage current. The

effective series resistances for the matched BC and SqP annealed active layers, on the other hand,

are identical, which indicates that the devices are well matched in terms of contact and interlayer

properties. Further discussion of the as-cast SqP dark device data can be found in the Appendix D.
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Figure 5.8: Photovoltaic behavior of matched, annealed BC (red cirlcles/curves), and as-cast (blue tri-
angles/curves) and annealed (black squares/curves) SqP devices. (a) VOC as a function of light intensity.
The VOC of annealed SqP devices rises faster at lower light intensity than that of BC devices because
of a larger shunt resistance. Beyond the shunt-dominated regime, the annealed SqP VOC almost uni-
formly tracks the annealed BC except for a ∼12 mV offset. The inset shows the differential ideality
factor. (b) Dark J-V characteristics of 7.2 mm2 active area devices. Clearly, the annealed SqP has
significantly less leakage current than the annealed BC while the ascast SqP has both higher series
resistance and lower shunt resistance.
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5.4.3 Recombination Kinetics and Interfacial Density of States

Given that the J-V curves of matched-annealed SqP and BC devices (over small active areas) are

so similar, the question is: do the morphology differences that result from the different processing

routes make any noticeable difference in the device physics that is not evident from the J-V curves?

To answer this question, we first used transient photovoltage (TPV) and transient photocurrent

(TPC) techniques to study the recombination kinetics in our matched films. TPV measures the

return-to-steady-state decay of the VOC after a small light-pulse perturbation, while TPC examines

the response of the JSC to this same light pulse. TPV provides a good window into the recombination

kinetics since at VOC the excess perturbation charges must decay via recombination.197 TPC, on

the other hand, is dominated by carrier sweep-out and is therefore used to measure the amount of

photogenerated charge caused by the perturbation pulse. TPC and TPV have been widely used in the

organic solar cell community to determine excess-carrier recombination rates as a function of total

average excess-carrier density (n).87, 88, 90, 95, 150, 196, 300 The information obtained from TPC, TPV,

and related techniques are highly relevant because the entire J-V curve at multiple light intensities

can be reconstructed from the analysis.90–94, 150

Figure 5.9 compares the average excess-carrier recombination properties of two annealed SqP

(black squares) and two annealed BC (red circles) devices as derived from our TPC/TPV analysis

(see Appendix D for details). As is typically found in polymer:fullerene BHJs, the carrier lifetime

(τ) is observed to depend more strongly on the total average carrier concentration (n) than would

be expected for the case of ideal

band-to-band recombination (τ ∝ n−1).

The relationship that we observe (τ ∝ nγ where γ > 1) is consistent with a significant contribution

by trap-assisted (Shockley-Read-Hall) recombination through a distribution of trap energies, which

is also in agreement with our ideality factor analysis above.97, 134 Thus, Figure 5.9 shows that despite

the modestly different nm-scale morphologies and significantly different molecular ordering, the

SqP and BC processing routes yield devices that have essentially identical recombination kinetics

as measured by TPC/TPV. This again suggests that while the nanoscale architecture of SqP and

BC BHJ films is different, the recombination kinetics are not terribly sensitive to these structural
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Figure 5.9: Total carrier lifetime plotted as a function of total (trapped plus free) average excess-
carrier concentration relative to short circuit in the dark, as obtained from analysis of TPV and TPC
measurements. The data for each active-layer type is composed of the results from two different
solar cells. These recombination kinetics suggest that the interfacial electronic properties of matched
annealed SqP (black squares) and BC (red circles) films is essentially identical, despite the differences
in component crystallinity and BHJ architecture between them.

differences, but instead are likely dominated by interfacial structure and mixing at the boundary of

P3HT and PCBM domains.

To further confirm these ideas, we directly measured the interfacial density of states distributions

in these BHJ structures using subgap external quantum efficiency (EQE) measurements.158 Subgap

EQE details a solar cell’s photoresponse to sub-energy-gap photoexcitation, and has previously

been interpreted as reflecting the joint density of interfacial states in polymer:fullerene BHJs.168

The lowest energy portion of the EQE spectrum in particular has been shown to correlate well with

solar cell performance, dark diode characteristics, and intentionally introduced defects.98, 168, 175, 299
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Figure 5.10: EQE spectra for matched annealed BC (red curves/circles) and SqP (black curves/circles)
devices. The linear scale EQE (inset) is consistent with the differences in absorption in Figure 5.4. The
subgap EQE signal involving interfacial transitions (�1.5 eV) is essentially identical for annealed SqP
and BC devices.

Figure 5.10 shows the EQE of our matched annealed SqP (black curve/square) and BC (red

curve/circles) devices. The differences in the above-gap EQE (Figure 10 inset) are consistent with

the differences in absorption seen above in Figure 5.4; the higher EQE at ≈ 600 nm shows that the

P3HT is more crystalline in the SqP case. When integrated against the AM 1.5G solar spectrum,

the predicted JSC values for these devices are 8.05 mA/cm2 and 7.29 mA/cm2 for the annealed SqP

and annealed BC, respectively, in reasonable agreement with the measured JSC values in Table 5.1.

Interestingly, the subgap EQE signal involving interfacial transitions (below ∼1.5 eV) is nearly

identical for annealed SqPs and BCs, again suggesting that the two routes yield essentially the

same interfacial electronic properties despite the measured differences in morphology, molecular

crystallinity, and doping. More specifically, these similarities indicate that, in these BHJs, the overall

molecular ordering and nanoscale morphology is not necessarily directly coupled to the molecular

structure at the heterojunction interfaces. Indeed, the interfacial properties for optimal P3HT:PCBM
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appear to be highly robust, which is perhaps one reason why this materials combination consistently

photogenerates mobile charges with high yield.

Taken together, Table 5.2 and Figures 5.7-5.10 jointly support the broad claim that, despite

modestly different nm-scale morphologies and doping densities and significant differences in

molecular ordering and crystallinity, the interfacial electronic processes in matched annealed SqP

and BC photovoltaic devices are essentially identical.

5.5 Conclusions

In summary, we have presented an extensive comparison of the morphology and device perfor-

mance/characteristics of thickness- and composition-matched P3HT:PCBM SqP and BC active

layers. Since the composition of SqP active layers was not previously known to an accurate degree,

we invented a novel method for obtaining the overall composition of a polymer/fullerene SqP film

based on redissolving and analyzing the dilute-solution absorption spectrum. We showed that

our solution-based method is both accurate and reproducible. When applying this technique, we

found that the optimal composition of P3HT:PCBM SqP and BC active layers falls in the same

range (44-50 % PCBM by mass). Despite the similarity in composition, annealed SqP active

layers yield better device performance due to both enhanced absorption from more crystalline

P3HT and superior film quality. The improved film quality of SqP active layers plays a major

role in enhancing the performance of larger-area devices, which indicates that the SqP approach

is more amenable to scaling than the traditional BC approach. GIXD, UV-vis absorption, and

energy-filtered transmission electron tomography all show that annealed SqP active layers have

a finer-scale blend morphology as well as more ordered polymer and fullerene domains when

compared to equivalently-processed BC active layers. XPS analysis reveals a top interface for SqP

films that is slightly richer in PCBM when compared to matched BC active layers, an observation

also supported by CELIV measurements of PCBM doping at the cathode interface. Despite these

clear morphological differences, measurements of the carrier recombination kinetics from TPC

and TPV experiments and the distribution of interface states from subgap EQE measurements

all indicate that the interfacial electronic processes occurring at P3HT:PCBM heterojunctions are
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essentially identical for matched annealed SqP and BC active layers. This suggests that modest

differences in network order do not make a large impact on the interfacial electronic processes,

perhaps explaining why the BHJ morphology has worked so well despite the lack of processing

control over its nm-scale architecture.
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CHAPTER 6

Extensive Penetration of Evaporated Electrode Metals into

Fullerene Films: Intercalated Metal Nanostructures and

Influence on Device Architecture

6.1 Introduction

Polymer:fullerene bulk heterojunction (BHJ) organic photovoltaics (OPVs)23, 24, 48, 83, 136, 301

and perovskite-based solar cells302–304 have attracted widespread interest as potential low-cost

solar energy harvesters. Although much research has been directed toward the optoelectronic pro-

cesses occurring within the cell’s photoactive layer,11, 12, 97, 135, 150, 187, 192, 195, 205, 225, 305–308 another

critically important aspect of these devices is their mesoscopic structure. In OPVs, for example,

it is desirable to have a vertical composition profile that is enriched in fullerene material at the

electron-collecting contact to promote charge extraction out of the active layer and increase cath-

ode selectivity.18, 22, 118, 211, 216, 240, 262, 275, 290, 291, 309–311 Perovoskite-based solar cells also often

use fullerene electron transport layers between the active layer and the cathode for the same rea-

son.312–315 For both types of devices, the correct energetic alignment and conductivity are important

for achieving, as closely as possible, selective Ohmic contacts.293, 307, 312, 314, 316–321

Despite a significant amount of research on both OPVs and perovskite-based solar cells, some-

what less attention has been paid to the morphology of the electrode interfaces.322, 323 It is typically

assumed that the deposition techniques (e.g., thermal evaporation, spin coating, etc.) used to create

the device give clean interfaces with minimal (� a few nm) interpenetration.322 In particular, there is

little work examining how commonly-used evaporated cathode metals, such as Ca or Al, specifically

interact with the fullerene component of the active layer or electron transport layer. Understanding
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the interaction of fullerene derivatives and metals is important because fullerenes strongly prefer

the metal interface due to their high surface energy,296, 324–326 and previous work has shown that

C60 strongly interacts with metals, undergoing charge transfer with essentially any metallic species

to form fullerene:metal salts.327–332

It is well known, for example, that evaporated metals can penetrate through films of or-

ganic molecules that are only a few nm thick, allowing the creation of ‘memistors’ and other

devices that originally were expected to behave as simple capacitors or tunnel junctions.333, 334

The nature of organic layer/metal contacts also has been studied in films of small molecules

such as pentacene,335–337 tris-8-hydroxyquinolinato-aluminum (Alq3),338, 339 and diindenoperylene

(DIP),335, 336, 340, 341 where it has been established that even though nearly all the metal remains on

top of the organic layer, small amounts of evaporated metal can penetrate to the bottom of ∼60-nm

thick films. A diffusion depth of ∼ 2 nm of Au atoms into the amorphous polystyrene film during

the metal sputtering has also been reported previously.342 It is also well known that evaporated

metals can co-crystallize with C60, forming fullerene:metal salts that can even be superconductors

in certain cases.327–332, 343

In this work, we show that evaporated electrode metals penetrate extensively—by many tens of

nanometers—into films of both pure fullerene derivatives and the fullerene-rich portion of OPV

active layers. By using a combination of capacitance measurements, cross-sectional transmission

electron microscopy (X-TEM), and UV-visible spectroscopy on fullerene/evaporated metal layers

in various device geometries, we find that commonly-used electrode metals, including Au, Al, Ag,

and Ca, all readily penetrate entirely through thick fullerene-derivative layers, significantly altering

both the optical and electrical properties of the devices. Our electrical measurements show that the

effective electrical thickness of fullerene-based devices, as measured by their geometric capacitance,

can easily change by 70 nm. This has important implications for device physics experiments (e.g.,

space-charge limited current and other carrier mobility measurements, whose analysis depends

sensitively on knowing the (electrical) thickness of the device. For the particular case of Au

evaporated onto as-cast sequentially-processed poly(3-hexylthiophene) (P3HT)/[6,6]-phenyl-C61-

butyric acid methyl ester (PCBM) quasi-bilayers,201, 251, 344 we show that metal penetration results

in the formation of ∼3-20-nm diameter nanoparticles (NPs) that are embedded throughout the
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PCBM overlayer matrix (see Fig. 6.3, below). This not only indicates an exceptionally high

penetration/diffusivity of the metal into the fullerene,345, 346 but also results in readily-measurable

plasmonic effects from the NPs, which can alter the optical properties of the device. Since

fullerene-rich top layers paired with evaporated metals such as Au, Ca, Ag, and Al are critical

components of OPV and perovskite-based solar cells as well as transistors and other organic

electronic devices,27, 29, 216, 347–356 the fact that metals can extensively penetrate into fullerene

derivatives has important implications for the organic electronics research community.

6.2 Results and Discussion

6.2.0.1 Electrical Thickness of Fullerene Films Measured via Device Geometric Capaci-

tance

Our initial evidence for the interpenetration of evaporated metals into fullerene-rich layers comes

from simple electrical characterization experiments. We started by measuring the geometric

capacitance (Cg) of standard planar fullerene-based devices with different active-layers using the

charge extraction by linearly increasing voltage (CELIV) technique.204, 213, 357 The CELIV approach

for obtaining Cg is schematically shown in Fig. 6.1A, and involves using (if necessary) an initial

steady-state reverse bias to fully deplete the active layer of any equilibrium free charge. The

experiment is also run in the dark, which eliminates the presence of photogenerated carriers. The

initial bias is followed by a linear reverse-bias ramp of the form V (t) =URt +V0 where t is the time

after the start of the ramp, V0 is the initial steady-state reverse bias, and UR is the ramp rate in V/s.

For a typical parallel-plate capacitor, the current response to this voltage ramp is constant in time

and directly related to Cg (Fig. 6.1A). Since the device is initially depleted and the voltage ramp

is run in reverse bias, the device behaves essentially as a capacitor. It is thus straightforward to fit

the CELIV current transients to an equivalent circuit model, described in Appendix E, in order to

accurately extract Cg.

One of the reasons CELIV is particularly well-suited for measuring Cg is because it allows

for easy decoupling of the geometric capacitance from other quantities, such as the equilibrium
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doping density, series/shunt resistances, and the device’s built-in potential.237, 238, 358 The geometric

capacitance is determined solely by the device’s geometry, with Cg = Aε0ε/d for a simple single-

layer capacitor, where A is the device area, ε0 is the vacuum permittivity, ε is the dielectric constant

of the material between the electrodes, and d is the electrical thickness of the device. Thus, we have

chosen to focus on the device Cg because it provides an excellent indicator of metal penetration due

to its high sensitivity to the active-layer dielectric constant and electrical thickness, both of which

are strongly impacted by the incorporation of metal.

Our discovery of metal interpenetration took place when we were examining CELIV transients

on OPV devices based on poly(3-hexylthiophene) (P3HT) and PCBM. We built numerous devices

via solution sequential processing (SqP) of the active layer,359, 360 where the polymer layer is

deposited first, in this case from o-dichlorobenzene (ODCB), and then the fullerene layer is

deposited in a second step from a quasi-orthogonal solvent, in this case dichloromethane (DCM).

We used the active layers as-cast without thermal or solvent annealing, which results in devices

with a quasi-bilayer geometry: ITO/PEDOT:PSS/P3HT/PCBM/Metal.255–257 Since the top of the

active layer of these devices is rich in PCBM,201, 255–257 this provided a perfect opportunity to

observe how evaporated metal electrodes interacted with fullerene-rich layers in sandwich-structure

devices. Our experiments explored as-cast sequentially-processed devices with varying active layer

compositions, thicknesses, and evaporated electrodes (see Table 6.1, below). In all cases, we directly

measured the thickness of the active layer using profilometry, which has an accuracy of ±5 nm.

Figure 6.1B shows an example of the results, where the red circles are for a device with a pure

115-nm thick P3HT film as the active layer, and the blue squares are for a device with an active

layer consisting of an identically-processed P3HT film with a ∼66-nm thick solution sequentially-

processed PCBM overlayer. Surprisingly, even though the 181-nm thick sequentially-processed

active layer is significantly thicker than the pure P3HT layer, the sequentially-processed device

actually has a slightly higher capacitive current and thus, a slightly larger geometric capacitance.

To analyze the geometric capacitances of our devices obtained from CELIV, we calculated the

Cg’s for pure active layers from the parallel-plate capacitor relation: Cg =Aε0ε/d, with typical values

for P3HT layers ranging from dP3HT = 115±5 nm, A = 7.2±0.5 mm2 (we used this electrode area

for all devices unless otherwise specified), and εP3HT = 3±0.1.361 For the sequentially-processed
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devices with fullerene overlayers, we assumed a bilayer parallel-plate geometry, where fullerene

penetrates into the polymer film producing a mixed underlayer,257 plus an essentially pure fullerene

layer on top, resulting in:

Cg =
Aε0εP3HT:PCBMεPCBM

dPCBMεP3HT:PCBM +dP3HT:PCBMεPCBM

, (6.1)

where for the devices in Fig. 6.1B, εPCBM = 3.9± 0.1,361 and dPCBM = 66± 5 nm. Previous work

using neutron reflectometry on as-cast sequentially-processed P3HT/PCBM active layers found that

the P3HT-rich underlayer contains ∼25-30 wt% PCBM and that the underlayer does not change

appreciably in thickness.255–257 Using this information and the effective medium approximation,

we employed typical values of dP3HT:PCBM = 115±5 nm and εP3HT:PCBM = 3.25±0.1 for the P3HT-rich

underlayer. The uncertainties quoted here lead directly to those quoted for Cg in Table 6.1 using

standard propagation of errors.362

A further statistical comparison of numerous devices processed identically to those shown

in Fig. 6.1B reveals that pure P3HT devices of this thickness should have a Cg of 1.66± 0.08

nF, which is in good agreement with the measured value of 1.74± 0.09 nF. In contrast, the

sequentially-processed quasi-bilayer has a predicted Cg of 1.25±0.1 nF, which is well outside the

error of the measured value. The fact that the measured Cg for the quasi-bilayer is significantly

larger than expected indicates that the effective electrical thickness of the device is much thinner

than anticipated, and in fact, this device has essentially the same thickness as the original P3HT

underlayer (Table 6.1). The only simple explanation for this discrepancy between the measured and

predicted Cg values is that in the quasi-bilayer samples, the evaporated Ca/Al electrode penetrates

entirely through the PCBM-rich overlayer and only stops at the P3HT-rich interface, so that the

quasi-bilayer Cg values become identical to those of the pure underlayer. Table 6.1 presents

measured and predicted Cg values for a number of as-cast P3HT/PCBM SqP quasi-bilayer devices

with different evaporated metal electrodes (Ca/Al, Ca, Al, Mg, Ag, Pt, K, Na and Au) and varying

PCBM overlayer thicknesses, all of which exhibit discrepancies between the measured and predicted

geometric capacitances that are consistent with significant metal penetration into the active layers.

In particular, the Cg values in Table 6.1 indicate that Au, Al, and Ca electrodes penetrate entirely
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PrediPrePredicted pure P3HT active layer

Predicted as-cast SqP active layer

Figure 6.1: A) Schematic of how Cg is measured straightforwardly in the CELIV experiment. More
details on the mathematical extraction of Cg from CELIV traces are given in the SI. B) Measured
reverse-bias CELIV current transients of ITO/PEDOT:PSS/P3HT(115 nm)/PCBM(66 nm)/Ca/Al de-
vices showing a distinct difference between the predicted (solid curves, from Eq. 6.1 using the mea-
sured layer thickness(es) and dielectric constant(s)) and measured Cg values (open symbols) when a
PCBM-rich overlayer (sequentially-processed quasi-bilayer) is added on top of the P3HT and then
exposed to the evaporated metal electrode. Note that V0 = 0 for the pure P3HT capacitor (no equilib-
rium free charge), but a V0 =−3 V was needed for the quasi-bilayer in order to ensure that the active
layer was fully depleted.

through the fullerene-rich overlayer but not into the P3HT-rich underlayer, and that Ag, Mg, Pt, K,

and Na can actually penetrate through the fullerene-rich overlayer and into the P3HT-rich underlayer

as well (Table 6.1).

To evaluate how far the evaporated metal can penetrate through a fullerene-rich overlayer, we

next analyzed the geometric capacitances of P3HT/PCBM quasi-bilayers as the thickness of the

PCBM overlayer was varied. Figure 6.2A shows a strong divergence between the measured and

predicted Cg values for P3HT/PCBM/Ca/Al devices when the PCBM overlayer is made successively

thicker by increasing the PCBM concentration of the casting solution (at 4000 rpm, a 5 mg/mL

solution of PCBM in DCM gives a 37-nm PCBM overlayer, a 10 mg/mL solution results in a 66-nm

thick overlayer, and a 15 mg/mL near-saturated solution yields a 75-nm thick overlayer). For all

these devices, it is particularly striking that the measured Cg remains constant and approximately

equal to that of the pure P3HT underlayer despite the additional PCBM overlayer thickness. This is

a strong indication that metal penetration can occur through PCBM overlayers of essentially any
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thickness obtainable by spin-coating. We note that the slight increase in capacitance observed with

fullerene incorporation in Figs. 6.2A and 6.1B (blue squares vs. red circles) likely results either

from a small amount of the P3HT underlayer being washed away by the DCM fullerene-casting

solvent or from an increase in the dielectric constant of the underlayer, as PCBM has a higher

dielectric constant than P3HT and the SqP approach results in ∼25-30 wt% intercalation of PCBM

into the P3HT underlayer.257
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Figure 6.2: A) The measured and predicted geometric capacitances of P3HT/PCBM/Ca/Al
sequentially-processed as-cast quasi-bilayer devices with different PCBM overlayer thicknesses. The
divergence of the measured and predicted Cg values indicates metal interpenetration through the en-
tire fullerene overlayer. B) The device geometric capacitance as a function of quasi-bilayer active-layer
annealing temperature before metal deposition (black line; error bars one standard deviation). All
devices were annealed for 20 min. The thick blue bar represents the measured pure P3HT underlayer
geometric capacitance with ± one standard deviation uncertainty. The thick pink bar represents the
predicted device Cg with uncertainty calculated using the measured active-layer thickness. Annealing
as-cast quasi-bilayers intermixes the P3HT and PCBM, which causes the measured Cg to approach
the predicted Cg due to blocking of the metal-penetration by the presence of P3HT at the top interface.
The right vertical axis shows P3HT volume percent at the top surface (black spheres; obtained from
XPS S/C analysis).275 Traditional blend-cast devices (dark cyan symbols) also show no measurable
metal penetration due to the presence of nearly pure P3HT at the top surface of the active layer (dark
cyan sphere).
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Table 6.1: Measured and Predicted Geometric Capacitance (Cg) based on the Measured Active-layer
Thickness for Various Organic Semiconductor Diodesa

Active Layer
Evaporated

Electrodea
Measured

Cg (nF)

Calculated

Cg (nF)

Measured

Thicknessb

(nm)

Cg
Thicknessc

(nm)

P3HTd Ca/Al 1.74±0.09 1.68±0.08 115±5 110±6

P3HT MoO3 1.39±0.01 1.39±0.01 115±5 115±1

PCBM (80 nm) Ca/Al Shorted 3.11±0.19 80±5 -

PCBM (80 nm) MoO3 2.27±0.01 2.30±0.19 80±5 79±1

P3HT/PCBM (37 nm) SqP Ca/Al 1.83±0.12 1.41±0.12 152±5 111±7

P3HT/PCBM (66 nm) SqP Ca/Al 1.81±0.13 1.21±0.10 181±5 115±8

P3HT/PCBM (75 nm) SqP Ca/Al 1.78±0.03 1.16±0.09 190±5 118±2

P3HT/PCBM, 150 ◦C SqP Ca/Al 1.29±0.02 1.25±0.09 178±5 171±3

P3HT/PCBM, 110 ◦C SqP Ca/Al 1.51±0.09 1.29±0.10 178±5 147±9

P3HT:PCBM, 150 ◦C BC Ca/Al 1.25±0.07 1.30±0.04 173±5 177±10

P3HT/PCBM SqP Ca (0.3 nm)/Ag 1.87±0.16 1.21±0.10 181±5 112±10

P3HT/PCBM SqP Al 1.78±0.19 1.21±0.10 181±5 117±12

P3HT/PCBM SqP Mg 2.40±0.02 1.21±0.10 181±5 87±9

P3HT/PCBM SqP Au 2.01±0.06 1.21±0.10 181±5 104±3

P3HT/PCBM SqP Ag Shorted 1.21±0.10 181±5 -

P3HT/PCBM SqP Pte Shorted 1.21±0.10 181±5 -

P3HT/PCBM SqP Na (15 nm)/Ag Shorted 1.21±0.10 181±5 -

P3HT/PCBM SqP K (15 nm)/Ag Shorted 1.21±0.10 181±5 -

P3HT/bis-PCBM SqP Ca/Al 2.16±0.20 1.21±0.10 176±5 97±9

P3HT/ICBAf SqP Ag Shorted < 1.21 > 181 -

P3HT/ICBA SqP Ca (45 nm) 2.52 < 1.21 > 181 89

P3HT/ICBA SqP Al 3.11 < 1.21 > 181 72

SiO2 (270 nm) Ca/Al 1.55±0.01 1.55±0.1 270f 270±2

SiO2 (285 nm)/PCBM (95

nm)

Ca/Al 1.35±0.03 1.10±0.1 380g 310±3

aIf not specified, the thickness for Ca is 10 nm, for Al is 70 nm, for Ag is 70 nm, for MoO3 is

15 nm and for ZnO is 40 nm.;
bAll thickness values are determined by profilometry;
cCalculated from measured Cg;
dP3HT Cg is sensitive to polymer batch and thermal annealing;
ee-beam deposited to 50 nm at less than 0.5 Å/s rate;
f The ICBA-based SqP devices were thicker than their PCBM counterparts but with indeterminate

thickness due to surface roughness;
gSiO2 contribution determined by spectroscopic ellipsometry and PCBM contribution determined by

both profilometry and spectroscopic ellipsometry.
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In addition to diodes built with pure P3HT active layers and P3HT/PCBM quasi-bilayers (as

in Fig. 6.1B), we also fabricated devices with well-mixed P3HT:PCBM active layers using both

traditional blend-casting and thermal annealing of the sequentially-processed quasi-bilayers. It is

well known that annealing P3HT/PCBM quasi-bilayers results in rapid interdiffusion of the two

components,255–257, 263 transforming the quasi-bilayer into a more well-mixed P3HT:PCBM bulk

heterojunction film. Since the degree of mixing increases as the temperature is raised above 110

◦C,255 we expect annealing at temperatures above this threshold to significantly increase the amount

of P3HT that resides at the top surface of the active layer. Figure 6.2B shows that the measured Cg

of annealed P3HT/PCBM quasi-bilayers steadily decreases with increasing annealing temperature

from 110 ◦C to 150 ◦C. Moreover, when the mixing becomes strong enough (annealing for 20 min

at 150 ◦C) the measured Cg becomes, within error, equal to the predicted Cg based on the measured

active-layer thickness. Also plotted in Fig. 6.2B is the Cg of a blend-cast P3HT:PCBM device

that has the same total thickness and composition as the quasi-bilayer devices.201 The Cg of this

blend-cast device also shows no deviation between the measured and predicted Cg values.

All of these results suggest that even small amounts of P3HT at the top surface of the active layer

can block metal penetration in the same way that a P3HT-rich underlayer stops metal interpenetration

from completely shorting a quasi-bilayer device. To better quantify this effect, we measured the

surface composition of these active layers using x-ray photoelectron spectroscopy (XPS). For

the P3HT/PCBM system, the measured XPS sulfur/carbon ratio provides a direct measure of the

amount of P3HT in the top few nm of the active layer.201, 275 The right vertical axis of Fig. 6.2B

shows the volume percent of P3HT at the top surface of each of these samples as determined by

XPS (see the SI for S/C calculation details). The data show that 150 ◦C-annealed quasi-bilayers and

traditional blend-cast P3HT:PCBM active layers have > 70 vol% P3HT at their top surfaces, while

as-cast P3HT/PCBM quasi-bilayers only have ∼3 vol% P3HT at their surfaces. Clearly, Fig. 6.2B

suggests that evaporated metal electrodes can easily penetrate through fullerene-rich layers but

cannot penetrate through even a small amount of dilute conjugated polymer such as P3HT. Taken

together, the Cg analysis in Figs. 6.1 and 6.2, and Table 6.1 lead to three major conclusions: first,

that the device geometric capacitance is a reliable indicator of metal penetration; second, that the

functional device structure is dramatically changed when an electrode metal is evaporated onto a
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PCBM-rich layer; and third, that P3HT acts as a remarkably efficient blocker of metal penetration.

Since the presence of even small amounts of P3HT at the top surface can affect metal pen-

etration, it makes sense to investigate the interaction of evaporated metals with pure fullerene

films. Table 6.1 shows that when we fabricated diodes with a pure PCBM active layer (device

structure ITO/PEDOT:PSS/PCBM/Ca/Al), the devices were always either shorted or too leaky to

obtain reliable Cg values. This indicates that the evaporated electrode can effectively penetrate

through the entire fullerene layer to make electrical contact with the bottom electrode, consistent

with the quasi-bilayer results discussed above. To verify that there is nothing special about P3HT

stopping metal interpenetration, Table 6.1 also summarizes results indicating metal penetration can

be blocked by placing a thin insulating interlayer (e.g., 15 nm of MoO3, which is typically used to

fabricate ‘inverted’ devices45, 296) on top of the fullerene layer; see also Fig. E.5 of the SI. This

observation might be an important reason why inverted device architectures that utilize metal oxide

buffer layers typically work better than their normal-structure counterparts for OPVs,45, 84, 116 as

metal interpenetration could easily be detrimental to solar cell performance. Finally, Table 6.1 also

shows that we obtained identical Cg trends using other fullerene derivatives, including indene-C60

bisadduct (ICBA)363 and bis-PCBM,364, 365 demonstrating that evaporated metal interpenetration is

a general phenomenon for many fullerene derivatives.

As another way to investigate evaporated metal penetration into pure fullerene films, we also

fabricated devices using doped-Si with a thick thermal oxide overlayer as the bottom electrode.

Table 6.1 shows that when a Ca/Al top electrode is evaporated directly onto the thick SiO2 thermal

oxide layer, the measured Cg of the resulting device is in excellent agreement with the parallel-plate

capacitor equation prediction: Cg = Aε0εSiO2
/dSiO2

= 1.55 nF, with dSiO2
= 270 nm, εSiO2

= 3.9, and

A = 12.1 mm2. However, when 95 nm of PCBM (as measured by profilometry and spectroscopic

ellipsometry) is spun on top of the SiO2 overlayer, the measured Cg is just 1.35 nF (with the same

Ca/Al top electrode), which is much larger than that predicted and only slightly smaller than that of

the device built without PCBM. A simple analysis reveals that this Cg value accounts for only ∼25

nm of the PCBM layer, leaving ∼70 nm of PCBM thickness missing from the dielectric thickness.

This demonstrates that the evaporated Au electrode has an effective electronic penetration depth of

approximately 70 nm into the 95-nm thick PCBM film. This suggests that either the top 70 nm of
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the fullerene layer has become a part of the electrode or that the dielectric constant of this portion

of the film has become so high because of the amount of intercalated metal that it essentially has no

measurable capacitance when placed in series with the effective ∼25 nm of ‘pure’ PCBM.

6.2.0.2 X-TEM Analysis of Metal Interpenetration in PCBM Films

With ample evidence in hand for metal penetration, the obvious question becomes: can we

directly observe and measure the infiltrated metal distribution inside these fullerene layers? To

address this question, we turn to cross-sectional transmission electron microscopy (X-TEM), where

a focused-ion beam (FIB) is used to cut a thin section from an as-cast, sequentially-processed

P3HT/PCBM quasi-bilayer device, and the resulting device cross-section is directly imaged with

TEM.251, 252, 267, 278, 279, 322, 366–368 To generate a sample for this process, we evaporated a Au top

electrode onto an as-cast P3HT/PCBM quasi-bilayer active layer at a rate of only 0.1 Å/s, leading

to an expected device architecture of glass/ITO (150 nm)/PEDOT:PSS (35 nm)/P3HT:PCBM

(130 nm)/PCBM (45 nm)/Au (50 nm); here, as above, we expect the P3HT:PCBM underlayer to

have ∼25-30 wt.% PCBM from the SqP.257 When collecting this data, care was taken to limit

electron beam exposure and any subsequent possible sample damage.369–371 We note, however, that

our primary interest in this work is the structure of the interpenetrated metal, which is robust to

beam exposure. We chose to use gold as the evaporated top electrode material for three reasons:

first, the capacitance measurements described above indicate that Au can penetrate up to ∼70 nm

into fullerene-rich films; second, Au has excellent Z-contrast in comparison to the carbon-based

P3HT/PCBM active-layer materials; and third, Au does not readily degrade or oxidize, making it

robust to the necessary processing steps leading up to TEM imaging.

Figure 6.3A clearly shows that instead of the nominally fabricated

glass/ITO/PEDOT:PSS/P3HT:PCBM/ PCBM/Au device structure, there is indeed readily-visible

Au metal penetration into the PCBM overlayer. Further inspection suggests that a more accurate

description of the actual device architecture is glass/ITO/PEDOT:PSS/P3HT:PCBM/PCBM:Au/Au,

with clear distinct boundaries for each of these layers. We used high-angle annular dark-field

(HAADF) scanning transmission electron microscopy (STEM), discussed below, and spot EDS
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Figure 6.3: Bright field, cross-sectional TEM images of a glass/ITO/PEDOT:PSS/P3HT:PCBM-
/PCBM:Au/Au as-cast, sequentially-processed quasi-bilayer device. A) A representative section of
the entire device stack and each layer’s persistence in the in-plane direction. B) Higher magnification
view of the P3HT:PCBM/PCBM:Au/Au interfaces, showing the clear formation of metal nanoparti-
cles resulting from the thermal evaporation of Au onto the PCBM-rich portion of the active layer. C) A
further magnified view of the region just above the interface with the P3HT-rich underlayer, showing
a layer of fairly monodisperse ∼3.5 ± 0.5 nm diameter Au nanocrystals.

spectra, shown in the SI, to verify the elemental composition in each region of the image. One

of the most striking and unexpected features of Fig. 6.3A is a distinct layer of Au nanoparticles

(NPs) that is visible ∼175 nm above the ITO/PEDOT:PSS interface. This distance is consistent

with the nominal thickness of the P3HT-rich underlayer plus PEDOT:PSS interlayer, indicating

that Au penetration proceeds all the way down to the P3HT-rich layer. This is certainly surprising

given that P3HT has a lower mass density than PCBM,372 but is in perfect agreement with the

conclusions reached above from our Cg analysis. We hypothesize that the sulfur heteroatom in the

polymer plays a role in stopping metal penetration, since gold, for example, has an otherwise high

diffusivity in conjugated carbonaceous systems.345, 346 In the P3HT/Ca system, for instance, it has

been shown that the Ca/S-heteroatom interaction is significant enough to even abstract the sulfur

from P3HT.373–375

Figure 6.3B focuses on what should have been the P3HT/PCBM quasi-bilayer interface,255–257

but instead is found to be a PCBM:Au-NP matrix in contact with the P3HT-rich underlayer. This

image reveals that moving upwards from the P3HT-rich underlayer interface, there is first a dense

region of small (∼3.5-nm diameter) Au NPs located at and just above the interface, followed by

a PCBM-rich region that contains very little Au, followed by a PCBM-rich layer that contains

larger-sized (∼10-20 nm diameter) Au particles. Figure 6.3C shows higher magnification of the
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small Au NP layer just above the P3HT-rich interface, making clear that the spontaneously-formed

Au NPs are highly crystalline (see also the selected-area electron diffraction pattern in Fig. E.4 of

Appendix E). These particles are nominally spherical and fairly monodisperse in size with diameters

in the range of 3.5±0.5 nm. We believe that the P3HT-rich underlayer has much to do with both

the metal NP formation and distribution. There likely is a small amount of P3HT in the PCBM-rich

overlayer (since SqP does mix the polymer and fullerene components as indicated by the XPS data

of Figure 6.2).255, 256 Given that P3HT interacts strongly with the penetrated metal, it is entirely

possible that the few P3HT chains dissolved in the PCBM-rich overlayer act as nucleation sites for

the penetrated Au to grow into NPs, leading to the observed nanostructure.

Figure 6.4: HAADF STEM images of the same device cross-section studied in Fig. 6.3. A) Lower
magnification view, showing each distinct layer of the device as-labeled. B) Higher magnification
view of the P3HT:PCBM/PCBM:Au/Au interface. The high contrast between the Au nanoparticles
and the surrounding PCBM matrix indicates extensive phase separation of the metal and the organic
materials.

6.2.0.3 HAADF X-TEM Analysis

To better visualize the compositional nanostructure studied in Fig. 6.3, we employed STEM

HAADF imaging of these same device cross-sections. HAADF STEM is not influenced by diffrac-

tion effects and primarily reveals variations in atomic mass density (Z-contrast), making it ideal for

examining the distribution of metallic Au in organic matrices. As expected, the HAADF images

in Fig. 6.4 show sharp contrast between the carbon-rich and gold-rich regions of the Au:PCBM

layer. Figure 6.4A shows the entire glass/ITO/PEDOT/P3HT:PCBM/PCBM:Au/Au layer stack,
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confirming that the layered structure of each region persists throughout the in-plane direction.

Notably, there are several Au NPs visible as small grey dots in the P3HT-rich layer, although it is

not clear whether these particles diffused into the layer via interpenetration from above or were

simply displaced during the FIB processing and are located on top of the cross-section. Figure

6.4A also better reveals the non-uniform Au:PCBM nanostructure seen in Fig. 6.3A, which consists

of a dense region of small, ∼3.5-nm diameter gold NPs at the P3HT-rich interface, followed by a

region devoid of Au, and then a thicker Au:PCBM matrix composed of large, semi-interconnected

Au NPs (∼10-20 nm diameter). In Figure 6.4B, higher magnification HAADF imaging shows

high contrast (i.e., a complete lack of gray-scale) between the particles and surrounding matrix,

indicating essentially complete phase separation of Au in the PCBM-rich layer. The formation of

discrete Au nanoparticles suggests that a significant contributor to the reduction of Cg – as discussed

above – is the large increase in effective dielectric constant of the mixed metal:fullerene layer, which

causes this layer to have no effective contribution to the overall device capacitance (Eq. (6.1) with

εPCBM:Au → ∞).

Overall, Figs. 6.3 and 6.4 completely change our perception of what can happen when evaporated

electrode metals are deposited onto layers rich in fullerene derivatives. The fact that electrode metals

penetrate many tens of nm into fullerene-rich layers is not only unexpected, but also will clearly

have a significant impact on device optoelectronic properties. For example, the fact that the effective

active-layer thickness is reduced can impact device physics experiments that require accurate

knowledge of the thickness (e.g., space-charge limited current, time-of-flight measurements, charge

extraction, etc.),138, 167, 197, 335, 337, 358, 376, 377 and the excessive metal penetration will probably cause

increased leakage current,,226, 354 exciton quenching,355 produce alterations of the active-region

energy band structure,378, 379 and likely also strongly affect device stability.173, 347, 380–382

6.2.0.4 Plasmonic Effects of Interpenetrated Nanoparticles

One particularly important impact, however, comes from the fact that interpenetrated metal need not

be uniformly present in the fullerene layer, but instead can be phase-separated into NPs that are of

exactly the size required for significant plasmonic effects (Figs. 6.3 and 6.4).383–387 We show that
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plasmonic effects can be readily measured in metal-interpenetrated fullerene films in Fig. 6.5. In

this figure, we plot the normal-incidence absorbance of a glass/PCBM (55 nm) sample both before

(black curve, squares) and after (red curve, circles) the evaporation of 3 nm of gold. The blue curve

in the inset shows absorption difference expected if the 3-nm Au overlayer were planar, as calculated

via a transfer-matrix approach using published optical constants.55, 66 Instead, the actual change in

optical density upon Au evaporation is shown by the orange curve in the inset, which has a distinct

peak at ∼620 nm. This peak is in the range one would expect for the collective plasmon resonance

of inhomogeneously-distributed, interacting, Au nanoparticles.388, 389 Since the NPs formed in

Figure 6.5: Normal-incidence optical density of a 55-nm PCBM layer on glass before (black curve,
squares) and after (red curve, circles) thermal evaporation of 3 nm of Au. The red circles/curve in the
inset shows the measured change in OD upon metal evaporation, while the blue squares/curve show
the expected ΔOD (calculated using a transfer matrix approach with published optical constants)55, 66

if the Au formed a 3 nm overlayer on top of the PCBM film. The fact that the observed ΔOD peaks
near 600 nm is consistent with the plasmon resonance of Au NPs that have formed within the fullerene
layer.

fullerene films are obviously bare (i.e., they have no capping agents), there should be significant

near-field coupling to the organic material around the NPs. This means that the presence of metal

NPs must be accounted for when performing optical modeling of any devices with evaporated metal

electrodes on fullerene-rich layers. Moreover, it is possible that with appropriate design this effect

could be utilized to enhance, for example, the absorption of fullerenes such as PC71BM that are

placed intentionally at the top surface of OPVs.384, 390
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6.3 Conclusions

In summary, we have shown that evaporated metal electrodes significantly penetrate into films

of fullerene derivatives, having substantial implications for optoelectronic devices that involve

metal/fullerene interfaces (e.g., OPVs, perovskite solar cells, thin-film transistor contacts, etc.).

The most direct consequence is that the effective electrical thickness of fullerene-based devices, as

measured by their geometric capacitance, is dramatically reduced due to the metal incorporation.

For example, we showed using a model doped-Si/SiO2/PCBM/Au device structure that there is

∼70 nm of effective Au penetration into a pure PCBM film. We also confirmed via Cg analysis that

evaporated metal penetration into fullerene-rich films occurs with numerous fullerene derivative

and evaporated metal combinations, so this is a general phenomenon that is not specific to materials

such as Au and PCBM. Our X-TEM analysis shows that a striking and unexpected interpenetrated

nanostructure is formed when an electrode metal is evaporated onto a fullerene-rich layer that

is cast on top of polymer-rich underlayer. Instead of yielding a clean fullerene/metal interface,

metal evaporation results in extensive penetration and metal nanoparticle formation throughout

the fullerene-rich layer. Furthermore, the images and Cg analysis indicate that metal penetration is

efficiently stopped by the presence of even small amounts of conjugated polymers such as P3HT or

insulating materials such as MoO3. In addition to all the implications for optoelectronic device

physics experiments, this discovery opens up a number of possibilities in terms of interface and

optical engineering with fullerene semiconductor materials.

6.4 Experimental Section

Fabrication of Diodes with Fullerene and Polymer/Fulllerene Active Layers: We used P3HT

(Rieke Metals, Inc. Sepiolid P100, and PCBM (Nano-C R©, 99.5% purity, used as received) materials

for all devices. We found that the quality of the P3HT batch was important, since low molecular

weight or regiorandom material tends to segregate to the top of sequentially-processed PCBM

overlayers during casting of the fullerene, blocking metal penetration. We strongly recommend

using highly regioregular P3HT that has also been double extracted by DCM,251 lest the materials
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intermix too much during PCBM casting resulting in P3HT blocking of the metal penetration.

All devices with polymer in the active layer were fabricated by first sequentially sonicating

ITO-coated (150 nm, 20-25 Ω/�) glass substrates in acetone and isopropyl alcohol, respectively.

We then dried the substrates and further cleaned them in a UV-ozone reactor for ∼20 min, which

was immediately followed by the spin-coating of a ∼35 nm thick PEDOT:PSS (Clevios P VP AI

4083) layer onto the ITO-coated glass. The PEDOT-coated substrates were then thermally annealed

at 150 ◦C for 15 min in order to drive off residual water. After PEDOT deposition and baking, we

spin-coated the P3HT layer from an ODCB solution, always keeping the polymer concentration at

20 mg/ml. For sequentially-processed devices, we first spun the P3HT solution at 1000 RPM for 60

s, which resulted in fully dried P3HT films that were ∼115-130 nm thick. These P3HT films were

then placed in an evacuated antechamber for at least one hour to remove any residual ODCB solvent.

If placed under vacuum for an insufficient time, the ODCB remaining in the P3HT underlayer

promoted intermixing of the P3HT with the PCBM overlayer, which substantially hindered metal

penetration.

After the vacuum drying process, we deposited the PCBM layer from a DCM solution at 10

mg/ml concentration at 4000 RPM for 10 s. Different PCBM overlayer thicknesses were obtained

by adjusting the PCBM concentration in DCM. For devices with pure PCBM as the active layer,

the Si-based substrates described above were prepared in an identical manner to the ITO substrates

and the PCBM layer was spun from a 10 mg/ml PCBM solution at 1000 RPM for 20 s. Finally,

we deposited metal electrodes with an Ångstrom Engineering, Inc. evaporator at a pressure of

≤1×10−6 torr. All initial metal layers were typically deposited at a rate of 0.1-0.5 Å/s to a thickness

of 10 nm, and the subsequent layer was deposited at a rate of 1.5 Å/s to thicknesses of ≥ 40 nm.

Before exposing the devices, ∼5-10 nm of material was typically evaporated onto the shutter to

ensure layer purity. Film thicknesses were measured with a profilometer (Dektak).

For the devices with a structure of ITO/ZnO/Organic Semiconductor/MoO3/Ag, the ZnO

nanoparticle solution was synthesized following the method by Beek et al.391 and then spun onto

cleaned ITO substrates from chloroform to form a 40 nm ZnO layer, as confirmed by profilometry.

These ZnO-coated substrates were then annealed at 150 ◦C in a nitrogen glovebox for 20 min. After

the organic layer fabrication, a 15 nm MoO3 layer was deposited on top of the organic layer at rates

132



below 0.5 Å/s, followed by a 70 nm Ag layer deposited at rates below 1.0 Å/s.

CELIV Experiment for Determination of Cg: For a description of the analytical CELIV

analysis approach, we refer the reader to Appendix E and Ref. 201. Experimentally, we measured

CELIV traces with a DS345 function generator paired with a Tektronix DPO 3014 150 MHz digital

Oscilloscope.201

FIB Processing, Cross-Sectional TEM, and Sample Preparation: The as-cast P3HT/PCBM

quasi-bilayer device made by SqP was imaged in a FEI Titan S/TEM operated at 300 kV. As

described above, we were careful to limit any potential electron beam damage.369–371 Our cross-

sectional TEM samples were prepared using typical lift-out methods in an FEI Nova 600 Nanolab

DualBeam Ga FIB system. Prior to milling, the surface was protected with a ∼2-μm thick layer

of Pt deposited first by electron beam, then by ion beam. Side-by-side trenches were cut into the

bulk substrate to create a ∼20 μm × 2 μm thin section, which was then partially milled from the

substrate by a U-cut. Next, the detached end of the sample was attached to a nanomanipulator

needle, the opposite end was milled completely out of the substrate, and the sample was glued with

ion-beam-deposited Pt to a commercial Cu lift-out grid. The needle tip and excess Pt were cut

out, and the sample was further thinned to electron transparency. The final thinning process was

executed at the low-power conditions of 10-kV beam energy, 40 nm beam diameter, and 0.12-nA

probe current.288 The final step involved making a 2◦ wedge-shaped sample with thinner top and

thicker bottom for structural integrity.

XPS for Determination of Surface Composition: Surface volume percent calculation details

can be found in the SI,275 while the experimental apparatus and approach is described in detail in

Ref. 201.

Spectroscopic Ellipsometry for Layer Thickness: The organic layer thicknesses that were

determined by spectroscopic ellipsometry were obtained by fitting the transparent region of the ma-

terial to a thickness/Cauchy-dispersion model. All of these values were obtained from equivalently

processed layers deposited on a Si/(1.8 nm SiO2 native oxide) substrate. The thick SiO2 thermal

oxide values reported in the text and Table 6.1 were determined by fitting the entire tan(Ψ) ,cos(Δ)

spectrum to the well-known optical constants of SiO2 and Si (SOPRA nk library). A detailed
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description of the experimental setup and procedures can be found elsewhere.359
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APPENDIX A

EQE Setup Standard Operating Procedures (SOP)

A.1 Turning the Setup On

1.) Turn on Xe Lamp power supply.

2.) Turn on Xe Lamp.

3.) The power supply should read 300 W going to the lamp.

4.) Make sure that the LabVIEW program is not already running on the computer (if possible,

close LabVIEW entirely before starting), and turn on the monochromator. The monochromator

will make some noises; this is okay.

5.) Turn on the chopper. The frequency should read a stable 20-25 Hz.
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1.) Power On 2.) Lamp On

3.) Result of steps 1.) and 2.)
4.) Monochromator

On
5.) Chopper

On

Figure A.1: Turning on the power supply, lamp, monochromator, and chopper.

6.) SR830 Lock-in On 7.) Old Lock-in On

8.) Remove Ref Diode
Cover

Ref Diode

Beam Splitter

Secondary
Filter Setup

Figure A.2: Turning on the lock-ins, removing the ref diode cover slip.
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6.) Turn on SR830 Lock-in.

7.) Turn on the old lock-in for the reference diode.

8.) Remove the reference diode dust-preventing cover slip (aluminum foil). The reference diode

setup (old lock-in + beam splitter + ref diode) should never be altered, as it is only there for

‘live’ relative intensity monitoring. This portion of the apparatus is critical for obtaining an

accurate representation of the absolute intensity of the light hitting the device-of-interest at

the time of testing.

Note also the secondary filter setup. The beam should pass between the filters for

wavelengths below 620 nm, through the orange filter for wavelengths between 620-780 nm,

and through the black filter for wavelengths beyond 780 nm. The reason for this filter setup is

to further purify the monochromatic light coming out of the monochromator and is especially

necessary for sub-energy-gap measurements. The motor/control setup must be reset at the

beginning of each EQE run (see below). This is not necessarily a time delay, though, as the

lamp needs time to warm up anyway.
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9.) Reset the secondary                          
filter motor

11.) Reset filter wheel10.) Make sure cover is up

Figure A.3: Resetting the secondary filter wheel setup.

9.) Reset the filter wheel motor power supply by either plugging it in or unplugging and then

plugging in again.

10.) Make sure that the black cover cloth is up off the filter setup. Resetting will result in the filter

wheel going all the way up (filters pointing more towards the ceiling) and then going back

down again to what is shown in the Figure A.3 middle image. The path must be unobstructed

during this process..

A.2 Initializing and Getting Ready to Measure

11.) Open the main EQE program “EQE V2.1” located on the desktop. Go to the reset motor tab

(Figure A.3).

(a) Click the “Run Reset Motor?” button so that it turns green. Run the program.

(b) Once the initialization is done, click the ”Home/Zero” button. After a few seconds, the

filters should go up toward the ceiling and stop. The position should read 0.

(c) Click stop. Unclick the “Run Reset Motor?” button so that it is no longer green.
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Device pad 
lined up with 
beam

12.) Navigate to “Go-to-
Wavelength” tab. 

Shorting terminator
on pad of interest

Check that 
reflection lines up 
on iris

Ground goes on
any empty pad.

BNC on ITO 
to lock-in “A”
input

13.) Setup device to be 
Measured

Figure A.4: Setting up the device to be measured.

12.) Navigate to the “Go to Wavelength” tab.

(a) Make sure that the “Go to Wavelength Now” input is at 520 nm. This is a good and

bright wavelength for you to align your device with.

(b) Click the “Go to Wavelength Now?” button so that it turns green.

(c) Run the program. After a moment, the filter wheel should go down to be in the position

shown in Figure A.3 middle image.

(d) After the program is done running (i.e., the background to the program has a square

grid), uncheck the “Go to Wavelength Now” button so that it is no longer green.

13.) Setup and align the device to be measured as shown in the Figure A.4 images. Make sure that:

(a) The beam is well focused/aligned on the device/pad of interest.

(b) The reflection is going nominally straight back up the optical path (normal incidence).
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Check the normal incidence by finding the reflection on the iris before the glass slide

beam splitter.

(c) You remove dust from the pad with a cotton q-tip.
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Blank shield
for PSR

50 Ω resistor for regular EQE and reference taking

16.) Check that all is good
14.) Cover up everything

15.) Check Lock-in Wiring & Mode 

Figure A.5: Make sure that settings/signals are good to go.

14.) Cover up the entire setup for best signal/noise.

15.) Check that the SR830 lock-in is set up properly (it may be in PSR mode from last time). If

doing PSR, follow directions on the prompt. If doing regular EQE or redoing a reference

spectrum, make sure that:

(a) The 50 Ω resistor is on the t-connector at the “A” input and the black BNC cable is

connected.

(b) The time constant is at 300 ms.

(c) The voltage scale is at 100 μV.

(d) The mode is “single ended voltage.”

16.) You’re almost ready to go. Check that all is well before running the measurement. Namely,

the SR830 should have something like a 1-100 μV signal from your device or reference diode;
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usually in the ballpark of 50 μV. The old lock-in should have a steady/stable signal. The

chopper should read 20-25 Hz and the SR830 measured chopper frequency1 (lower right

number in Figure A.5) should agree.

17.) MAKE SURE TO GIVE THE LAMP A TOTAL OF AT LEAST ∼10 MIN TO WARM UP

AFTER YOU’VE TURNED IT ON BEFORE RUNNING THE MEASUREMENT.

1A note about the chopper: it is located inside the cardboard box with aluminum foil around it. Sometimes if the

box gets bumped, the chopper wheel can become impeeded and the frequency reading will become inaccurate/unstable.

Also, I found that a low chopper frequency was necessary for the large area reference diodes to give a stable/accurate

output.
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18.) Select the desired 
wavelength range and step size.

19.) Choose “Test Cell” 
to measure device EQE.

Figure A.6: Measuring an EQE.

A.3 Measuring a Device or Reference Spectrum

A.3.1 Measureing a Device: Regular EQE

18.) Go to the ”Reference Spectrum and Wavelength Range” tab and set the wavelength to the

desired range and step size.

19.) Go to the ”Test Cell EQE” tab and run the program. Select ”Test Cell” in the prompt.

20.) Stay and watch the first few EQE data points come in to make sure all is well. In particular,

check that:

(a) The EQE values that are being measured are reasonable. I.e., they are not really high or

unexpectedly low.

(b) The ”Reference Beam Correction Factor” data that is also coming in should be close to

1 (no more that 0.15 away from 1). This correction factor should also look noisy and

be larger for ∼325-345 nm light and then settle down to values closer to 1. After 1100

nm, the correction factor automatically goes to 1 because the reference diode looses its

sensitivity after that.

(c) If the correction data is consistently greater than ∼8%, then you should probably re-run

the reference (see below for how-to).
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A.3.2 Measureing a Device: Subgap EQE

21.) This is easy and the same as regular EQE. The program will automatically prompt you when

the signal gets too low and you need to “Switch to PSR mode” (PSR = Photocurrent Spectral

Response).

22.) Follow the directions on the prompt and click ok. This will run and take awhile since it is a

sensitive measurement.
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23.) Save 
data at any 
time

Figure A.7: Saving (subgap) EQE data.

A.3.3 Saving the Data

23.) To save the data at any time, just click the ”Save Data Now?” button.

24.) If the program reaches the final wavelength before you save the data, it will automatically

prompt to save.

25.) Note that you can always right click a graph in LabVIEW and export the data to the clipboard

or excel.
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26.) Re-running a reference 
spectrum.

Copy and Paste Over when Finished

Copy and Paste Over
when Finished

Choose which ref 
diodes to use and over

which wavelength range.

Choose wavelength range.

Figure A.8: Redoing a Reference Spectrum.

A.3.4 Measuring a Reference Spectrum

26.) Align the reference diode (found on the optical table or in the drawer under the EQE setup) in

the beam similar to what is described for a device above. However, this time:

(a) Make sure the beam is as defocused as possible over the entire ref diode area. The

reason for this is to take advantage of the entire area rather than saturate the device in

one intense spot.

(b) Make sure that the reference diode BNC cable is plugged in at the SR830 lock-in.

(c) Make sure that there is a reasonable signal ∼30-60 μV at the SR830 lock-in when the

wavelength is at 520 nm.

27.) Once aligned, go to the ”Reference Spectrum and Wavelength Range” tab and set the wave-

length to the desired range and step size. This is usually out to 1050 nm, since beyond this

wavelength you have to 1.) switch to the Ge diode (found in drawer), which is annoying,

2.) not usually necessary because the near-IR portion of the spectrum is very stable and

consistent, and 3.) this range you do not usually care if the reference spectrum is off by a few

%.
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In theory, you will never have to redo a reference spectrum. However, after hours of operation,

the lamp will degrade and the correction factor will get too large and you will need to redo

it. When calibrating from 325-1050 nm, use the Newport 818 diode. If calibrating beyond

1050 nm, you will be prompted to use the little Ge diode. For this you will need to remove

the black filter temporarily from the secondary filter wheel so that you can align the beam

onto the diode. Once aligned, of course, put the black filter back.

28.) Make sure the correct reference diodes and ranges are selected (this should not need changing).

29.) Run the program. Select ”Reference Cell” at the prompt. The program should run and start

taking data.

30.) Once the data collection is complete, copy and paste the data from the graphs into their

respective data columns as shown in Figure A.8. If your data range is only out to 1050 nm (as

recommended), then just replace this portion of the data in the data column. To do this:

(a) Right click the big spectrum graph → go to the “Export” option → click “Export Data

to Clipboard”. Paste this data over the relevant range into the relevant data column (see

Figure A.8).

(b) Repeat this process for the little “Ref Beam Signal” plot.

(c) IMPORTANT: Once the new data is in, right click each data column → go to “Data

Operations” → click “Make Current Value Default”. Do this for both data columns in

Figure A.8.

(d) Save the program to store the reference spectrum changes.

147



APPENDIX B

Supporting Information for Chapter 2
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Figure B.1: Example fits of the EL spectra. All plots are for injections conditions of J = 160 mA/cm2.
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APPENDIX C

Supplemental Material for Chapter 4

C.1 Derivation of the Spatially Constant Total Current

In order to show that the total current is spatially constant, we must demonstrate that the spatial

derivative of Eq. (4) in the main text is equal to zero:

dJtot

dx
=

dJn

dx
+

dJp

dx
+

dJD

dx
= 0. (C.1)

Fortunately, a straightforward rearrangment of the continuity equations (Eqs. (1) and (2) in the

main text) gives two of the terms we need:

dJn

dx
= q

dn
dt

−q(G−R)−q(GD
e −RD

e +GA
e −RA

e ) (C.2)

dJp

dx
=−q

d p
dt

+q(G−R)+q(GD
h −RD

h +GA
h −RA

h ). (C.3)

We can then take the time derivative of Gauss’ law and use the non-averaged (local) versions of

Eqs. (11) and (12) in the main text to obtain the following expression for the spatial derivative of

the displacement current:

dJD

dx
= q

d p
dt

−q
dn
dt

+q(GD
e −RD

e +GA
e −RA

e )−q(GD
h −RD

h +GA
h −RA

h ). (C.4)
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Clearly, the sum of the right-hand-sides of Eqs. (S2-4) is exactly zero, demonstrating that the total

current is spatially constant at each instant in time, as discussed in the main text.

C.2 Relating the Charge on the Contacts to the Voltage

We can solve for the charge on the electrodes and thus σEL by recognizing that the electric field

within the device can be written as:

E(x) =
1

2ε

∫ x

0
ρ(x́)dx́− 1

2ε

∫ d

x
ρ(x́)dx́+

σEL

2ε
(C.5)

=
1

ε

∫ x

0
ρ(x́)dx́− ρ̄d

2ε
+

σEL

2ε
(C.6)

ρ(x) = q[p(x)−n(x)+N+
D (x)−N−

A (x)], (C.7)

where E(x) is the electric field in the active layer, q is the electron charge, ρ̄d =
∫ d

0 ρ(x)dx, and

x́ is a dummy variable for spatial integration. Integrating Eq. (B2) from x = 0 to d gives the total

electric potential drop (V =− ∫ d
0 E dx) across the active layer:

V =
ρ̄d2

2ε
− σELd

2ε
− 1

ε

∫ d

0

∫ x

0
ρ(x́)dx́dx. (C.8)

Eq. (C.8) provides the relationship between the electric field supplied by the electrode charge, the

electric potential, and the space-charge distribution within the active layer. If desired, one can use

Eq. (B4) with σ0 +σd =−ρ̄d and σEL = σ0 −σd to solve for the charge on each electrode, σ0 and

σd , in terms of ρ and V . Solving for σEL then gives the following useful relations:

σEL = ρ̄d − 2εV
d

− 2

d

∫ d

0

∫ x

0
ρ(x́)dx́dx (C.9)

EEL =
ρ̄d
2ε

− V
d
− 1

εd

∫ d

0

∫ x

0
ρ(x́)dx́dx (C.10)

VEL =
ρ̄d2

2ε
−V − 1

ε

∫ d

0

∫ x

0
ρ(x́)dx́dx, (C.11)
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where VEL is the electric potential drop due to the electrode charge, EEL is the electric field supplied

by the electrode charge, and V = Vapp −VBI is the electric potential drop across the active layer.

Also, here Vapp is the applied bias and VBI is the constant built-in potential due to, e.g., permanent

asymmetric carrier concentrations at the contacts, compositional gradients, etc. Thus, from Eq. (C.9),

dσEL/dt is non-zero only if the space-charge density distribution ρ(x) and/or the applied bias Vapp

are changing in time. If desired, σEL can be eliminated by combining Eqs. (C.8) and (C.6) to give

the general equation

E(x) =
1

ε

(∫ x

0
ρ(x́)dx́− 1

d

∫ d

0

∫ x

0
ρ(x́)dx́dx

)
− V

d
, (C.12)

where again V is the electric potential drop across the active layer, which is related by the total

applied bias by V =Vapp −VBI. If the dielectric environment is inhomogeneous, then ε → ε(x́) and

is absorbed into the integrals of Eq. (C.12).

C.3 Drift Diffusion Model

The drift-diffusion model is a continuum approach that can be derived from the Boltzmann transport

equation. The model states that the charge carrier current densities, Jn,p, can be expressed as (also

see Eqs. (25) and (26) in the main text):

Jn =−qnμn∇ψ+μnkT ∇n (C.13)

Jp =−qpμp∇ψ−μpkT ∇p (C.14)

where n and p refer to electrons and holes, ψ is the electrostatic potential, q is the fundamental charge,

μn,p are the electron and hole mobilities, k is the Boltzmann constant, and T is the temperature. The

current densities have two components: a drift term, which arises from carriers moving in response

to an electric field, and a diffusion term, which arises from the presence of carrier density gradients.

In order to fully model an electronic device, one must solve the carrier continuity equations (also
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Eqs. (1) and (2) in the main text):

∂n
∂t

=
1

q
∇ · Jn +G−R (C.15)

∂p
∂t

=−1

q
∇ · Jp +G−R (C.16)

where G is the carrier generation rate and R is the carrier recombination rate. The continuity

equations take account for all loss and gain mechanisms relevant to the device being modeled.

Note that these equations, which were used in the numerical solver, do not include trapping and

de-trapping terms like the more general continuity equations presented in the text. In any case,

though, to relate the carrier densities to the electrostatic potential distribution, one must couple the

above equations to the Poisson equation:

∇2ψ =
q
ε
(n− p+N−

A
−N+

D
) (C.17)

where ε = ε0εr and ε0 and εr are the vacuum and relative permittivities, respectively, and N−
A

and

N+
D

are the localized charge densities as defined in the text. The set of equations (C.15)-(C.17) must

be solved in order to fully simulated a device.392

C.4 Numerical methods and Solution Details

C.4.1 Boundary Conditions

The above Eqs. (C.15)-(C.17) represent a set of 3 second order partial differential equations with

three independent variables (n, p and ψ). Thus we require six boundary conditions, two for each

independent variable. For the charge carrier densities, we assume thermionic injection conditions at

the electrode contacts, which are treated as Schottky contacts.233, 393 Under these conditions, the

carrier densities at the contacts is assumed to be constant and is set to, for example,

n(0) = NC · exp

(
−ΦB,anode

kT

)
(C.18)
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where ΦB,anode is the height of the Schottky barrier at the anode contact and NC is the effective

density of states of the conduction band. An analogous expression is implemented at both contacts

for both electrons and holes. As for the electrostatic potential, we assume that the total potential

change through the device should be equal to the built-in potential of the device, which we set to

0.6 V.

C.4.2 Generation and Recombination

Two of the most important factors in device simulation—and of particular importance for OPV

devices—are the generation and recombination terms in eqs (C.15) and (C.16). To ensure physically

representative data for an OPV device, one must choose appropriate generation and recombination

mechanisms. First, we assume that the spatial generation rate inside the device should follow the

absorption profile of the active layer. Unfortunately, because of the arrangement of thin films within

a typical OPV device, complex interference patterns arise that result in a complex absorption profile

rather than a typical Beer’s law type exponential decay. Thus, we use a transfer matrix formalism to

calculate a generation (G(x)) profile that properly accounts for thin film interference patterns within

the active layer.54 We do not consider exciton dynamics and instead assume that an absorbed photon

immediately generates a pair of free electrons and holes with a finite efficiency that is independent

of, e.g., electric field. For recombination we assume Langevin-type bimolecular recombination

statistics for which R = qnp(μn +μp)/ε. We don’t consider any recombination with traps as this

extra detail introduces significant complexity, and we are more focused on how the total measured

current can be broken down into a several intuitive terms (Eq. (13) in the text) and to test the validity

of the formalism.

C.4.3 Solution Scheme

Using our own in-house code, we implement the Gummel method, by which Eqs. (C.15)-(C.17)

are decoupled and solved in an iterative manner. Using a finite difference scheme, we discretize

the partial differential equations and solve for n, p and ψ on 1-D meshes. The discretization of

the semiconductor equations results in a set of algebraic equation for every mesh point. Using
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our own homemade MATLAB� code, we solve this set of algebraic equations by utilizing the

open source, linear algebra C++ library Eigen. Once we have solved for these three independent

variables, we may extract whatever information we wish (current densities, recombination rates,

etc.) In particular, we are able to explicitly calculate the terms of Eq. (13) in the main text.

C.4.4 Transient Simulations

In order to model current transients, we must forgo the usual steady-state approximation (∂n/∂t =

∂p/∂t = 0). Starting from a converged, steady-state solution for n, p, and ψ, we iterate the continuity

equations forward in time. In order to improve numerical stability, we use an implicit method rather

than an explicit approach to iterate through time steps.392 A detailed outline of the exact method we

used can be found in Ref. 392.

In order to simulate a typical photo-CELIV experiment, we begin with a steady-state solution

for the device, without illumination, near its VOC. We then generate an excess of free carriers

by ”turning on” the generation profile for a short time (0.1 μs). After some time has passed (5

μs), during which some carriers recombine, we sweep out the remaining carriers by applying a

voltage ramp at the contacts. Voltage ramp that is linear with time, in keeping with normal CELIV

operation. The continuity equations are iterated forward in time using an implicit method and the

carrier densities and potential distribution recorded at every time step. The carrier densities and

potential distribution are then used to calculate the current densities (Eqs. C.13 and C.14) and the

time-dependent displacement current:

JD = ε
∂E
∂t

=−ε
∂
∂t

∂ψ
∂x

(C.19)

The total measured current in the device is then just (Eq. (4) in main text):

Jtot = Jn + Jp + JD (C.20)

This total measured current is then compared to the our new analytic expression for the total

current(Eq. (13)). Because the three independent variables (n, p, and ψ) are recorded at all time
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steps, it is trivial to calculate every term in Eq. (13) in the main text.
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APPENDIX D

Supporting Information for Chapter 5

D.1 Sensitivity of Blend Cast Active Layers to Drying Conditions

Figure D.1 compares solid-film absorption profiles of two annealed BC P3HT:PCBM 1:0.8 active

layers with different post-deposition drying times; the absorption spectra are normalized to the

PCBM absorption peak at 336 nm. This plot shows that relating a P3HT:PCBM BHJ active layers

composition to its solid-film absorbance is not accurate due in part to an irreversible sensitivity to

the active-layer drying conditions. Even extensive annealing (20 min at 150 ◦C) does not make

the fast dried (tdry = 1.3 min) P3HT absorbance resemble that of the slow dried (tdry = 10 min).

Solid-film absorption is also strongly affected by reflectivity, scattering, and thin-film interference,

making it less suitable for determining film composition. All of these potential issues can be largely

avoided by using the solution-phase we detail in this work.

Figure D.2 compares the performance of the annealed sequentially-processed (SqP) devices

(same data as in the main paper) to BC active-layer devices that were processed in a different

manner than presented in the main text. It is well known that slow drying P3HT:PCBM active layers

is an alternative route to morphology optimization. Along these lines, Figure D.2 indicates that the

SqP approach yields active layers that are functionally similar to slower-dried BC P3HT:PCBM

films. Slow drying, however, is difficult to control precisely and results in even worse film quality,

which makes it even less amenable to scale-up. We conclude that the SqP approach is ideal for both

scale-up and achieving the maximum possible device performance.
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Figure D.1: An absorbance comparison of 1:0.8 P3HT:PCBM BC-processed active layers with differ-
ent post-deposition drying times; both films subsequently were thermally annealed for 20 min at 150
◦C. The data is normalized to the PCBM absorption peak at ∼336 nm. This plot shows that solid-film
P3HT absorption, and hence crystallinity, is strongly and irreversibly a function of film drying time
in the BHJ structure. Even after strong thermal annealing, the P3HT absorption for tdry = 1.3 min
does not reach the state or morphology that is present in the tdry = 10 min case.

D.2 The Properties of As-Cast SqP Films

The following additional discussion and data are for composition- and thickness-matched as-cast

P3HT:PCBM active layers. Figure D.3 comparing the solid-film absorption of an as-cast and

thermally-annealed SqP, showing that P3HT absorption is unchanged following annealing for 20

min at 150 ◦C; the apparent absorption from PCBM is reduced upon interdiffusion into the P3HT

film. The as-cast P3HT:PCBM SqP is known to have a quasi-bilayer structure with much of the

PCBM on top of the P3HT film, but a notable mass fraction does infiltrate into the amorphous

regions of the polymer underlayer due to swelling by the DCM solvent.
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Figure D.2: An absorbance comparison of 1:0.8 P3HT:PCBM BC-processed active layers with differ-
ent post-deposition drying times; both films subsequently were thermally annealed for 20 min at 150
◦C. The data is normalized to the PCBM absorption peak at ∼336 nm. This plot shows that solid-film
P3HT absorption, and hence crystallinity, is strongly and irreversibly a function of film drying time
in the BHJ structure. Even after strong thermal annealing, the P3HT absorption for tdry = 1.3 min
does not reach the state or morphology that is present in the tdry = 10 min case.

The reasons for the poor performance of the bilayer structure in Figure 5.7a and Figure 5.1 are

multifold. First, the as-cast SqP devices have a significantly lower (JSC) and and open-circuit voltage

(VOC) due to a lack of interfacial area for exciton splitting and charge photogeneration. Second, the

amount of PCBM that does initially penetrate into the P3HT underlayer is not sufficient to create

well-conducting pathways out toward the PCBM-rich overlayer. Thus, it is more difficult to extract

photogenerated electrons out of the P3HT-rich underlayer in as-cast SqP devices, which results in a

lower fill factor.

In addition to generally poorer performance, as-cast SqP solar cells also have significantly

different ideality factors from annealed SqP and BC devices. The significantly larger dark ideality

factor for as-cast SqP devices suggests that recombination takes place through more disordered

interfacial states. The light ideality factor is more difficult
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Figure D.3: Solid-film absorbance of as-cast and annealed SqP films at 150 ◦C for 20 min. The curves
are representative of measurements taken over several as-cast and annealed films.

to determine, however, because the minimum differential nid from VOC vs. I for the as-cast SqP film

shown in Figure 5.6 would clearly continue decreasing with decreasing light intensity if it were

not for an artificial increase due to the shunt resistance. A peculiar aspect of Figure 5.7 is that the

ideality factor for as-cast SqP devices increases with light intensity whereas the other cells show a

decrease, as is typically found in polymer:fullerene BHJs. It is difficult to assign a particular reason

for this behavior, but it is clear that the device physics are entirely different in the as-cast more

bilayer like SqPs.

As discussed in the main paper, the preference for PCBM to reside on the top surface of SqP

active layers leads to an increased doping density in SqP devices relative to matched BC devices

(Figure 5.2). Interestingly, the added conductivity caused by doping does not correlate with the

effective series resistance, as also summarized in Figure 5.2 of the main text. Despite having a

significant number of dark carriers, as-cast SqP devices have an effective series resistance that is

over an order of magnitude higher than annealed SqP and BC cells, which are identical in spite of

annealed SqP devices having slightly more doping. We suspect that the high Rseries in as-cast SqP

cells is due to a lack of recombination sites that allow injected forward recombination current to

161



flow.

D.3 SqP Performance vs. Composition
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Figure D.4: Comparing SqP devices with different compositions showing that sufficient PCBM con-
tent is necessary for the SqP device performance.

Figure D.4 shows that SqP devices need an amount of PCBM that is similar to the optimal amount

for BC conditions in order to operate efficiently. Insufficient PCBM gives poorer performance, in

similar fashion to BC devices. In estimating the composition of devices in the literature and in

looking at our own compositional dependence of device performance, we conclude that P3HT:PCBM

SqP devices require similar amounts of PCBM as their BC counterparts.

D.4 CELIV Results

Figure D.5 shows the CELIV transients taken on the active-layers of interest from 0 V to -1.5 V

applied bias in the dark. A flat line corresponds to ideal capacitor behavior whereas extraction

peaks indicate the presence of an appreciable number of mobile carriers. Clearly, the BC films
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behave most like an ideal capacitor devoid of free charges, while the SqP films show mea-

surable amounts of mobile carriers due to doping. We postulate that the large amount of doping in the
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Figure D.5: Dark CELIV transients taken for each active-layer processing condition. A flat line corre-
sponds to ideal capacitor behavior whereas peaks indicate the presence of an appreciable amount of
doping. The as-cast SqP film clearly shows significant doping, while the annealed devices show signif-
icantly less. When corrected for the voltage ramp rate, all curves saturate at the same displacement
current, indicating identical capacitances and therefore also thicknesses.

as-cast SqP film (∼7× 1015 cm−3 when averaged over the entire active layer) is caused by the

interaction between the calcium cathode and the excess PCBM on the top surface of the film. The

solutions from which each active layer was made were exposed to identical conditions during

processing and composed of materials from the same batches.
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D.5 Experimental Details

D.5.1 Device Fabrication and J-V Characterization

We used the same P3HT (Rieke Metals, Inc. Sepiolid P200∗, used as received) and PCBM (Nano-C,

used as received) materials/batches for all BC and SqP devices. All devices were fabricated by

first sequentially sonicating ITO (145 nm) coated glass substrates in acetone and isopropyl alcohol,

respectively. We then dried the substrates and further cleaned them in a UV-ozone reactor for

∼20 min, which was immediately followed by the spin-coating of a ∼35 nm thick PEDOT:PSS

(Clevios P VP AI 4083) layer onto the ITO-coated glass. The PEDOT-coated substrates were

then thermally annealed at 120 ◦C for 15 min in order to drive off residual water. After PEDOT

deposition and baking, we spin-coated the BHJ P3HT:PCBM active layers from an ODCB solution,

always keeping the polymer concentration at 20 mg/ml. For composition and thickness matching,

the BHJ spin-coating conditions were tuned to give a thickness nominally identical to the optimal

SqP active-layer thickness (∼165 nm, 121 rad/s (1160 RPM)), though the spin-coating time was

kept constant at 40 s to minimize slow drying effects (tdry ≈ 1 min - 2 min). For optimal SqP

devices, we first spun the P3HT solution (20 mg/ml in ODCB) at 105 rad/s (1000 RPM) for 60

s, which resulted in a fully dried P3HT film that was ∼130 nm thick. These P3HT films were

then placed in an evacuated antechamber for 20 min to remove any residual ODCB solvent. After

this vacuum drying process, we deposited the PCBM layer from a DCM solution of the desired

concentration at 419 rad/s (4,000 RPM) for 10 s unless otherwise stated. The subsequent structure

was then thermally annealed for 20 min at 150 ◦C, resulting in a final film thickness of ∼165 nm.

For consistency and comparison purposes, all BHJ structures were identically annealed at 150 ◦C

for 20 min. Finally, we deposited Ca/Al electrodes

∗Certain commercial equipment, instruments, or materials are identified in this paper in order to specify the

experimental procedure adequately. Such identification is not intended to imply recommendation or endorsement by the

National Institute of Standards and Technology, nor is it intended to imply that the materials or equipment identified are

necessarily the best available for the purpose.
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Figure D.6: Dark J-V curve fit and analysis examples. a.) shows how the dark parameters were
determined for all annealed devices. We found that the simple method of finding the maximum slope
in the exponential region yielded the same results as full fits to the diode equation. Therefore, we used
the simpler and faster method of examining the maximum slope in the exponential region. b.) shows
an example full fit to the diode equation for the as-cast sample. This was necessary because the series
resistance was so large for as cast samples.

with an Angstrom Engineering, Inc. evaporator at a pressure of 1.3×10−4 Pa (1×10−6 Torr).

The Ca layer was deposited at a rate of 0.05 nm/s to a thickness of 10 nm, and the Al layer was

deposited at a rate of 0.15 nm/s to a thickness of 80 nm. Before exposing the devices, ∼10 nm

of Ca was evaporated onto the shutter to ensure layer purity. The final device structure was ITO

(150 nm)/PEDOT (∼35 nm)/Active Layer (∼165 nm)/Ca (10 nm)/Al (80 nm). Once the cells

were complete, we tested the J-V characteristics using a Keithley 2400 sourcemeter and a Xe arc

lamp light source with an AM 1.5G filter. The light source was calibrated to AM 1.5G intensity

using a silicon photodiode with a KG-5 filter (Hamamatsu). Film thicknesses were measured with

a profilometer (Dektak). We obtained the dark J-V ideality factors (nid) in Table 5.2 of Chapter

5 from the maximum-slope in the exponential turn-on region in a semi-logarithmic plot for the

annealed devices (see Ref. 157) and by full diode equation fits for the as-cast samples. Examples of

these fits and analysis are shown in Figure D.6. The VOC vs. light intensity (I) ideality factors were

taken from the minimum plateau of the differential ideality factors shown the inset to Figure 5.6

of the main text. We estimated the series (Rseries) and shunt (Rshunt) resistances from the inverse

slope of the dark J-V curves at 1.5 V and 0 V applied bias, respectively (Figure D.6a). Finally,

we measured the average dark carrier density from the relevant area under a charge extraction by
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linearly increasing voltage (CELIV) pulse taken in the dark from 0 V to -1.5 V applied bias.

D.6 Active-Layer Composition Analysis by the Redissolving/UV-vis Tech-

nique

The following procedure for determining an active layers composition was performed on

ITO/PEDOT/Active Layer substrates that were processed identically to that described above except

without the evaporation of Ca/Al top electrodes. First, we removed the outer edge of the active

layer with a razor blade, leaving only the center portion where the solar cells reside. We found that

there can be an anomalous composition (rich in PCBM) on the very outer edge of the substrate in

SqP processed films, which is likely due to surface tension effects influencing in the spin-coating

deposition process. For this reason, a direct measurement of each films mass by, for example, a

microgram-sensitive scale (e.g., Mettler AT20) will, at best, be off by the same amount. Additionally,

a mass measurement does not take into account polymer lost due to the PCBM spin coating process.

After removing the outer edge, we cleaned the substrates with compressed inert gas and redis-

solved the active layer by dropping ODCB via a glass pipette directly onto the films surface, which

typically results in instantaneous dissolution of the active layer, irrespective of annealing/processing

conditions. We then drew off the dissolved active-layer solution with a clean glass pipette and

placed it into a 1 mm thick quartz cuvette. We found it especially critical to execute this washing

process at least 3-4 times so as to remove nearly all of the active-layer material on the substrate

surface. In the present case, we observed that insufficient removal of the active layer film in the

redissolving process resulted in film compositions with an anomalous ∼10% enrichment in PCBM.

With complete washing, we found that there was not enough remaining material on the substrate for

analysis of its relative composition. Finally, after transferring the dissolved active-layer solution,

we vigorously shook the cuvette to yield a uniformly mixed and entirely dissolved solution with

typical peak optical densities of ∼0.15-0.2. Our subsequent analysis of the solution UV-vis data is

discussed in the main text.
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D.7 XPS Experiments and Analysis

We performed XPS analysis on annealed glass/active-layer films using a Kratos Axis Ultra DLD with

a monochromatic K radiation source. The bottom surface was analyzed by floating the films off the

glass substrate in deionized water. We did not use PEDOT:PSS/glass substrates because PEDOT:PSS

contains sulfur, which can therefore alter the measured S/C ratio. Previous measurements indicate

that there is no difference in top surface S/C ratio when using silicon or glass/PEDOT:PSS substrates.

In terms of XPS measurement details, a charge neutralizer filament was used to control charging of

the sample, a 20 eV pass energy was used with a 0.05 eV step size, and scans were calibrated using

the C 1s peak shifted to 284.8 eV. The integrated area of the peaks was found using the CasaXPS

software, and atomic ratios were also found using this software. The atomic sensitivity factors used

were from the Kratos library within the Casa software. In addition to the 0◦ XPS measurements

described in Figure 5.2 and above, we also performed angle-resolved XPS at higher photoemission

angles of 30◦ and 70◦ for better surface sensitivity. The 30◦ and 70◦ angles correspond to x-ray

penetration depths of approximately 9 nm and 4 nm, respectively. We also found that there is a

slight but consistent increase in the S/C ratio for all films measured at higher emission angles, but

the overall results/conclusions for the systems studied herein are unchanged: annealed SqP has a

higher average surface concentration of PCBM than an equivalent BC.

D.8 GIXD Experiments and Analysis

2D grazing incidence wide-angle X-ray diffraction (GIWAXS) experiments were performed at the

Stanford Synchrotron Radiation Lightsource (SSRL) on beamline 11-3 using a wavelength of 0.9742

Å. The image in Fig. 5 in the main text corresponds to the integrated pattern of the data collected

on a 2D image plate with the detector 400 mm from the sample center (Figure D.7). The beam

spot was approximately 150 m wide and a helium chamber was utilized to reduce signal-to-noise.

The data was analyzed using the WxDiff software package. The patterns shown in Figure 5.5 and

Fig. S7 are results averaged from three separate film comparisons. In the main text we discuss the

FWHM of the (100) peak for SqP and BC; we note that the crystallite size for these peaks obtained
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by inserting the FWHM into the Scherrer equation, is 22.5 Å for SqP films and 25.1 Å for the BHJ

films. This numbers represent more of a lower limit to the domain sizes since a significant amount

of the FWHM comes from disorder within a domain rather than just the domain size.

SqP

BC

Figure D.7: 2-D GIWAXS diffraction patterns of matched-annealed 1:0.8 P3HT:PCBM SqP and BC
fabricated films corresponding to the integrated data in Figure 5.5.
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D.9 Transmission Electron Tomography Experiments

In terms of sample preparation, P3HT/PCBM/PEDOT:PSS SqP and BHJ thin films on Si substrates

were floated on water and transferred to Cu TEM grids. 15 nm Au fiducial markers were then

added to the top and bottom of the films and were allowed dried in air overnight. These thin films

were analyzed via electron-energy loss (EELS) spectroscopy in an FEI Titan 80-300 TEM/STEM

operating at 300 KV and equipped with a Gatan Model 865 Tridiem imaging energy filter. For

electron tomography, a series of BF and EF-TEM images were simultaneously acquired at room

temperature using a Fischione Instruments model 2020 high tilt tomography holder. Data was

collected taken in 2 increments over a range of specimen tilts from −60◦ ≤ θ ≤ 60◦ using the FEI

Xplore3D tomography acquisition software. At each value of specimen tilt, three EF-TEM images

were acquired: a single zero-loss filtered BF image with the energy-selecting slit centered at 0

eV loss and a pair of plasmon-loss images with the slit centered at 19 eV and 29 eV, respectively.

Acquisition was carried out at a magnification of 36,000X using a 5 eV wide energy-selecting slit,

an integration time of 10 s, and 4X on chip binning. Offline, the BF image stacks were registered to

a common tilt axis by multiple iterations of cross-correlation analysis and fiducial tracking using

IMOD software. EF image stacks were generated by dividing the micrographs taken at an energy

loss of 19 eV by the micrographs taken at an energy loss of 29 eV for each angle using imageJ

software. The resulting EF ratio stacks were then registered to a common tilt axis by applying

the translation vectors generated for the BF image series. The aligned EF image stacks were then

reconstructed using 10 iterations of the the simultaneous iterative reconstructive technique (SIRT)

as implemented in the Tomo3D software package.

D.10 Optoelectronic Analysis

EQE measurements were collected in a manner similar to that detailed elsewhere.158 In short, the

photocurrent from a chopped (211 Hz) monochromatic beam (Newport TLS-300X) was measured

across a 0.1 k or 1 kΩ resistor using a SR830 lock-in amplifier. The 1 kΩ resistor (106 current

amplification mode) was used when the signal across the 0.1 kΩ resistor reached less than 80 nV.
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Because the currents are low, the voltage across the resistor and therefore also the device is small,

which means that short-circuit conditions are well-maintained at all times. Multiple long wave pass

filters (90% transmission cut-on at 345 nm, 605 nm, 850 nm, 1030 nm, and 1550 nm) were used

during the measurement to remove high-energy light transmitted through the monochromator due to

lower-order reflections. Each data point was taken from the amplitude (R) readout of the lock-in

and averaged for 5 time constants. Below 1050 nm a Thor Labs FDS1010-CAL Si photodiode was

used, while above 1050 nm a Thor Labs FDG05-CAL Ge photodiode was used. We note that in

the EQE spectra presented in the main text, the noise appears to be similar for all the curves; this

is because the same reference spectrum was used for every EQE calculation so that the reference

noise is manifest in the same manner for all the devices measured. TPC and TPV transients were

taken on a Tektronix DPO 3014 150 MHz oscilloscope in the 20 MHz bandwidth mode for noise

reduction. For TPC, the oscilloscope input impedance was set to 50 Ω, while for TPV the input

impedance was set to 1 MΩ. We employed a dye-Nitrogen laser for excitation adjusted to give small

VOC perturbations of < 10% of the baseline VOC. The background light intensity was modulated with

a Helieon 1200 lm white light LED module driven by a Keithley 2200-20-5 DC power supply. To

evaluate the carrier densities, we used the TPC/TPV data to obtain a differential capacitance, which

was then interpolated to zero VOC and integrated to the desired VOC in order to obtain VOC(n).89 To

obtain the total carrier lifetimes, we fit the TPV decays to a single exponential and derived the total

carrier lifetime according to the approach detailed in Ref. 92.
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APPENDIX E

Supporting Information for Chapter 6

E.1 CELIV: Circuit Modeling of Depleted Devices for Determination of Cg

We modeled depleted CELIV curves with the equivalent circuit depicted in Figure E.1. The solution

to the differential equation for the current flowing through the circuit in Figure E.1 when applying a

CELIV ramp of the form V (t) =URt +V0 where t is the time after the start of the ramp, V0 is the

initial steady-state reverse bias, and UR is the ramp rate in V/s is given by

I = I0

(
1− e−

t
τ

)
+

URt +V0

Rp +Rs
(E.1)

τ =
CgRpRs

Rp +Rs
(E.2)

I0 =
CgUR(

1+ Rs
Rp

)2
(E.3)

Interestingly, with finite series (Rs) and shunt (Rp) resistances, the apparent displacement current (I0)

is reduced from its classical magnitude (CgUR) by a factor of (1+Rs/Rp)
−2, though this reduction

is typically quite small since usually Rp 	 Rs. In the main text, all values of Cg were derived from

fits to Eq. (E.1).

It is also worth noting that surface roughness can increase Cg beyond what would be expected

from the simple parallel-plate capacitor equation;394 however, our films typically exhibited exquisite

smoothness (< 10 nm2 RMS surface roughness as measured by profilometry), which is consistent

with the values previously reported in the literature.216, 251 Furthermore, if PCBM film or overlayer

quality were affecting our calculated Cg values, then the addition of just 15 nm of MoO3 would not

yield the observed perfect capacitor with a Cg value that is consistent with the simple parallel-plate
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Figure E.1: The equivalent circuit for modeling depleted (no doping) dark CELIV curves. The current
for this circuit/voltage-ramp combination are given by Eqs. (E.1-E.3).

capacitor analysis (SI Figure E.5 and Table 1 in the main text).

In addition to changes in Cg, we also observed a significant amount of apparent doping with

CELIV in the as-cast sequentially-processed P3HT-based devices that also exhibited significant

metal penetration (e.g., the SiO2, intermixed P3HT:PCBM, MoO3, and pure P3HT devices showed

no apparent doping). The effect was similar to or greater than what we have reported previously

(� 1016 cm−3 apparent doping concentration).201 Since this effect was only observed in the as-cast

P3HT-based quasi-bilayer structures and is not universal, we will address the details of why doping

often accompanies metal penetration in future work. Regardless of their origin, however, the

presence of these excess of dark carriers in certain cases is yet another way that metal penetration

into fullerene layers can significantly alter the device physics.

E.2 XPS Analysis: Calculating Surface Composition from Measured C/S

Ratios

For P3HT- and PCBM-based samples, the volume fraction of P3HT near the top surface was

obtained from the following equations:275

nPCBM =
C
S (BC or SqP)− C

S (Pure P3HT)

72
(E.4)
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P3HT Weight % =
nP3HT ×MP3HT

nP3HT ×MP3HT +nPCBM ×MPCBM

×100% (E.5)

P3HT Volume % =

P3HT Weight %
P3HT Physical Density

P3HT Weight %
P3HT Physical Density +

PCBM Weight %
PCBM Physical Density

×100% (E.6)

The C/S in the equations above is the average carbon (1s) to sulfur (2p) ratio obtained directly in

the XPS experiment. The average values and standard deviations (see main text) were calculated

based on at least two measurements at different spots on the same sample film.

E.3 Au HAADF EDS and Diffraction Analysis

In this section we present additional HAADF images, EDS, and XRD data in order to verify the

labeling scheme used in Figure 3 of the main text. Figure E.2 show the spot EDS spectra for Figure

4 in the main text, confirming the labeling and conclusions regarding the overall device structure.

Figure E.3 shows the spot EDS spectra for the higher magnification images of Figure 4 in the

main text, again confirming the labeling and conclusions regarding the nature of the nanoparticle

formation. Finally, Figure E.4 and Table E.1 confirm that the Au nanoparticles are highly crystalline.

It is likely that the P3HT underlayer has much to do with this final nanostructure, as others have

analyzed with X-TEM a similar P3HT/PCBM bilayer-like structure fabricated by lamination, but

found no metal infiltration.288 We suspect that in the case of Ref. S6, residual PDMS from the

lamination process blocked the penetration of the sputtered Au:Pd overlayer.
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Figure E.2: A) Lower-magnification HAADF on an ITO/PEDOT/P3HT/PCBM/Au device. From the
EDS plot in panel B), location C is clearly ITO, as it is composed of essentially entirely of In and O
(Sn is not accessible in this energy region). Although location B is clearly composed mainly of P3HT
due to the large C and small S signals, we do not have enough information from this data to determine
the amount of intercalated PCBM at this location. Location A is the pure gold overlayer before inter-
mixing with PCBM. Some Au NPs are present in/on the P3HT layer, but it is unclear whether their
presence is an artifact from the FIB processing or results from penetration of the evaporated metal;
see main text.

Figure E.3: A) Higher-magnification HAADF on the same ITO/PEDOT/P3HT/PCBM/Au device stud-
ied in Fig. S2, revealing that the composition of the nanoparticle domains (points A-C) are essentially
pure Au. Point D, which is in the pure Au overlayer, is the same as point A in Fig. S2.
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Figure E.4: A) Bright field TEM image of the same PEDOT/P3HT/PCBM/Au device studied in
Figs. S2 and S3. The gold-circled area indicates where the electron diffraction pattern shown in
panel B) was taken. B) Diffraction pattern obtained from the gold-circled region indicated in A). The
measured d-spacing values are in excellent agreement with that of crystalline Au (Table E.1).

Table E.1: Selected Area Electron Diffraction (SAED) Results from Figure E.4B

dmeasured (Å) dAu (Å)a Au hkl Error (%)

2.325 2.355 111 1.28

2.065 2.039 200 1.27

1.461 1.442 220 1.31

1.211 1.230 311 1.55

aRefer to literature Au d-spacing (JCPDF #040784);
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E.4 Metal Penetration with Different Evaporated Electrodes

Figure E.5 shows that when a MoO3 blocking layer is inserted in between the fullerene layer and the

evaporated metal essentially all leakage current or device shorting is shut off. This suggests that non-

metallic interlayers are effective blockers of metal penetration into fullerene-rich films, and could

be another reason why inverted devices often have better performance than their normal-structured

counterparts.

Figure E.5: Dark CELIV traces of ITO/PEDOT/PCBM (80 nm)/Cathode devices showing that when
Ca/Al is used as the cathode, severe leakage is observed. However, when MoO3/Ag is used as the
cathode, the device behaves like an ideal capacitor.
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D. M. Delongchamp, and A. J. Moulé, “Material profile influences in bulk-heterojunctions,”

J. Polym. Sci. Part B Polym. Phys., pp. 1291–1300, 2014.
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