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ABSTRACT OF THE DISSERTATION 

 

Power consumption, fluid dynamics, and heat transfer  

study of piezoelectric fans for low-power thermal management  

 

by 

 

Navid Dehdari Ebrahimi 

Doctor of Philosophy in Mechanical Engineering 

University of California, Los Angeles, 2020 

Professor Yongho Sungtaek Ju, Chair 

 

Current trends in consumer electronics thermal management have prompted a strong push 

toward low-power and low-noise air moving devices due to the inability of conventional rotary 

fans to provide satisfactory performance for small-scale applications. Piezoelectric fans, on the 

other hand, offer an intriguing alternative owing to their simpler structure, less noise, and lower 

power consumption. Piezoelectric fans typically consist of a flexible plate attached to a 

piezoelectric actuation beam that oscillates the plate near its resonance frequency, causing the plate 

to undergo large-amplitude vibrations, which in turn induces net airflows in the streamwise 

direction and enhances convective heat transfer from heated surfaces.  

Despite being available for more than 40 years, a comprehensive understanding of the power 

consumption mechanisms, complex fluid dynamics, and their correlation with heat transfer 
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performance of the piezoelectric fans is missing from the relevant literature. In the present study, 

we aim to fill this knowledge gap and provide practical guidelines to facilitate the optimized design 

of these fans for a variety of thermal applications.  

We first report a combined experimental and modeling study to help elucidate power 

consumption mechanisms in piezoelectric fans. We identify three main sources of power 

consumption, namely dielectric loss, hysteresis loss, and aerodynamic loss. We then correlate the 

aerodynamic loss, as the portion of the total power most related to airflow generation, with the 

thermal performance of the fan. Based on the models derived in this study, practical 

recommendations are provided in order to increase the power efficiency of the fans.   

Next, we perform a combined experimental and numerical study on the vortex regimes present 

in the wake of piezoelectric fans of systematically varied geometries, resonance frequencies and 

amplitudes. We focus on the two-dimensional wake vortices on the mid-span plane. Three distinct 

vortex regimes are identified in the wake based on the fan’s oscillatory Reynold number. A regime 

map is proposed next, denoting the incident of each vortex regime as a function of relevant 

dimensionless parameters. Finally, the effects of these vortex regimes on the flow generation 

capability, and hence power efficiency of the fans, are examined. 

We then extend the previous study to the three-dimensional characteristics of the time-

averaged induced jet in the wake of piezoelectric fans and correlate these characteristics with the 

transient vortex structures in the wake and their temporal evolution. Our results reveal, for the first 

time, the unconventional dual region of the induced jet in the wake of pitching plates; a shrinking 

region immediately downstream of the trailing edge followed by an abrupt expansion region. 

Scaling laws are also provided to facilitate predicting the jet boundary at various operating 

conditions and plate geometries. 
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Finally, we investigate the effect of the shape of the oscillating plate on the thermo-power 

efficiency of the fans. Plates with concave and convex trailing edges and varying upstream surface 

areas are compared in their flow generation capability, power consumption, and thermal 

performance. Based on our experimental results, recommendations are provided for choosing the 

most efficient plate shape based on application and space constraints. The effect of heated surface 

roughness is also examined as another means to enhance the thermo-power efficiency of the 

piezoelectric fans. 
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Chapter 1. Introduction 

1.1 Motivation 

Recent developments in portable and wearable electronics with limited access to power sources 

have led to challenges in their thermal management. This challenge is even more pronounced when 

operating at small scales (sub-centimetric). At these scales, conventional rotary fans are difficult 

to fabricate and are power inefficient due to increased ratio of surface forces (friction) to volume 

forces (electromagnetic). Piezoelectric fans, on the other hand, are promising alternatives because 

of their simpler structures, less noise, and lower power consumption [1]–[3]. Piezoelectric fans 

typically consist of flexible blades attached to ceramic actuation beams. When operated near its 

resonance frequency, the blade undergoes large-amplitude vibrations, which in turn generates net 

airflows in the forward direction and induce convective heat transfer. Figure 1.1 depicts a typical 

piezoelectric fan with rectangular vibrating plates. In the past few years, there has been a constant 

push toward low-noise and low-power thermal solutions in consumer electronics industry, such as 

laptops and personal computers, which has motivated research and development efforts around 

piezoelectric fans. A major portion of this research concerns the thermal performance of these fans 

with little to zero attention to the details of fluid-solid interactions and power consumption 

mechanisms, to the extent that a comprehensive understanding of the operation of the fans, from 

the electromechanical energy conversion in the actuator to the vortex-induced jet and eventually 

convective heat transfer at the heat source, is missing in the relevant literature. In this study, we 

aim to fill this gap and eventually provide a guideline for the systematic design and optimization 

of these fans. 
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Figure 1.1 Typical piezoelectric fans (image obtained from steminc.com). Two main components of a 

piezoelectric fans, namely piezoelectric actuator and the flexible cantilever plate, are clearly distinguishable in the 

image. 

   

1.2 Applications of piezoelectric fans 

1.2.1 Personal cooling devices 

Wearable personal cooling/heating devices have recently gained considerable attention in the 

energy conservation field as they enable huge energy savings by localizing the thermal 

management to a small area around the occupants’ body rather than the entire building. Heating, 

Ventilation, and Air Conditioning (HVAC) account for 13% of the energy consumed in the U.S. 

and about 40% of the energy used in a typical U.S. residence, making it the largest energy expense 

for most residential and industrial buildings. These wearable technologies can reduce HVAC 

energy consumption by 15%. In addition, by reducing the power consumption of buildings, we 

open a path towards more sustainable heating and cooling architectures by possibly replacing their 

energy sources with renewable counterparts such as solar and wind. This, in turn, has huge 

environmental benefits as the heating and cooling of buildings generate about 13% of the U.S. 

domestic greenhouse gas emissions.  
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Due to their strict size and weight requirements, these devices are very limited in energy 

storage capacity (battery size). Consequently, regular rotary fans are not suitable choices to be 

used in their design due to their high power consumption. Piezoelectric fans, on the other hand, 

provide a power-efficient thermal solution for this application. An example of such devices is 

personal cooling shoes. Figure 1.2 shows the simple operation of these shoes. Excess heat is 

navigated to the sole of the feet via numerous blood vessels that act as the body’s thermal 

regulators. This heat is then transferred to a working liquid that circulated in the insole. This liquid, 

in turn, rejects the heat to the small heat sinks at the bottom. 

 

 

Figure 1.2 operation principle of shoes with integrated cooling system (courtesy of ReBOOT project, SRI). 

Piezoelectric fans can be used in the heat exchanger section to enhance the heat dissipation to the environment with 

minimum power consumption. 

 

1.2.2 Electronics cooling 

Another area of research around piezoelectric fans is their application in portable consumer 

electronic devices such as laptops, virtual reality and augmented reality goggles, and stationary 
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electronic devices such as PCs and gaming consoles. In addition to their low power consumption, 

a feature that makes these fans interesting choices for these applications is their low noise due to 

their frictionless operation. The small amount of noise generated by these fans is attributed to the 

vibrations of the pitching plate and its imperfections. Therefore, many of these noise sources can 

be reduced or eliminated by a better choice of plate material. Acikalin et al. [4] performed a 

feasibility study of piezoelectric fans for small scale electronics cooling. They investigated the 

thermal performance and noise generation of the fans when used in a commercially available 

laptop. They reported that the noise level of the fan was not measurable in their office environment. 

They also observed a ~6oC temperature drop in the components close to the location of the 

piezoelectric fan. They concluded that although these fans are not intended to replace rotary fans 

in high-power electronics, such as laptops, they can be used to provide supplemental cooling in 

hot spots where rotary fans cannot be used due to their inefficiency or form factor.  

Up to now, the main challenge in using piezoelectric fans for consumer electronic products 

remain to be the reliability issues related to the frequency shift and piezo material fragility. In the 

last chapter of this dissertation, practical recommendations are made to alleviate these issues.   

1.3 Background 

1.3.1 Heat transfer study of piezoelectric fans 

As discussed earlier, most of the literature about piezoelectric fans focus primarily on their 

thermal performance. Past studies [5], [6], [4], [7]–[12] examined the effects of various parameters 

on the heat transfer performance of piezoelectric fans.  These parameters include the gaps between 

blade tips and surrounding surfaces; the relative thickness and mechanical modulus of 

piezoelectric and blade materials; the blade length and width; and the amplitude and frequency of 

vibration.  In their study of the effects of side and tip gaps, Sufian et al. [7] observed a considerable 
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reduction in the convective heat transfer coefficient as the tip gap is increased. However, very 

minor influence from the side gaps was observed. Figure 1.3 shows the measured heat transferred 

coefficients in their work along with their experimental setup.  

 

Figure 1.3 (a) experimental setup used by Sufian et. al [7] to investigate the effect of side and tip gaps on the 

heat transfer performance of the fans (b) average convective heat transfer coefficients reported in the same study as 

a function of side and tip gaps. 

 

In another study by Acikalin et al. [10], authors concluded that the amplitude of oscillations 

and the shift from resonance frequency are prominent factors in the thermal performance of the 

piezoelectric fans with fixed tip gap to the heat source. 

Huang et al. [13] used 3D numerical simulation in conjunction with an inverse design 

technique to determine the optimum position of a fan blade for maximum heat transfer 

performance. A similar approach was used to find the optimal positions and phase angle of a dual 

piezoelectric fan assembly [14].  Petroski et al. [15] attempted to tailor airflows created by 

piezoelectric fans using complex geometric features to improve cooling performance. They 

proposed a geometrically complicated heatsink design that conforms to the complex 3D flows 

generated by piezoelectric fans. Although these past studies provide valuable insight into the 



6 

 

thermal performance of the piezoelectric fans in different situations, they don’t clearly correlate 

the thermal performance to the power consumption of these fans.  

 

1.3.2 Power consumption study of piezoelectric fans 

Power consumption is an important aspect of piezoelectric fans, especially, for applications with 

limited access to energy sources. There are very few studies in the literature that investigate the 

power consumption of a complete piezoelectric fan (i.e. actuator and plate). Most of the available 

studies focus on the power consumption in either the actuator or the oscillating plate separately. 

Liang et al. [16] reported an impedance method for calculating electrical power dissipation in 

piezoelectric beams. The advantage of this method is its simplicity and ease of use in mechanical 

models. This model, however, was developed for linear piezoelectric actuators and cannot be 

generalized for piezoelectric fans that comprise bimorph cantilever actuators. Cho et al. [17] 

extended this work and developed a five-port equivalent electric circuit model, where power 

dissipation in piezoelectric bimorphs was represented in terms of a 5×5 impedance matrix. This 

model, however, is unnecessarily complex for the case of piezoelectric fans and yet does not 

consider the aerodynamic effects of the plate.  

Electrical losses in the actuator, however, represent only a portion of power dissipation in 

piezoelectric fans. Mechanical losses due to mechanical hysteresis in shims and interfacial bonding 

materials, for example, can be appreciable.  In a related study, Sheu et al. [18] observed that the 

hardness and thickness of bonding materials can have significant effects on vibration amplitudes, 

and hence, the power consumption. Wait et al. [19] experimentally studied the electromechanical 

coupling factors (EMCF) of piezoelectric fans and concluded that the highest EMCF could be 

achieved at the 1st resonant natural frequency as opposed to higher-order resonant frequencies. The 



7 

 

EMCF is a measure of the efficiency of the fans in converting electrical energy to mechanical 

energy. Their study was one of the first studies that measured the total power consumption of a 

complete piezoelectric fan. However, more systematic studies are required to characterize and 

categorize different portions of power consumption in a piezoelectric fan in order to enable power-

optimized and efficient designs.  

 

1.3.3 Fluid dynamics study of piezoelectric fans 

The fluid dynamics of piezoelectric fans, and pitching plates in general, have been widely 

investigated in the literature. These studies proceeded classic investigations of vibrating cylinders 

in water [20]–[22] which revealed different vortex regimes in the wake of a cylinder at different 

vibration frequencies and amplitudes and examined their impact on the drag and lift forces.  

In their 2D study, Koochesfahani [23] and Bohl et al. [24] reported vortical patterns resulting 

from sinusoidal and non-sinusoidal pitching airfoils under varying free stream conditions. They 

observed that changes from negative (drag) to positive (thrust) force coefficients or from velocity 

deficit to velocity excess occur at specific frequencies and amplitudes that nearly correspond to 

changes in vortex patterns. Similarly, Schnipper et al. [25] experimentally demonstrated different 

vortex patterns in the wake of a pitching airfoil in a uniform free stream flow and reported a phase 

diagram in the dimensionless frequency and amplitude space. Figure 1.4 shows sample vortex 

patterns observed by Schinpper et al. and the constructed regime map. 
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Figure 1.4 (a) Observed vortex patterns in the wake of an oscillating airfoil. (b) Phase diagram of vortex 

synchronization regions spanned by the width-based Strouhal number and the dimensionless amplitude. Figures are 

extracted from Schnipper et al. [25]. 

 

Buchholz et al. [26]–[28] investigated the wake structure of a series of low-aspect-ratio 

pitching plates in a non-zero freestream environment and found that with decreasing the aspect 

ratio or increasing the Strouhal number, the vortex pattern in the wake changes from 2S, 2  single 

vortex per cycle, to 2P, where two pairs of vortices are shed in each cycle. The above-referenced 

studies, however, cannot be generalized to vibrating cantilever plates operating in air, such as 

piezoelectric fans, which involve zero freestream velocity and operate at higher Reynolds 

numbers. 

Lai [29] studied a plunging airfoil in quiescent water, but no observations on associated vortex 

patterns were reported.  Heathcote et al. [30] examined flexible flapping beams in a quiescent fluid 

to analyze the effect of the beam amplitude and stiffness on the thrust generation.  This study was 

again performed at low Reynolds numbers and the vibration amplitudes at the leading edge were 

comparable with those at the trailing edge, as opposed to the piezoelectric fans. 
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Kim et. al. [31]–[34] studied flow fields generated by vibrating flat beams in air both 

numerically using the moving mesh method and experimentally using the PIV and smoke 

visualization techniques. These results helped elucidate the mechanisms of vortex generation and 

transport, but only a single frequency and a narrow range of amplitudes were considered.  In fact, 

as we shall show later in chapter 3, for the particular frequency used, the transition band between 

different vortical regimes is narrow and thus, difficult to capture. Figure 1.5 shows a sample of 

their PIV results. Eastman et al. [35] studied the thrust force generation by vibrating cantilever 

plates and proposed a correlation between the thrust and the vibration amplitude and frequency. 

The frequency range used in this study, however, was again rather narrow (59 – 63 Hz). 

 

Figure 1.5 Sample PIV results in a full cycle of piezoelectric fan oscillations, demonstrating two opposite-

signed vortices created in each cycle of oscillations. Figures are extracted from Kim et al. [31]. 
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Shrestha et al. [36] proposed a 2D vortex regime map for a vibrating cantilever plate in the 

dimensionless frequency and amplitude domain.  This past study was, however, concerned with 

flows generated from the lateral sides of a vibrating cantilever plate, as opposed to the downstream 

of its trailing edge, because the primary focus of the study was the relation between aerodynamic 

drag forces and observed vortex patterns.  The reported results were also limited to a cantilever 

plate of fixed geometry. 

Past 3D studies demonstrated that the vortices shed from the trailing and lateral edges of a 

pitching plate form horseshoe structures in the wake that interact with each other as they propagate 

downstream with the flow. Buchholz et al. [26], [27], [37]–[39] observed that each horseshoe is 

significantly deformed under the influence of two subsequent horseshoes: an opposite-sign 

interaction with the horseshoe shed immediately after and a like-sign interaction with the 

horseshoe that follows with 2π phase difference. This interaction is best demonstrated in figure 

1.6. Green et al. [40]–[42] performed 3D PIV combined with a Lagrangian Coherent Structure 

(LCS) analysis on trapezoidal pitching plates in free stream and provided 3D graphical 

representations of the vortex structures in the wake, confirming the aforementioned interactions. 

Taira and Colonius [43] used numerical simulations to investigate the transient structures shed 

from a pitching plate in a free stream starting from rest. By studying the three-dimensional 

horseshoe vortex structures emanating from a pitching plate in a quiescent fluid, Agarwal et al. 

[44] showed that the complex interactions reported in the previous studies are highly influenced 

by free stream flows and that they are largely absent in quiescent fluids. Oh et al. [34], [45] used 

moving mesh 3D numerical simulations to analyze the vortex structures and flow field in the wake 

of a pitching plate in a quiescent fluid confined by two end walls. They demonstrated for the first 
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time the unconventional 3D shape of the mean jet downstream of a pitching plate. The shape of 

the jet downstream of piezoelectric fans is analyzed in more depth in chapter 4. 

 

Figure 1.6 Schematic of 3D vortex structures in the wake of a pitching plate with aspect ratio of AR = 0.54, 

Strouhal number of St = 0.23, and Reynold number of Re = 640 (Buchholz and Smits [26]). Different numbers 

represent the order of horseshoe structures that are generated in each half cycle, with the lowest number being the 

newest structure. 

 

1.4 Objective of the present work 

In the present study, we aim to provide a comprehensive investigation of the power 

consumption mechanisms, complex fluid dynamics, and heat transfer performance of piezoelectric 

fans with the goal of facilitating the optimized design of these fans for a variety of applications. 

Our efforts in the current work are focused on (i) providing a simple and experiment-backed 

analytical model for the power consumption of the piezoelectric fans and propose a guideline for 

selecting optimal fan operating conditions for maximum power efficiency, (ii) investigating the 

vortex regimes in the wake of thin cantilever plates of systematically varied geometries, resonant 

frequencies and amplitudes oscillating in quiescent air in order to understand their correlation with 

downstream flow generation, (iii) revealing the three-dimensional characteristics of the time-
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averaged air jet downstream of the piezoelectric fans and its complex dependence on the 

vibrational and geometrical parameters of the fan, (iv) and proposing various methods to enhance 

the power efficiency of these fans through systematic changes to the plate geometry or the heated 

surface roughness. 

1.5 Organization of the document 

The rest of this dissertation is organized as follows. In chapter 2 we report a combined 

experimental and modeling study to help elucidate power dissipation mechanisms in piezoelectric 

fans. We examine three main sources of power dissipation: dielectric loss within a piezoelectric 

actuator; mechanical hysteresis loss; and viscous dissipation in induced airflows.  We use 

independently validated mechanical models together with experimentally measured data to 

estimate the contribution from each source of power dissipation. Convective heat transfer 

coefficients and normal forces due to the fan’s operation are then correlated with the component 

of power directly related to induced air flows, referred to as air flow power. An optimal bias 

voltage for maximum power efficiency, as characterized by the ratio of the air flow power to the 

total consumed power, is then determined using our model.  Lastly, we relate the air flow power, 

and hence indirectly the heat transfer coefficient and normal force, to the blade’s geometrical 

parameters to facilitate systematic optimization of the blades for both cooling performance and 

power efficiency. 

Chapter 3 provides our two-dimensional experimental and numerical study of the vortex 

regimes present in the wake of a harmonically oscillating thin cantilever plate in a quiescent fluid 

(which can be very well generalized to the piezoelectric fan flows) and their effect on the flow 

generation downstream. We perform particle imaging velocimetry (PIV) experiments together 

with numerical simulation based on the immersed boundary method (IBM) to characterize vortex 
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generation and propagation and to compare the temporal decays of vortices generated in different 

regimes.   

In chapter 4, we investigate the three-dimensional characteristics of the time-averaged induced 

jet in the wake of an unconfined pitching cantilever plate in a quiescent fluid and correlate these 

characteristics with transient vortex structures in the wake and their temporal evolution. We 

perform 2D and 3D PIV experiments together with three-dimensional immersed boundary 

numerical simulations to visualize and extract wake structures downstream of plates of different 

vibrational (frequency and amplitude) and geometric (width and length) parameters and provide a 

guideline to predict the shape of the jet.  

In chapter 5, we investigate the effect of the plate geometry on the flow generation capability, 

power consumption and thermal performance of the piezoelectric fans as a means of improving 

their efficiency. 

Lastly, chapter 6 includes our study of the effect of the heat source roughness on the thermal 

and power performance of the piezoelectric fans as another means of improving their efficiency.  
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Chapter 2. Power dissipation mechanisms in piezoelectric fans 

2.1 Background 

Understanding the power consumption mechanisms in piezoelectric fans is a crucial step 

towards optimizing their performance. Any change in the motion or geometry of the plate or the 

surface properties of the heated object is considered improvement only if it delivers the same 

thermal performance with less power consumption. The power consumption of the piezoelectric 

fans and their correlation with flow generation and thermal performance have not received 

adequate attention in the relevant literature. As previously pointed out in Chapter 1, only a handful 

of studies have delved into the power consumption in piezoelectric fans [16], [17], [19]. These 

studies, however, do not answer some questions that are critical for systematic design and 

optimization of these fans. For instance, what are different mechanisms of power consumption in 

these fans? What is the amplitude and frequency dependence of each source? what are the 

contribution of each of these sources of power loss, or in other words, how much improvement do 

we get if we reduce the power consumption of each source? Which mechanism(s) is (are) directly 

related to the flow generation and thus, the heat transfer performance and which ones are parasitic 

losses? How can we increase the power efficiency of these fans? In the following chapter, we try 

to provide an in-depth investigation of the power consumption in piezoelectric fans and answer 

the above questions. 

2.2 Nomenclature 

Aact Amplitude of the actuator, m Pdielectric Dielectric loss in the actuator, mW 

Ablade Amplitude of the blade, m Pflow Airflow power, mW 

C1 Structural damping of the actuator, kg/s Ptotal Total power consumption of the fan, mW 

C2,a Aerodynamic damping of the blade, kg/m Qheater Heater Power, W 
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Cact Actuator coefficient, m/V Qloss Heat loss, W 

Cblade Blade coefficient, dimensionless Re Reynolds number, dimensionless 

CH Hysteresis coefficient, N/V Re(Y) Real part of the actuator admittance, 1/Ω 

CY Dielectric loss coefficient, J/V4 S Area of the heated surface, m2 

d Location of the added mass, m T Period of oscillations, s 

de Piezoelectric displacement factor, m/V t Time, s  

E Young’s modulus, GPa tb Thickness of the blade, mm 

F Force on an opposing surface, mN tanδ Tangent loss factor of the actuator, dimensionless 

F0 Equivalent force at the tip of the actuator, N utip Blade tip velocity, fAblade, m/s 

f Frequency, Hz V Amplitude of the bias voltage, V 

H Hysteresis factor, N Vmax Bias voltage for maximum efficiency, V 

htotal Total (free and forced) convection heat 

transfer coefficient, W/m2K 

Vrms RMS voltage, V 

k1 Bending stiffness of the actuator, N/m wb Width of the blade, m 

k2 Bending stiffness of the blade, N/m z State variable, m 

kair Thermal conductivity of air, W/mK Greek symbols 

 

 

L Length of the heated surface, mm α Aerodynamic and geometrical parameter, J s2/V3 

lb Length of the blade, mm αp Parameter related to the shape of the hysteresis curve, 

dimensionless 

lp Length of the actuator, mm β Mechanical loss parameter, J /V2 

m0 Original mass, kg βp Parameter related to the shape of the hysteresis curve, 

dimensionless 

me,1 Effective mass of the actuator, kg γ Hysteresis loss parameter, J /V4 

me,2 Effective mass of the blade, kg γp Parameter related to the shape of the hysteresis curve, 

dimensionless 

Nutotal Total (free and forced) Nusselt number, 

dimensionless 

ω Angular frequency, rad/s 

Pactuator Power consumption in the actuator, mW   
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2.3 Experimental setup 

We use commercial piezoelectric fans (Steminc, Inc.) modified in-house for the present study.  

The piezoelectric actuator in each of the fans consists of two 185 m-thick piezoelectric ceramic 

film (Pb (Zr0.53Ti0.47) O3; PZT - 4 ) with a 142 m-thick copper shim sandwiched in between.  The 

other geometric parameters of the piezoelectric fans (figure2.1) and their natural resonant 

frequencies are listed in table 2.1. The blades of different thicknesses are made by bonding 

different numbers of Kapton sheets, each with a thickness of 0.127 mm.  The blade width wb is 

kept 12 mm.  The actuators are clamped at the base to realize a cantilever configuration, as 

confirmed optically from the negligible slope of the actuator base during operation. 

 

Table 2.1 Experiment variables 

Control variable lb (mm) tb (mm) d (mm) Frequency (Hz) Voltage amplitude (V) 

blade length 63 - 20 0.26 - 30 - 188 70 - 140 

blade thickness 32 0.13 - 0.5 - 35 - 119 70 - 140 

location of mass 32 0.26 0 (no extra mass) - 17 62 - 20.7 50 - 190 

 

We use a high-speed camera with a maximum frame rate of 16000 fps and a video zoom lens to 

measure the amplitude of both blade and actuator vibrations. The uncertainty in the measured 

vibration amplitudes is estimated to be approximately 7 µm, representing less than 5% of the 

typical values of the measured vibration amplitudes of the actuator. The mechanical hysteresis and 

structural damping in piezoelectric fans is characterized in a vacuum chamber at a pressure of 

approximately 1cm Hg where the effects of aerodynamic damping can be neglected [46]. 

A function generator (Model 33220A, Agilent) is used to generate small amplitude (0.4V - 2V) 

pure sinusoidal voltage waves, which are then amplified using a high-voltage amplifier with a 

current monitor output (Model PZD700A, TREK). The uncertainty due to voltage and current 
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measurements are estimated to be 2 V and 0.041 A, or approximately 2% and 7% in typical 

measurements. The total power dissipation in a piezoelectric fan is obtained by numerically 

integrating the product of the measured voltage and current profiles (sampling rate 5000 Hz), with 

an estimated uncertainty of 0.5 mW, approximately 8% of typical measured powers. 

Figure 2.2a schematically shows our experimental setups to characterize the heat transfer 

coefficient and normal aerodynamic force on flat surfaces. Convective heat transfer coefficients 

over a flat surface are measured using an aluminum block (2.5 cm × 2.5 cm × 0.48cm) that has a 

thin-film electric heater of the same lateral dimensions attached to its back.  The aluminum block-

heat assembly is enclosed in a Styrofoam insulation to minimize parasitic heat loss through the 

side and back surfaces.  The front surface of the aluminum block is coated with a black paint 

(Kylon Colormaster No.1602) to achieve uniform controlled emissivity.  Five K-type 

thermocouples are attached to the aluminum block at four corners and in the middle to monitor its 

temperature (figure 2.2 b).  The spatial variations in the measured temperature rises, relative to the 

ambient temperature, are less than 5%.   For all the experiments reported in the present manuscript, 

we keep the distance of the fan blade tip to the heated surface constant at 20 mm. The major paths 

of heat loss are conduction through the insulation layer on the back and side surfaces and radiation 

from the heated front surface. Heat loss is thus estimated by knowing the emissivity of the coating 

on the front surface and measuring the temperature profile of the back and side surfaces, using 

Qloss = [∫ kins (Ti – To(x,y))/l dS ] + [ εσS(Ts
4 – Tꚙ

4)], where ε, σ, kins, l, S, To , Ts and Tꚙ are the 

emissivity of the coating on the aluminum surface (0.95), the Stephan-Boltzmann constant, the 

thermal conductivity of insulation, the length of heat transfer (insulation thickness), the area of the 

heated surface, the insulation temperature, front surface temperature and the room temperature 

respectively. The estimated total heat loss rate through the insulation is approximately 13% of the 
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typical heater power used in the present study. The values of total (combined free and forced) 

convection is then calculated from htotal = (Qheater - Qloss)/S(Ts - Tꚙ). The reliability of the estimated 

values of htotal is validated by comparing the experimental results obtained for natural convection 

(with the fan being off) with the existing empirical correlations where we observed good agreement 

within 10% over the range of surface temperatures relevant to this study. The estimated 

uncertainties in total heat transfer coefficients and Nusselt numbers are ~3 W/m2K and 5, 

respectively, approximately 12% of the typical values. 

A weight scale (Model Adventurer Pro, Ohaus) with a resolution of 0.0001 g is used to measure 

the force exerted by a piezoelectric-fan-generated airflow on an opposing flat surface (figure 2.2c).  

 

 

Figure 2.1 The length (lb), the thickness (tb) and the location of the center of mass (d) of the blades are varied in 

different sets of experiments.  The width of the blade is fixed. 
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Figure 2.2 Schematic of a) the heat transfer and power measurement setup, b) the location of the thermocouples 

and c) the aerodynamic force measurement setup used in the present study. 

 

2.4 Results and discussions 

2.4.1 Models for power dissipation 

Piezoelectric bimorph actuators – Actuators often used in piezoelectric fans are bimorph 

cantilevers with a metal shim sandwiched between two piezoelectric layers. In a piezoelectric fan 

operating at its resonance frequency, a considerable portion of power can be consumed in the 

actuator itself.  We first consider power dissipation in the actuator, which can be divided into two 

main categories: 1) electrical losses and 2) mechanical losses.  The electrical loss is due primarily 

to dielectric loss in the piezoelectric materials [47] whereas the mechanical loss is due to hysteresis 

loss in the shim and bonding layers [16], [18] and structural damping.  

 The dielectric loss is calculated using  

 𝑃𝑑𝑖𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐 = 𝑉𝑟𝑚𝑠
2  𝑅𝑒(𝑌) (2.1) 
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where Y is the electrical admittance of the piezoelectric material and Vrms is the RMS value of 

the applied sinusoidal voltage. The admittance in turn is a function of the tangent loss factor, tan 

 = 𝑗2𝜋𝑓[𝜀𝑟𝜀0(1 − 𝑗 tan 𝛿)]
𝑙 𝑤

2𝑡
 .  Here f, εr and ε0 are the frequency, the dielectric constant and 

the vacuum permittivity, respectively.  l, w, and t are the length, width and thickness of the 

piezoelectric material, respectively.  We use the values reported in the literature for the tangent 

loss factor of the piezoelectric material used in the present study (PZT-4) [48], [49]. 

To quantify power dissipation due to mechanical hysteresis, we adapt a model reported by Low 

and Gou [50]. They introduce a state variable z, coupled with the equation of motion of the 

actuator: 

 

 𝑧̇ = 𝛼𝑝𝑑𝑒𝑉̇ − 𝛽𝑝|𝑉̇|𝑧 − 𝛾𝑝𝑉̇|𝑧| 

 𝑚𝑒,1𝑦̈ + 𝐶1𝑦̇ + 𝑘1𝑦 = 𝑘1(𝑑𝑒𝑉 − 𝑧) (2.2) 

 

Here, α, β and γ are parameters related to the shape of the hysteresis loop, V is the excitation 

voltage amplitude, me,1 is the effective mass of the actuator (= 33/140 m0), k1 is the mechanical 

stiffness of the actuator beam, and F0 is the equivalent force applied to the tip of the actuator.  m0 

is the mass of the actuator and C1 is the structural damping coefficient for the actuator.  

We substitute V in Eq. (2.2) with a sinusoidal signal, V = V0 sin(ωt) and solve the first equation 

for the state variable z using representative values of α, β and γ reported in a previous study for 

piezoelectric actuators [29]. The predicted temporal variation in z, shown in figure 2.3, can be 

approximated with a step function, that is, a constant value with alternating signs tracking cos(ωt), 

or the direction of the oscillation velocity.   
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Figure 2.3 Calculated values of z for a sinusoidal excitation voltage with a) α=1×10 -1, β=5×10 -2, γ=-1×10 -3, 

de=1×10 -6 b) α=5×10-1, β=5×10 -2, γ=-1×10-3, de=1×10 -6 c) α=5×10 -1, β=1×10 -1, γ=-1×10 -3, de=1×10 -6 d) α=5×10 -

1, β=1×10 -1, γ=-1×10 -2, de=1×10 -6 

 

For sinusoidal bias voltages and the ranges of vibration amplitudes considered in the present 

study, the model can be well-approximated by replacing the terms k1deV and k1z in Eq. (2.2) with 

the equivalent force F0 due to bending of the actuator at the tip and the hysteresis parameter H, 

respectively.  

 

 𝑚𝑒,1𝑦̈ + 𝐶1𝑦̇ + 𝑘1𝑦 + 𝐻 𝑠𝑖𝑔𝑛 (𝑦̇) = 𝐹0𝑠𝑖𝑛 (𝜔𝑡) (2.3) 

 

Figure 2.4 shows the schematic representation of the mechanical model captured in Eq. (2.3). 

 

Figure 2.4 Schematic of the proposed mechanical model for the piezoelectric bimorph actuator that accounts for 

mechanical hysteresis (H) and structural damping (C1). 
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The hysteresis parameter H has the unit of force and can be interpreted as a measure of the 

opposing force arising from mechanical hysteresis under harmonic excitation [18], [50].  

To determine the hysteresis parameter, H, we experimentally obtain hysteresis loops of our 

piezoelectric actuators. Figures 2.5a-c show example hysteresis loops we obtain from our 

piezoelectric actuators for 3 different bias voltage amplitudes (50 V, 70 V, 120 V).  Each loop is 

approximated using a parallelogram that conserves the area [51].  The intersections of the parallel 

top and bottom sides with the displacement axis, labeled z+ and z -, are obtained and averaged (𝑧̅).  

The hysteresis parameter is then calculated as H = k1 𝑧̅,  The values thus obtained are normalized 

with the corresponding equivalent tip bending force F0 and listed in table 2.2 together with values 

reported in the literature for comparison.  Measurements performed at two different actuation 

frequencies, 60 Hz and 150 Hz, show relatively small frequency dependence of the hysteresis 

parameter. We note that the piezoelectric fans are operated near the resonance frequencies of the 

blades (20 ~ 120 Hz).  These are well below the resonant frequency of the actuator (~300 Hz), 

around which rate dependency of hysteresis causes significant deviation from quasi-steady 

condition [51]–[53]. Note that the extracted hysteresis parameter is  approximately a linear 

function of the vibration amplitude  and hence the bias voltage amplitude, consistent with the 

observation of the earlier study [51]. 

 

Table 2.2 H parameter (in N) obtained from hysteresis loop 

 50 V 70 V 120 V Have./F0 Literature [51] 

60 Hz 0.039 0.062 0.092 0.46 0.4 

150 Hz 0.041 0.074 0.095 0.48 0.51 
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Figure 2.5 The measured hysteresis loop (black dashed lines) for a bimorph piezoelectric actuator subject to (a) 

50 V (b) 70 V and (c) 120 V sinusoidal voltage at 60 Hz (resonance frequency of the piezoelectric fan).  The solid 

line shows a parallelogram approximating the hysteresis loop. 

 

The hysteresis parameter H can also be estimated independently by fitting the frequency-

dependence of the vibration amplitudes of harmonically excited actuators measured in vacuum 

using Eq. (2.3) with H as the free parameter in a genetic algorithm [54]. Representative data of the 

tip vibration amplitudes normalized with respect to the static tip deflection (δstatic) are shown in 

figure 2.6 as a function of the normalized actuation frequency. Here, n is the first resonant 

frequency of the actuator.  The values of H obtained using this method agree with the values 

obtained using the hysteresis curves discussed above to within 15%.  Also shown for comparison 

are the curve fits obtained without accounting for mechanical hysteresis (Eq. (2.3) with H = 0).  

The frequency-dependence of vibrational amplitudes cannot be captured properly without 

considering mechanical hysteresis. 
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Figure 2.6 The normalized tip vibration amplitudes in vacuum as a function of the normalized frequency for a 

piezoelectric bimorph actuator. The solid line represents the model predictions that account for mechanical 

hysteresis and the dashed, short-dashed, and dash-dotted lines show the model fit without accounting for the 

mechanical hysteresis. ξ is the damping factor used for each case. 

 

The power consumption in the actuator can be calculated using the following expression: 

 

 𝑃𝑎𝑐𝑡𝑢𝑎𝑡𝑜𝑟 = 4𝐻|𝐴𝑎𝑐𝑡𝑢𝑎𝑡𝑜𝑟|𝑓 + 𝑉𝑟𝑚𝑠
2  𝑅𝑒(𝑌) + 2𝜋2𝐶1|𝐴𝑎𝑐𝑡𝑢𝑎𝑡𝑜𝑟|

2𝑓2 (2.4) 

 

Here, Aactuator is the vibration amplitude of the tip of the actuator and f is the vibration frequency.  

The last term represents dissipation due to structural damping. To determine power dissipation due 

to structural damping in piezoelectric actuators, we measure the step response of actuators under 

vacuum.  We apply and then turn off a sinusoidal bias voltage of amplitude 100 V to an actuator.  

The resulting damped oscillations are then recorded and fitted with Eq. (2.3) to characterize 

structural damping (figure 2.7). The average damping coefficient of 0.071 kg/s, thus obtained, 

translates into a relatively small power consumption of ~ 0.05 mW (less than 1% of the typical 

power consumptions). 
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Figure 2.7 A representative step response of a bimorph actuator to characterize structural damping of the 

actuator. 

  

Figure 2.8 shows the experimentally measured and predicted power dissipation in the actuator.  

For a fixed applied voltage amplitude, the power dissipation increases nearly linearly with the 

frequency.   At a relatively low voltage amplitude (60 V), the dielectric loss is negligible [48], [49] 

and the mechanical hysteresis loss dominates the total power dissipation.  At a higher voltage 

amplitude (100 V), the dielectric loss becomes more important.  Under actuation conditions tested 

here, the mechanical hysteresis accounts for over 70% of the power dissipated in the actuators.  

The power dissipation predicted using our model agrees well with the experimental results. We 

emphasize that all the parameters used in the model, especially the hysteresis factor H and the 

dielectric loss factor tan , are obtained independently. Previous studies suggested approaches to 

reduce mechanical hysteresis loss [55][56][57]. 
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Figure 2.8 Power dissipation in the piezoelectric actuator under different applied voltages: 60 V (red) and 100 V 

(black). The experimentally measured values are shown as the symbols, the predicted mechanical loss as the dashed 

lines, and the sum of the predicted mechanical and electrical losses as the solid lines. 

 

Complete piezoelectric fan – We next extend our model to consider total power dissipation in 

piezoelectric fans equipped with flexible blades. Figure 2.9 shows our mechanical model for a 

complete piezoelectric fan.  Baker et al. [46] identified viscous dissipation in air flows generated 

by a vibrating beam as a major mechanism of power consumption in the system. For large-

amplitude vibrations, where the tip displacements are comparable to the dimensions of the blade, 

previous studies ([46] [58]) showed that the rate of viscous dissipation is approximately 

proportional to the tip velocity squared.  We characterize the structural damping of blades in the 

piezoelectric fans (figure 2.10) using a similar method described for the actuator. The associated 

power consumption is again relatively small, approximately 0.5 mW, accounting for less than 10% 

of typical total power consumption in the present study. In view of this, we neglect structural 

damping in the model as a separate source of dissipation for mathematical simplicity. 
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Figure 2.9 Schematic of the mechanical model we use to describe a complete piezoelectric fan. 

 

 

Figure 2.10 A representative step response of a blade in a piezoelectric fan to characterize structural damping. 

 

The equation of motion of the complete mechanical system is: 

 

 [
𝑚𝑒,1 0

0 𝑚𝑒,2
] [
𝑦1̈
𝑦2̈
] + [

𝐶1 0
0 0

] [
𝑦1̇
𝑦2̇
] + [

0 0
0 𝐶2,𝑎

] [
𝑦1̇
𝑦2̇

|𝑦1̇|

|𝑦2̇|
] +  

 [
𝐻 0
0 0

] 𝑠𝑖𝑔𝑛 ([
𝑦1̇
𝑦2̇
]) + [

(𝑘1 + 𝑘2) −k2
−𝑘2 𝑘2

] [
𝑦1
𝑦2
] =  

 [
𝐹0 𝑠𝑖𝑛(𝜔𝑡)

0
] (2.5)

  

 

0.0 0.2 0.4 0.6 0.8 1.0

-15

-10

-5

0

5

10

15

20

A
m

p
li
tu

d
e

 (
m

m
)

Time (s)

 measured damped amplitudes

 model (Cstr, blade = 0.0003 kg/s)



28 

 

Here, me,2 is the effective mass of the blade, which is determined by transforming the distributed 

inertial force into a point force acting on the center of pressure [59], [60].  From the observation 

of negligible difference in resonance frequency between the ambient condition and vacuum, 

Bidkar et. al. [58] concluded that the added mass effect from air is negligible for typical 

piezoelectric fans. 

The damping factor C2,a captures the aerodynamic damping of the blade vibration, which is a 

dominant source of power dissipation near the resonance. We fit the measured vibration 

amplitudes of the blades using Eq. (2.5) to determine C2a.  A representative result is illustrated in 

figure 2.11.  

The rate of viscous dissipation, also referred to as the airflow power, is  

 

 𝑃𝑓𝑙𝑜𝑤 =
32π2

3
𝐶2𝑎|𝐴𝑏𝑙𝑎𝑑𝑒|

3𝑓3  (2.6)

   

 

when averaged over one period. Here, Ablade is the vibration amplitude of the blade at its center 

of pressure and is linearly related to Atip, the vibration amplitude at the tip of the blade.   

Note that the blade tip velocity utip = f Atip.  The airflow power Pflow then scales as 

 

 𝑃𝑓𝑙𝑜𝑤 ~ 𝑢𝑡𝑖𝑝
3  (2.7) 

 

The total power dissipation in the piezoelectric fan is estimated by summing Pflow and Pactuator, 

while neglecting the structural damping of the actuator: 

 𝑃𝑡𝑜𝑡𝑎𝑙 = 𝑃𝑎𝑐𝑡𝑢𝑎𝑡𝑜𝑟+𝑃𝑓𝑙𝑜𝑤 = 
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 4𝐻|𝐴𝑎𝑐𝑡𝑢𝑎𝑡𝑜𝑟|𝑓 + 𝑉𝑟𝑚𝑠
2  𝑅𝑒(𝑌) +

32π2

3
𝐶2𝑎|𝐴𝑏𝑙𝑎𝑑𝑒|

3𝑓3  (2.8) 

 

Figure 2.11 A representative result showing the measured vibration amplitude at the blade tip as a function of 

the excitation frequency (the black symbols) and the fit with our mechanical model (the solid line). 

 

Figure 2.12 shows the experimentally measured and predicted power dissipation for a 

piezoelectric fan operating near its first resonance frequency.  Also shown is the power dissipation 

in the actuator, which is obtained from a nominally identical piezoelectric fan but with its blade 

cut off.  The applied voltage amplitude is 80 V.   

Away from the resonance, the vibration amplitude of the blade tip is small. The power 

dissipation in the piezoelectric fan is then dominated by the mechanical hysteresis and dielectric 

loss in the actuator.  

In contrast, at or near the resonance frequency (58 Hz), there is a peak in the power dissipation 

for the piezoelectric fan.  The difference between the piezoelectric fan and the actuator (without 

the blade) can be accounted for by the airflow power, Pflow.  It is this portion of the power 

dissipation that should correlate with the heat transfer performance.  The total power dissipation 
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predicted using Eq. (2.8) with independently determined parameters matches the experimental data 

well. 

 

Figure 2.12 Power dissipation in a piezoelectric fan and in a bare actuator (with the blade cut off).  The 

measured powers (triangles) peak at the resonance frequency of the fan (~58 Hz). The predicted powers are also 

shown as the red solid line and the blue dashed line. 

 

2.4.2 Heat transfer performance and power dissipation 

To examine relationships between the heat transfer performance of piezoelectric fans and the 

power dissipation, specifically the airflow power, we perform several sets of experiments using 

piezoelectric fans of different geometric parameters (Table 2.1).   

Figure 2.13 shows the Nusselt numbers (NuL,total = htotalL/kair) obtained from all the piezoelectric 

fans and the operating conditions summarized in Table 2.1.  Here, L is the length of the heated 

surface and kair is the thermal conductivity of air.  The results from these piezoelectric fans and 

operating conditions correlate reasonably well with the airflow power.   

At first glance, this result appears to suggest that changing the geometric parameters of the blade 

(length, thickness, and center of mass) has a limited effect on the power efficiency of the fans.  

That is, any enhancement in the heat transfer coefficient may need to be accompanied by 
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corresponding increase in power dissipation.  This is somewhat misleading, however, as the total 

power dissipation also includes contributions from the dielectric loss and mechanical loss as 

discussed in Section 3. 

 

Figure 2.13 The Nusselt number as a function of the airflow power for all the piezoelectric fans and operating 

conditions used in the present study.   The solid line is a guide to the eye to illustrate a positive correlation between 

the heat transfer coefficient and the airflow power. The general relation between NuL,total and ReL can be indirectly 

approximated as NuL,total = 0.98 ReL
0.525. 

 

The data shown in figure 2.13 can be fitted using an empirical relation of the form  

 

 𝑁𝑢𝐿,𝑡𝑜𝑡𝑎𝑙~ 𝑃𝑓𝑙𝑜𝑤
0.175 (2.9) 

 

Using Eq. (2.6) for Pflow and the Reynolds number defined in terms of the tip velocity utip  

 

 𝑅𝑒𝐿 =
𝑢𝑡𝑖𝑝 𝐿

𝜈
 , (2.10) 

 

we can re-write the above correlation in terms of the two dimensionless parameters: 
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 𝑁𝑢𝐿,𝑡𝑜𝑡𝑎𝑙  ~𝑅𝑒𝐿
0.525  (2.11) 

 

The above correlation is consistent with those reported in [61] and [62] for heat transfer 

performance of jets impinging on a flat surface.  These earlier correlations reveal similar 

dependence of NuL,total on ReL, namely NuL,total ~ ReL
 a with 0.4 < a < 0.8.  

Note that the experimental data from piezoelectric fans of different blade thicknesses deviate 

more from the general trend than those from the other fans.  We suspect that this larger deviation 

may have to do with additional structural damping in the thicker blades.  Blades of different 

thicknesses were prepared by bonding different layers of Kapton sheets together.  This may have 

led to different degrees of structural damping in different blades, which was not taken into account 

in our model for power dissipation. 

To further help elucidate the physical origin of the airflow power, we perform a separate set of 

experiments where we measure the normal force exerted on an opposing flat surface by airflows 

generated by the piezoelectric fan.  The opposing surface is located in the same relative orientation 

with respect to and at the same distance from the fan as our heated surface.  The general trend once 

again can be captured in terms of the Reynolds number (shown in figure 2.14):  

 

 𝐹 ~ 𝑅𝑒𝐿
2.36 (2.12) 

 

This is again consistent with a correlation reported earlier for the thrust force exerted by 

piezoelectric fans,  F ~ Ablade 
2.38 f 2.19 [35]. 
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Figure 2.14 The aerodynamic force exerted on an opposing surface by a piezoelectric fan as a function of the 

airflow power.  The solid line is a guide to the eye to illustrate a positive correlation between the aerodynamic force 

and the airflow power. The general relation between nondimensionalized force, F/F ’, where F ’=½ ρair utip
2L2

 , and 

ReL can be indirectly approximated as F/F ’ = 8.9 ×10-2 ReL
0.36. 

 

Figure 2.15 shows the airflow power as a function of the total power dissipation.  For our 

particular set of fans, the airflow power accounts for approximately 30 to 80% of the total power 

dissipation.  This fraction generally increases with increasing vibration frequencies because the 

airflow power exhibits stronger frequency-dependence than the dielectric and mechanical losses.  

Piezoelectric fans with longer blades, for example, can have worse overall power efficiencies than 

fans of shorter blades. However, merely trying to design a piezoelectric fan with a highest resonant 

frequency may lead to excessive reduction in the vibration amplitude of the blade tip, which can 

be detrimental to cooling performance. 
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Figure 2.15 Airflow power vs. total power consumption. Airflow power accounts for 30 to 80% of the total 

power dissipation in the piezoelectric fan. 

 

A useful figure of merit for characterizing the power efficiency of piezoelectric fans is the ratio 

between the flow power Pflow and the total power Ptotal.  This ratio is represented as the slope in 

figure 2.15.  The ratio, hereafter referred to as the cooling power efficiency, can be expressed using 

parameters from our power dissipation model as  

 

 
𝑃𝑓𝑙𝑜𝑤

𝑃𝑡𝑜𝑡𝑎𝑙
=

32π2

3
𝐶2𝑎|𝐴𝑏𝑙𝑎𝑑𝑒|

3𝑓3

4𝐻|𝐴𝑎𝑐𝑡𝑢𝑎𝑡𝑜𝑟|𝑓+𝑉𝑟𝑚𝑠
2  𝑅𝑒(𝑌)+

32π2

3
𝐶2𝑎|𝐴𝑏𝑙𝑎𝑑𝑒|

3𝑓3
 (2.13) 

   

 

Since the airflow power has the strongest frequency dependence, we expect the cooling power 

efficiency increases as the frequency increases. To help explore the bias voltage amplitude 

dependence of the cooling power efficiency, we represent those parameters in the above equation 

that depend on the bias voltage amplitude V as 
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 𝐴𝑎𝑐𝑡𝑢𝑎𝑡𝑜𝑟 = 𝐶𝑎𝑐𝑡𝑉 (2.14) 

 

 𝐴𝑏𝑙𝑎𝑑𝑒 = 𝐶𝑏𝑙𝑎𝑑𝑒 𝐴𝑎𝑐𝑡𝑢𝑎𝑡𝑜𝑟 = (𝐶𝑏𝑙𝑎𝑑𝑒 𝐶𝑎𝑐𝑡)𝑉 (2.15) 

 

 𝐻 = 𝐶𝐻𝑉 (2.16) 

 

 𝑅𝑒(𝑌) = 𝐶𝑌𝑉
2𝑓 (2.17) 

 𝑉𝑟𝑚𝑠 = 
√2

2
𝑉 (2.18) 

 

The coefficients Cact, Cblade, CH and CY are determined either experimentally or obtained from 

literature.  Note that parameters Aactuator, Ablade, CH and tan δ (via Y) in Eqs. (2.14) – (2.17) are 

assumed to be independent of the actuation frequency under the conditions of our experiments 

[48].  

The cooling power efficiency can then be rewritten as 

  

 
𝑃𝑓𝑙𝑜𝑤

𝑃𝑡𝑜𝑡𝑎𝑙
=

[
32π2

3
𝐶2𝑎𝐶𝑏𝑙𝑎𝑑𝑒

3𝐶𝑎𝑐𝑡
3]

⏞                
𝛼

𝑉3𝑓3

[4𝐶𝐻𝐶𝑎𝑐𝑡]⏟      
𝛽

 𝑉2𝑓+[
𝐶𝑌
2
]⏟

𝛾

𝑉4𝑓+[
32π2

3
𝐶2𝑎𝐶𝑏𝑙𝑎𝑑𝑒

3𝐶𝑎𝑐𝑡
3]

⏟                
𝛼 

𝑉3𝑓3
  (2.19) 

   

 

Here, the parameter group α captures the aerodynamic and geometrical properties of the blade, 

the group β mechanical loss in the actuator, and the group γ dielectric loss in the actuator.   

Figure 2.16 shows the cooling power efficiency as a function of the bias voltage amplitude V for 

five different actuation frequencies.  For each actuation frequency, the cooling power efficiency 
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exhibits a peak value.  To the left of these peaks, the blade vibration amplitude and the air flow 

power are small.  The mechanical hysteresis loss, which scales as V2, is the dominant source of 

power dissipation in this region.  Since the air flow power scales as V3, the cooling power 

efficiency first increases with increasing bias voltage amplitudes.  As the bias voltage amplitude 

is increased further, the dielectric loss, which scales as V4, becomes more significant.  The increase 

in the air flow power cannot keep up with the increase in the dielectric loss and the cooling power 

efficiency begins to decrease with further increase in the bias voltage amplitude.  At still higher 

values of V, the amplitude of blade vibration tends to saturate while the airflow power stays almost 

constant, leading to a further gradual decrease in the cooling power efficiency. This decrease is 

more pronounced at lower actuation frequencies.   

The bias voltage amplitude where the maximum cooling power efficiency occurs is 

mathematically obtained by equating the first derivative of Eq. (2.19) with respect to V to zero:  

 

 𝑉𝑚𝑎𝑥 = √
𝛽

𝛾
 (2.20) 

 

For the piezoelectric actuators used in the present study, we estimate Vmax to be 101 V.  The 

data shown in figure 2.15 with the high cooling power efficiencies (as high as 0.8) are obtained 

with bias voltages 90 ~ 120 V, consistent with this value of Vmax. Note that this voltage amplitude 

only depends on  and , which in turn depend only on the geometry and material properties of the 

actuator and not those of the blade or actuation frequency.  Although Vmax itself is a function only 

of the actuator characteristics, the value of the maximum cooling power efficiency is a function of 

the blade characteristics and actuation frequency:  
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𝑃𝑓𝑙𝑜𝑤

𝑃𝑡𝑜𝑡𝑎𝑙
)
𝑚𝑎𝑥

= 
𝛼(

𝛽

𝛾
)
3 2⁄

𝑓3

2
𝛽2

𝛾
𝑓+ 𝛼(

𝛽

𝛾
)
3 2⁄

𝑓3
 (2.21) 

 

Figure 2.16 The cooling power efficiency obtained from our model as a function of the bias voltage amplitude 

at different frequencies.  Note that the voltage amplitude that corresponds to the peaks in the cooling power 

efficiency does not change with the frequency over the range considered in the present work. 

 

In designing or selecting piezoelectric fans, one must consider both the power efficiency and the 

absolute heat transfer performance, which we have shown to correlate with the air flow power.  To 

facilitate such design processes, we next present an approximate relation between the air flow 

power and the geometric parameters of fan blades.   

We first rewrite Eq. (2.6) explicitly in terms of the blade parameters.  The resonance frequency 

is first expressed as [59], [60]: 

 

 𝑓
𝑟𝑒𝑠.
~ (

𝐸

𝜌𝑏𝑙𝑎𝑑𝑒
)
0.5

𝑡𝑏
𝑙𝑏
2  (2.22) 

 

The aerodynamic damping coefficient, C2,a is linearly proportional to the area of the blade, lw 

[58]: 
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 𝐶2,𝑎 ~ 𝜌𝑎𝑖𝑟 𝑙𝑏𝑤𝑏 (2.23) 

 

The amplitude of the blade is linearly dependent on the amplitude of the actuator tip (Eq. (2.15)).  

From the experimental data and mathematical model, we relate Cblade with the mass densities: 

 

 𝐶𝑏𝑙𝑎𝑑𝑒 ~ (
𝜌

𝜌𝑎𝑖𝑟
)
0.5

 (2.24) 

 

Substituting Eqs. (2.22) – (2.25) into Eq. (6), we obtain: 

 

 𝑃𝑓𝑙𝑜𝑤 = 𝐶
∗ 𝐸1.5

𝜌𝑎𝑖𝑟
0.5  {

𝑤𝑏 𝑡𝑏
3

𝑙𝑏
5 (𝐶𝑎𝑐𝑡𝑉)

3 } (2.25) 

 

where C* is a proportionality constant.   

We compare the air flow powers we extract from the experimental data with the predicted trend 

from Eq. (2.25) to determine the proportionality constant, C *, for our piezoelectric fans.  The 

experimental values and the fit are shown in figure 2.17.  Given that the air flow power is obtained 

indirectly and has appreciable uncertainty, we consider the quality of the fit to be overall 

reasonable.  We note that the model represented in Eq. (2.25) does not account for possible non-

linearity in the mechanical behavior of blades and their structural damping. 
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Figure 2.17 A linear fit to the air flow power obtained from the experiments (red symbols) to determine the 

proportionality constant C * (10.7) in Eq. (2.25). The average deviation between the data and the curve fit is 

approximately 25% of the mean value of the airflow power over the range considered.  Approximate analytic 

expressions for the heat transfer coefficient and the normal aerodynamic force on an opposing surface may be 

obtained in terms of the geometrical parameters of the blades by substituting Eq. (2.25) into the least-square fits to 

the experimental data:   NuL, total = 29.51 P 0.175 and F = 0.062 P 
0.79

 (mN).  The average deviation between the data 

and the fit is approximately 10% (for the heat transfer coefficient) and 20% (for the aerodynamic force) of the 

respective mean value. 

 

2.5 Summary 

Optimizing the power efficiency of piezoelectric fans requires a deeper understanding of the 

mechanisms involved in their power consumption. In this chapter, we reported a combined 

experimental and modeling study to help elucidate different power dissipation mechanisms in 

piezoelectric fans and obtain an optimal operating condition for maximum power efficiency.  We 

measured power dissipation in fans of different blade lengths, thicknesses and mass distributions 

as functions of the frequency and magnitude of sinusoidal bias voltages.  Models that account for 

dielectric loss, mechanical hysteresis, and aerodynamic damping from generated air flows were 

used to partition power dissipated in the fans.  
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Our data and model analyses showed that the mechanical hysteresis loss and the dielectric loss 

are dominant sources of parasitic power dissipation in the actuators. Our measurements showed 

that 30 to 80% of the total power consumed stem for generated air flows. The experimentally 

determined average heat transfer coefficients and aerodynamic thrust forces on flat surfaces 

correlate generally well with the air flow power, further verifying the fluid dynamics origin of this 

portion of dissipated power.  

We introduced the power ratio as a useful indicator of the portion of total power that is used to 

generate air flows and thereby contributes to convective cooling. Using our mechanical models, 

we investigated the frequency and voltage dependence of the power ratio and determined an 

optimal bias voltage amplitude that maximizes the power ratio, and hence power efficiency, by 

balancing the mechanical hysteresis loss and the dielectric loss with respect to the air flow power. 

Finally, we related the air flow power and hence heat transfer performance to the blade’s 

geometrical parameters to assist overall design or selection of fan blades. 

The results presented in this chapter reveal, for the first time, the importance of the dissipative 

aerodynamic forces acting on the oscillating blade (and their associated power consumption) in 

the overall performance of the fans. To improve our understanding of the operation of piezoelectric 

fans and facilitate their more systematic optimization, a better understanding of the fluid dynamics 

and vortex behavior of these fans is required. In the next two chapters, we aim to perform a deep 

study on the two-dimensional and three-dimensional properties of the downstream flows created 

by piezoelectric fans.  
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Chapter 3. Vortex regimes downstream of piezoelectric fans 

3.1 Background 

In the previous chapter, it was shown that the flow power resulting from the aerodynamic 

forces acting on the oscillating plate constitutes a considerable portion of the total power 

consumption within a piezoelectric fan. In this chapter, we perform a deeper investigation of the 

fluid dynamic mechanisms that convert the oscillatory motion of the plate to a streamwise flow. 

We do this through a comprehensive study of the fluid-solid interactions at the trailing edge of the 

plates and the resulting vortex patterns in the wake.  

Interactions between vibrating cantilever plates and surrounding fluids have been the subject 

of many studies. These structures have continued to gain attention due to a variety of applications, 

such as piezoelectric fans for electronics cooling [12], [63], [64], electrostatic [65] and 

electromagnetic [66] fluid accelerators, energy harvesting using vortex induced vibrations [67]–

[69], micro air vehicles (MAVs) [70], ionic polymer metal composites (IPMCs) [71]–[74], and 

micro-mixers and aerosol collectors [75].  Applications that require net flow generation, such as 

piezoelectric fans, rely primarily on vortex generation at the trailing edges. Understanding the 

mechanisms and patterns of vortex generation and propagation is critical for the systematic design 

and optimization of vibrating plates in these applications. 

Kim et al. [31] performed a comprehensive study on the mechanisms of vortex generation and 

propagation in piezoelectric fans. They revealed phase-resolved vorticity contours, trajectory and 

circulation of the vortex pairs generated in each cycle of oscillations. However, this study 

considered a limited range of amplitudes and a fixed frequency, and therefore may not be 

representative of all piezoelectric fans’ operational range, especially, because vortex dynamics are 

very nonlinear and unpredictable in nature. Shrestha et al. [36], in fact, observed several lateral 
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vortex regimes that directly affect the forces on the plate. The presence of similar vortex patterns 

in the wake of the pitching plate (downstream the trailing edge), however, is missing in the 

literature.    

In the present chapter, we investigate wake vortex regimes for thin cantilever plates of 

systematically varied geometries, resonant frequencies and amplitudes oscillating in quiescent air 

and examine their correlation with downstream flow generation. The rest of the chapter is 

organized as follows. In Section 3.2 we describe the parameters and experimental setup used in 

the present study. Section 3.3 provides the detailed description of the geometry, time-space 

discretization, solver properties and validity of the numerical simulations reported in this study. 

Section 3.4 contains the results and discussions regarding the vortex patterns observed in the 

experiments and numerical studies. Summary and conclusions are presented in Section 3.5.  

 

3.2 Experimental setup 

The vibration characteristics of the cantilevers are described by their frequency, f, and 

amplitude, A. The tip characteristic velocity is given as utip = fA. The main length scale in the 

problem is the length of the cantilever, Lc. The aspect ratio, wc/Lc, and the thickness of the plates 

only have secondary effects on the vortex generation and propagation along the centerline. We 

introduce two independent dimensionless parameters: a normalized amplitude, α and an oscillatory 

Reynolds number for the cantilever, Rec: 

 

 𝛼 =
𝐴

𝐿𝑐
  (3.1) 

 

 𝑅𝑒𝑐 = 
𝑢𝑡𝑖𝑝 𝐿𝑐

𝜈
=
 𝑓 𝐴 𝐿𝑐

𝜈
 (3.2) 
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where ν is the kinematic viscosity of the fluid. We refer to Rec simply as the Reynolds number 

throughout the rest of the paper. It is sometimes convenient to remove the amplitude in one of the 

dimensionless parameters. This can be done by using the ratio Rec/α 

 

 
𝑅𝑒𝑐

𝛼
=
𝑓 𝐿𝑐

2

𝜈
 (3.3) 

 

As we are dealing with oscillating plates in an otherwise quiescent fluid, the Strouhal number 

cannot be defined.  

A piezoelectric actuator (Steminc Inc., SMPF61W20F50) is employed in the present study to 

oscillate cantilevers at their resonance frequencies. The piezoelectric actuator consists of two 185 

m-thick piezoelectric ceramic films (Pb (Zr0.53Ti0.47) O3; PZT-4) and a 142 μm-thick copper shim 

sandwiched in between.  It is 20 mm wide and 23 mm long (figure 3.1a).  Flexible blades of 

different materials and geometries are made in-house and attached to the actuator using 

cyanoacrylate glue. Table 3.1 lists the geometric parameters of the blades along with the resonance 

frequencies, f, and the ranges of vibrational amplitudes, A, used in the present study.   

 

A function generator (Model 33220A, Agilent) is used to generate sinusoidal voltage waves of 

amplitude 0.05 V – 2 V, which are then amplified by a factor of 100 using a high-voltage amplifier 

(Model PZD700A, TREK) before being fed to the actuator (figure 3.1c).  The vibration amplitudes 

are measured optically with an uncertainty of approximately 10 μm, less than 5% of the minimum 

amplitude used in this study. Different resonance frequencies for the same cantilever are obtained 

by changing the mass distribution using a method reported in a previous study [76]. We verified 
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that the different cantilevers used exhibit similar modal shapes at different frequencies (figure 

3.1b). 

The PIV setup (figure 3.1c) comprises a 500 mW continuous wave laser (Hercules, 

LASERGLOW Technologies) with a wavelength of 532 nm. The laser beam is shaped into a light 

sheet using a cylindrical lens (plano-concave lens, f = -3.9 mm, ThorLabs). We use a high-speed 

camera (Phantom VEO-640L) capable of recording 16-bit, 4-megapixel images to capture the 

motion of particles suspended in the air. The frame rate is chosen such that at least 100 frames are 

captured per full period of the oscillations. A shutter speed of 80 μs is considered adequate for 

eliminating the effects of motion blur in these experiments. 

PIV experiments are conducted in a sealed box made of transparent acrylic plates (30 cm × 20 

cm × 8 cm), large enough to reduce interference from the side walls [77].  Seeding particles are 

generated by heating a solution of water and glycerin (30% glycerin in volume).  They are allowed 

to settle for about a minute before conducting any recording to minimize initial disturbance from 

previous experiments. The particle motions due to buoyancy are measured separately in the 

absence of an oscillating plate and deducted from velocity fields.  

An open-source software package [78], [79] is used to analyze the captured video images. This 

software utilizes the Advanced Discrete Fourier Transform technique in which smaller sub areas 

of two successive frames are cross-correlated to obtain the direction and magnitude of particles’ 

displacements in the sub-areas. The calculated velocity fields are next post-processed by manually 

filtering the outlier data and replacing them with interpolated equivalents in areas where improper 

lighting condition leads to inaccurate displacement vectors. An algorithm based on penalized least 

squares method [80] is employed to reduce the noise in the flow fields.  
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The PIV setup and image processing procedure are validated using several benchmarks in [81]. 

An uncertainty of 0.14 pixel is estimated for the displacement vectors, which translates into an 

uncertainty in velocity of  0.016 m/s in our experiments. 

 

Figure 3.1 (a) Schematic of the piezoelectric actuator and the attached blade, forming a vibrating cantilever 

plate (b) normalized modal shape of the cantilevers with blades of different materials and resonance frequencies (c) 

schematic of the PIV visualization setup. 

 

Table 3.1 Characteristics of the cantilevers used in the experiments and the corresponding oscillatory Reynolds 

numbers Rec. 

Material tc (mm) Lc (mm) wc (mm) f (Hz) A (mm) Rec = Lc f A/ν 

steel 0.1 15 30 90 0.18 - 2 16 - 172 

0.1 15** 30 155** 0.26 - 2.5 39 – 371 

Kapton 0.127 20 30 72 0.3 - 4.6 28 – 422 

0.127 20 30 96 0.5 - 2 61 – 245 

0.127 30* 30 20* 0.3 - 3.6 11 – 138 

0.127 30 30 29 0.3 - 3.9 17 – 216 

0.127 30** 30 39** 0.3 - 4.2 22 – 313 

polyester 0.03 20 30 21 0.5 - 2.9 13 – 78 

0.03 20 30 30 0.4 - 3 15.3 - 114 

0.03 20* 30 45* 0.5 - 3.6 29 - 207 
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3.3 Numerical simulations 

We perform two-dimensional numerical simulations using a commercial computational fluid 

dynamics package (Ansys CFX) to help interpret our experimental results. We use the Immersed 

Boundary Method [82] to avoid computational overheads associated with re-meshing in moving 

mesh methods. Table 3.2 summarizes the flow conditions simulated. The flow field generated 

downstream of an oscillating cantilever plate is inherently three-dimensional and more complex 

than can be captured in a two-dimensional simulation [5], [34], [41], [83], [84]. However, the 

velocity field and vortex generation on the mid-plane normal to the cantilever (figure 3. 2a) can be 

approximated as two dimensional [31]. 

 

Table 3.2 Conditions used in numerical simulation 

Lc (mm) f (Hz) A (mm) Rec = Lc f A/ν 

20 45 0.3 - 3.5 17 – 201 

20 21 0.5 - 3.5 13 – 94 

30 29 0.3 - 3.7 17 – 205 

30 39 0.3 - 3.2 22 – 239 

 

The simulation domain is chosen to be of size 3Lc × Lc based on our experimental observations, 

such that it is large enough to capture vortex propagation while avoiding any complicating effect 

at the boundaries. To help resolve the details of vortex propagation, we use meshes of spatially 

varying sizes: 0.005Lc in a circle of a radius of 0.25Lc around the cantilever tip, 0.01Lc in an 

intermediate circle with a radius of 0.45Lc, and 0.025Lc in the rest of the domain (figure 3.2b).  To 

confirm mesh independence, a representative case is run 10 full cycles to reach stable flows [33] 

using different mesh sizes.  Halving the mesh sizes from the chosen values results in less than 5% 

changes in the peak and average velocities at mid-points between two successive vortices 
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propagating downstream while increasing the run time from 40 minutes to 50 hours on a 

workstation (Intel® Xeon® 2.30 GHz, 32 GB RAM). 

An open boundary condition is specified on the outer walls of the simulation domain (figure 

3.2a). This boundary condition allows fluid motion in both directions normal to the boundary. The 

relative pressure on the walls is specified as zero. The deformation of the cantilever plate is 

approximated as an immersed solid prescribed to rotate rigidly about a pivot point at its base; this 

simplification is justified by the predominance of the lowest-order vibration mode (see figure 3.1b). 

Our approximation is also reasonable because there is no incident flow from upstream to be 

affected by the details of the plate mounting. We also would like to emphasize that it is the motion 

at the trailing edge and its vicinity that are most important for establishing the wake profile and its 

thrust or drag signature. This is inherent, for example, in the asymptotic approach known as local 

interaction theory, in which the behavior of the boundary layers approaching the trailing edge is 

reconciled with the near wake. This led to a number of papers that espoused a “triple-deck” 

structure to reconcile these two regions (see [85]). Furthermore, in Lighthill’s elongated body 

theory in aquatic propulsion (see for instance [86]), all of the momentum generated by the 

intermediate motion along the body is canceled by reciprocal motions, except at the trailing edge. 

The first-order upwind scheme is used for advection terms and the second-order backward Euler 

scheme is used in time to discretize the governing equations.  For each numerical simulation, the 

time step is chosen such that the Courant number remains lower than one in computational cells. 
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Figure 3.2 (a) Simulation domain (b) typical mesh used in the present study (images are not to scale).   

3.4 Results and discussions 

In pitching airfoils and oscillating cantilever plates, the entire vorticity originates in the boundary 

layer due to the no slip condition. In the presence of an external flow, the non-zero free stream 

modulates the development of the boundary layer and can facilitate vortex shedding from the 

leading edge or mid-body besides the trailing edge. The frequency of vortex shedding in this case 

is influenced by the free stream velocity and can be different from the frequency of the oscillations, 

creating complex vortex patterns in the wake of the oscillator (up to 16 vortices in a period at high 

freestream velocity and low oscillation frequencies reported in [25]). This mechanism is absent 

without the free stream and the frequency of vortex shedding is the same as the frequency of the 

oscillations, f. As a result, only two counter-rotating vortices in each cycle are shed from the 

trailing edge [31], [87]. Our observations from the PIV experiments identify three distinct regimes 

of vortex generation and propagation in the wake of an oscillating flat plate.  

3.4.1 Non-propagating vortex regime 

At low Reynolds numbers (Rec < 37), counter-rotating vortices are generated at the tip during 

each cycle: a clockwise vortex in the up stroke and a counter-clockwise vortex in the down stroke. 

The vortices remain attached to the cantilever in this regime and do not propagate downstream. 

Each of these counter-rotating vortices lasts only approximately half a cycle and disappears with 
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the generation of a next vortex.  Only a single vortex is effectively visible at a given instant. Figure 

3.3 shows the time sequence of vortex formation in a representative PIV experiment, and figure 

3.4 depicts the corresponding numerical simulation results. 

 

Figure 3.3 The time sequence of vortex generation and evolution over a full cycle for a representative case in the 

non-propagating regime: Rec = 25.12 and α = 0.015 (Lc = 30 mm, f = 39 Hz, A = 0.453 mm)    
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Figure 3.4 The time sequence of vortex generation and evolution obtained from numerical simulation under the 

conditions of the experiment shown in figure 3.3.    

Our PIV experiments and numerical simulation show that, in this regime, forward flow 

generation due to a vortex attached on one side of the plate is essentially canceled out by reverse 

flow generation on the other side of the plate, leading to a negligible mean jet.  The fluid motion 

along the length of the cantilever is essentially just upward or downward, and the velocity 

component in the forward direction is negligible. This is somewhat reminiscent of the flow regime 

observed by Shrestha et al. [36], where isolated attached vortices are observed at low amplitudes 

and frequencies with no significant convection on the lateral side of a vibrating cantilever.  We 

previously observed poor performance of piezoelectric fans operating in this regime [88].  A 

similar behavior was reported in [89] for a piezoelectric fan operating at low amplitudes, where 

the so-called viscous streaming flows are created on the top and bottom of a thin oscillating plate. 
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3.4.2 Intermediate vortex regime 

At moderate Reynolds numbers (37 < Rec < 70), we observe a transitioning behavior, that is, 

vortices detach from the cantilever tip and propagate downstream.  In this regime, a forward flow 

generated on one side of the plate overcomes a reverse flow generated on the opposite side, 

resulting in a net forward flow. The detached vortices, however, have low strength and their fast 

dissipation makes them very susceptible to deformation by subsequently generated vortices, 

significantly tilting the induced flow and limiting its spatial range. Due to the rapid dissipation of 

the vortices generated, two fully detached vortex are not observed at the same time. Figures 3.5 

and 3.6 show the sequence of vortex shedding in this regime obtained from the PIV experiments 

and numerical simulation. 

 

Figure 3.5 The time sequence of vortex generation and evolution over a full cycle for a representative experiment 

in the intermediate regime: Rec = 37.43 and α = 0.022 (Lc = 30 mm, f = 29 Hz, A = 0.675 mm)    
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Figure 3.6 The time sequence of vortex generation and evolution obtained from numerical simulation 

corresponding to the conditions of the experiment shown in figure 3.5. 

3.4.3 Propagating vortex regime 

At still higher Reynolds numbers (Rec > 70), we observe propagating vortices. In contrast to 

the intermediate regime, a vortex generated in this regime does not dissipate as completely after a 

half cycle and thus two counter-rotating vortices are observed propagating downstream. Figures 

3.7 and 3.8 illustrate the vortex generation and propagation in this regime. Contrary to the non-

propagating regime, the propagating vortices move completely to one side of the plate immediately 

upon creation. The forward velocity component on one side of a new vortex is augmented by its 

preceding vortex, and a high-velocity region is created in the space between the two adjacent 

vortices as they move downstream. These vortices resemble a thrust producing inverse Von 

Kármán vortex street observed in the wake of a pitching airfoil in [23], [25]. 
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Figure 3.7 The time sequence of vortex generation and evolution over a full cycle for a representative experiment 

in the propagating regime: Rec = 87 and α = 0.039 (Lc = 30 mm, f = 39 Hz, A = 1.2 mm) 

 

 

Figure 3.8 The time sequence of vortex generation and evolution obtained from numerical simulation under the 

conditions of the experiment shown in figure 3.7. 
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To further investigate vortex evolution in different regimes, we plot the ratio Γ(t)/ Γmax as a 

function of the normalized time t/T for a counter-clockwise vortex (figure 3.9a). Here, Γ(t) is the 

circulation contained in the vortex core at time t, measured using the area integral of the vorticity 

in the vortex core, and Γmax is the maximum circulation in a full cycle. The vortex core in a 2D 

flow field is identified using an algorithm reported in Graftieaux et al. [90]. The experimental 

results reported by Kim et al. [31] are also shown in the graph for comparison. In their work, the 

propagating regime at higher Reynolds numbers (Rec ~ 400) was investigated. 

Figure 3.9a shows that for all the cases investigated here, the vortex generation starts slightly 

earlier than the beginning of the vibration cycle.  The circulation then increases almost linearly 

and peaks at t/T~ 0.25, approximately when the tip passes its neutral position. After this point, the 

circulation contained in the vortex core starts to decay. The rate of decay is different for different 

regimes: the circulation decreases rapidly in the non-propagating regime, approaching nearly zero 

at half the cycle (t/T~ 0.5), and the vortex effectively dissipates when the next vortex is formed.  

In the intermediate regime, the circulation decays immediately after reaching the peak, but at a 

lower rate. The circulation drops by approximately 40% at half the cycle and reaches 30% of its 

peak strength by the time a subsequent clock-wise vortex reaches its maximum circulation (t/T~ 

0.75).  In the propagating regime, the circulation remains approximately constant after reaching 

the peak until it begins to gradually decrease at t/T~ 0.5 - 0.6. 

We can attribute the high decay rates in the non-propagating and intermediate regimes to 

vorticity annihilation, that is, the succession of oppositely-signed vortices canceling each other. 

This effect is more pronounced for these regimes because each generated vortex does not travel 

far from a subsequently generated vortex. Conversely, in the propagating regime, vorticity 

annihilation is less effective as vortices are further separated from each other.  As a result, vortices 
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are mostly influenced by vorticity diffusion rather than annihilation in the propagating regime.  For 

a two-dimensional vortex in the presence of diffusion, such as Lamb – Oseen, the strength of the 

vortex core remains approximately constant because the core radius and the vorticity diffusion 

scale similarly with time (~ t1/2) [91].  This explains the flatness of the temporal profiles of (t) 

after the peak in the propagating regime. The circulation does decrease as a subsequent oppositely-

signed vortex catches up eventually.  

For flow conditions well within the non-propagating or propagating regime, the temporal 

circulation decay exhibits nearly universal behavior and is approximately independent of Rec (the 

red symbols/curves and the blue symbols/curves in figure 3.9a). In contrast, as the flow condition 

approaches and crosses the non-propagating regime boundary (Rec ~ 37), we observe rapid 

changes in the circulation decay curves as the Reynolds number is increased.   

To help quantitatively compare the relative abruptness in these changes, we define the 

approximate linear decay rate of the normalized circulation.  This decay rate is obtained as the 

negative slope of a fit to an approximately linear portion of each circulation decay curve from 

figure 3.9a at t/T ≥ 0.3. Figure 3.9b illustrates the normalized decay rate thus obtained as a function 

of Rec.  Additional numerical simulations were performed right near the regime boundaries. 

Figure 3.9b shows that the approximate linear decay rate is nearly constant away from the first 

regime boundary (Rec << 37).  It then decreases rapidly as the flow condition approaches and then 

crosses this regime boundary.  Once the flow condition enters the intermediate regime, the 

approximate linear decay rate decreases much more gradually with increasing Reynolds numbers.  

We remind the reader that the intermediate regime does not represent a distinct primary flow 

regime, but rather a transition band within which hybrid vortical behavior and flow characteristics 

are observed.  In the intermediate regime, vortices detach and propagate from the trailing edge but 
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dissipate rather quickly.  As we approach the boundary between the intermediate and propagating 

regimes (Rec ~ 70), the decay rate once again undergoes more rapid changes but not as rapid as 

near the first regime boundary (Rec ~ 37).  For flow conditions well within the propagating regime 

(Rec >> 70), the linear decay rate is approximately constant at a small value. 

 

Figure 3.9 a)  Normalized circulation in a cycle of oscillations. The data corresponding to regime boundaries are 

indicated by solid black lines. b) Approximate linear decay rate of the normalized circulation as a function of Rec. 

The blue dashed line is a guide to the eye.  The solid vertical lines correspond to the regime boundaries (Rec = 37, 

70). 

 

3.4.4 Average velocity profiles and streamlines 

The evolution of the vortices generated at the tip of a cantilever governs the velocity profile 

downstream of the cantilever plate. Figures 3.10a – 3.10c show the velocity profiles averaged over 

one cycle for each regime along with the associated streamlines. 

In the non-propagating regime (figure 3.10a), the absence of vortex shedding and the presence 

of a single vortex at each half cycle results in a weak and short-range net flow generation in the 

forward direction. In the intermediate regime (figure 3.10b), the forward velocity is increased. In 

propagating regime (figure 3.10c), the presence of two vortices leads to a high-velocity region in 

the middle as the two counter-rotating vortices augment each other. 
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The curvature of the streamlines and their concentration in front of the cantilever is another 

indicator of the influence of vortex shedding on the surrounding fluid. Facci et al. [84] used the 

orientation and curvature of the streamlines at different cross-sections of their cantilever plates to 

investigate the aerodynamics loads in their three dimensional numerical simulations. As illustrated 

in figure 3.10a, the streamlines in the non-propagating regime are barely deformed and the 

streamlines in front of the plate are sparse compared with the other two cases. The transitioning 

nature of the intermediate regime can be recognized from the deformation of the streamlines 

around the cantilever tip in figure 3.10b, where the streamlines tend to form closed loops. In 

contrast, the streamlines around the tip of the cantilever form concentric lines under the influence 

of the propagating vortices in figure 3.10c. We believe that the slight asymmetry observed in figure 

3.10 is caused by imperfections in the cantilever plates, such as slight misalignment in the 

mounting or built-in bias in cantilever deflections. These were also considered in [31], [33] as 

potential reasons for asymmetric velocity profiles in front of the cantilever. 

 

Figure 3.10 The average velocity field obtained from PIV experiments over one period of vibration and the 

corresponding stream lines for (a) the non-propagating (b) the intermediate and (c) the propagating regime shown in 

figures 3.3, 3.5 and 3.7, respectively. The velocity vectors have the same scale in the figures. 
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3.4.5 Vortex regime map and correlation with airflow generation 

We construct the vortex regime map in the (α, Rec/α) plane (0 < α < 0.2 and 500 < Rec/α < 

2500) by systematically increasing the vibration amplitude while observing the resulting flow 

patterns. Corresponding results from our numerical simulations are also shown, but with a slight 

shift to the right to avoid overlap. 

For each value of Rec/α, the vortex pattern starts in the non-propagating regime. As the value 

of α is increased (corresponding to moving up in the regime map), the vortices start to detach from 

the cantilever tip and form the intermediate vortex pattern described earlier. As figure 3.11 

suggests, this transition band is wider for smaller Rec/α and narrower at larger Rec/α. Increasing α 

further past the transition band, we observe the propagating vortex patterns. Two sets of data for 

Rec/α = 1150 and Rec/α = 2200 are obtained using different combinations of geometric and 

vibrational parameters indicated by * and ** in table 3.1. The vortex patterns observed in the 

numerical simulations agree well with the experiments. Our results show that the transition band 

is confined between the lines of constant Rec (Rec = 37 and Rec = 70). The lines of constant Rec 

were also observed to demark transition between the von Kármán and reverse von Kármán vortex 

regime in a previous study [25]. More specifically, they observed that the transition from von 

Kármán to reverse von Kármán in a non-zero freestream velocity medium around a pitching airfoil 

takes place at a constant tip characteristic velocity Af for a fixed cord length. Shrestha et al. [36] 

reported a critical value of Rec ~ 21 for the transition from the symmetric to asymmetric vortex 

regime for the lateral vortex generation of a submerged flat cantilever plate in water. 
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Figure 3.11 The vortex regime map. Separating lines of constant Rec are shown with dashed (corresponding to 

Rec = 37) and solid (corresponding to Rec = 70) lines. Simulation data points are shown with a slight shift to the right 

to avoid overlap. 

 

In many applications, such as cooling enhancement using piezoelectric fans, the average flow 

generation in the streamwise direction due to the cantilever vibrations is of great interest. To 

investigate the effect of the observed vortex patterns on downstream flow generation capability, 

we define a Reynolds number associated with the produced jet, Rejet, as 

 

 𝑅𝑒𝑗𝑒𝑡 =
𝑢𝑚 𝐴

𝜈
 (3.4) 

 

where u̅m is the momentum-averaged velocity of the jet, calculated from 
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Here, u(xc,y) is the velocity profile in front of the cantilever tip at x = xc. Figure 3.12a 

schematically shows the procedure to obtain Rejet. The location at which the velocity profile is 

taken has a minor influence on Rejet because the fluid momentum is conserved along the x 

direction. In fact, our experimental results show that Rejet remains essentially constant up to a 

distance equal to 4A downstream of the cantilever tip. Figure 3.12b shows the Rejet obtained from 

the measured velocity profiles at different locations in front of the cantilever plate for each vortex 

pattern together with the Rejet obtained from corresponding numerical simulations. 

 

Figure 3.12 (a) Schematic illustrating the procedure of obtaining Rejet in front of the cantilever tip (b) Rejet as a 

function of the distance in the streamwise direction from the cantilever. The symbols and the black dashed lines 

represent the PIV results and corresponding numerical simulation results, respectively. 

 

Figure 3.13 shows Rejet as a function of Rec.  The different regimes are represented in different 

colors. In the propagating regime (blue), Rejet increases almost linearly with Rec with a slope of ~ 

0.8.  The non-propagating regime (red) shows a weaker dependence on Rec, with a slope of ~ 0.1. 

These trends are consistent with the fact that vortex propagation is critical for long-range net 

forward flow generation. We indeed observed a precipitous drop in the performance of 

piezoelectric fans operating in the non-propagating regime [88].  These fans had a relatively high 

power consumption due to increased dielectric and hysteresis losses at high frequencies, but poor 
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heat transfer performance as a result of weak net forward flow generation.  Data in the intermediate 

regime do not follow a distinct trend but rather are scattered between the two trend lines. The data 

presented in this figure are also in-line with the findings of Peterson et al. [71], where inappreciable 

thrust was measured in IPMC cantilevers at Reynolds numbers below 60. 

 

Figure 3.13 Jet Reynolds number, Rejet, as a function of the oscillatory Reynolds number, Rec. The red and blue 

dashed lines serve as guides to the eye, representing the linear trend of the data points in the non-propagating regime 

and the propagating regime, respectively. 

 

3.4.6 Correlation between vortex regimes and thermal performance 

To examine the relationships between the observed vortex propagation patterns and the power 

efficiency of the piezoelectric fans, we perform several sets of experiments using piezoelectric fans of 

different geometric parameters listed in Table 3.3. 

The power consumption in a piezoelectric fan is categorized into three main sources: 1) dielectric loss 

2) hysteresis loss 3) airflow power. The first two sources take place in the piezoelectric actuator as a result 

of the electrical and mechanical coupling. The airflow power represents the portion of power transferred to 

the surrounding air to generate flows and hence are more directly related to the cooling performance of the 

fan. We use the method we reported earlier [76] to extract the airflow power from the measured total power. 
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Table 3.3 Piezoelectric fan plate properties. 

 

Figure 3.14a shows the total Nusselt numbers (Nutotal = htotalL/kair) we obtain from all the piezoelectric 

fans and operating conditions summarized in Table 3.3. Here, L is the length of the heated surface and kair 

is the thermal conductivity of air.  Overall, the results from these piezoelectric fans and operating conditions 

correlate reasonably well with the airflow power.  However, there exist cases (hollow symbols) that deviate 

from the general trend. These anomalous cases correspond to operations at high frequencies and low 

amplitudes. 

 

To help further elucidate the physical origin of the anomalous behavior in the heat transfer performance 

at different airflow powers, we perform a separate set of experiments where we measure the normal force 

exerted on an opposing flat surface by airflows generated by the piezoelectric fan.  The opposing surface is 

located in the same relative orientation with respect to and at the same distance from the fan as our heated 

surface. Similar anomalous behavior is observed for the normal force (figure 3.14b), providing further 

evidence to the fluid mechanical origin of the anomaly.   

 

Control Variable 
Length, lb 

(mm) 

Thickness, tb 

(mm) 
Location of mass, d (mm) 

Resonance 

Frequency, f (Hz) 

Amplitude, A 

(mm) 

blade length 60 - 20 32 - 30 - 188 0.67 – 15 

blade thickness 32 0.13 - 0.5 - 35 - 119 0.84 – 9 

location of mass 32 0.26 0 (no extra mass) - 17 62 - 20.7 5 – 16 
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Figure 3.14 a) The experimentally measured Nusselt number as a function of the airflow power for all the 

piezoelectric fans and operating conditions used in the present study. Some anomalous behavior (hollow symbols) is 

observed where the heat transfer performance deviates from the general trend. b) The experimentally measured 

normal force on an opposing surface as a function of the airflow power.  Similar anomalous behavior (hollow 

symbols) is also observed. 

 

3.5 Summary 

We investigated the vortex regimes present in the wake of a harmonically oscillating cantilever 

plate in a quiescent, incompressible, viscous fluid and analyzed their effect on the mean fluid jet 

downstream. More than 100 cantilever plates were examined over a wide range of Reynolds 

numbers (10 <Rec< 300) using Particle Image Velocimetry and Immersed Boundary numerical 

simulations. Based on the qualitative features of the vortex shedding from the trailing edge, we 

identified three distinct vortex regimes in the wake, namely non-propagating, intermediate and 

propagating. We further demonstrated that these vortical patterns can be presented in a regime map 

in the parameter space of α and Rec/α, with lines of constant Rec as transition lines between adjacent 

regimes. At low Reynolds numbers (Rec < 37) vortices do not propagate downstream and disappear 

with the generation of the next vortex (non-propagating regime). Increasing the Reynolds number 

(37 < Rec < 70) enables the vortices to detach from the trailing edge and propagate downstream. 

These vortices, however, have low strength and dissipate quickly as the next vortex is formed 
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(intermediate regime). At higher Reynolds numbers (Rec > 70), vortices do not dissipate as 

completely after a half cycle and thus two counter-rotating vortices are observed propagating 

downstream. Comparing the temporal decay of the vortex strength in each regime, as quantified 

by the circulation contained in the vortex core, further revealed that the non-propagating and 

intermediate vortices are primarily influenced by the destructive effect of the subsequent vortex. 

This effect is less pronounced for the propagating cases as the vortices are more isolated.  

Our qualitative and quantitative analysis of the flow on the normal mid-plane revealed that 

these vortex regimes significantly affect the mean fluid jet downstream of the thin plate. In the 

non-propagating regime, Rejet is comparably lower and exhibits a weaker dependency on Rec (Rejet 

~ 0.1 Rec), suggesting a low flow generation efficiency in this regime. In the propagating regime, 

Rejet increases almost linearly with Rec with a slope of ~ 0.8. We did not notice a clear trend for 

intermediate vortices. 

The present study improves our understanding of the vorticity generation and transport in 

oscillating cantilever plates operating in quiescent fluids. Findings from this study are of 

significant importance in the applications such as piezoelectric cooling enhancement that highly 

rely on the airflow generation in front of the cantilever plates. Operation of such devices in non-

propagating regime may result in a weak cooling performance and low power efficiency. The novel 

regime map introduced here provides a useful guide for selecting optimal operating conditions of 

similar devices. These results, however, were obtained in the midspan plane of the plates and do 

not provide a clear picture of the three-dimensionality of the flow. In the next chapter, we discuss 

this three-dimensionality and the associated unconventional shape of the jet downstream of 

pitching plates. 
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Chapter 4. 3D characteristics of the air jet downstream of 

piezoelectric fans 

4.1 Background 

In chapter 3, we revealed the different vortex regimes present in the wake of a pitching plate. 

As will be discussed in more detail in this chapter, these regimes are not unique along the span of 

the plate. In fact, the vortex generation and the associated flows downstream of a pitching plate 

exhibit extreme three-dimensionality. 

The three-dimensional characteristics of flows generated by vibrating thin plates have been 

studied extensively in the past, due in part to their importance in understanding the natural behavior 

of aquatic and flying species. They also have enabled innovative employments of biomimetic 

structures in applications such as piezoelectric fans [63], [76] for thermal management of 

electronics [92], [93], micro air vehicles (MAVs) [70], swimming robots [94], fluid acceleration 

using the ionic polymer metal composites (IPMCs) [71]–[73], and energy harvesting [69], [95]. In 

applications that require net flow generation, such as fluid acceleration using piezoelectric fans or 

IPMCs, understanding the complex three-dimensional geometry of induced time-averaged jets and 

underlying transient wake vortex structures is critical for systematic designs of such devices. 

Buchholz et al. [26], [27], [37]–[39] performed a comprehensive study of the 3D vortex 

structures in the wake of a pitching plate in the presence of a free stream. They observed that the 

vortices shed from the trailing and lateral edges of a pitching plate form horseshoe structures in 

the wake that interact with each other as they propagate downstream with the flow. 

Complementary to the previous works, Green et al. [40], [41] performed 3D PIV analysis on the 

pitching plates in a free stream and provided a valuable insight into the vortex structure topology 

and diffusion processes in the wake of an oscillating plate, however, not much was discussed in 
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terms of flow fields and jet geometry, which are especially important for piezoelectric fan 

applications. 

Although these past studies provided useful pictures of transient 3D vortex structures, detailed 

quantitative investigation of different factors affecting the shapes and other characteristics of 

downstream jets and their underlying mechanisms have been largely lacking. In the present 

chapter, we investigate the three-dimensional characteristics of the time-averaged induced jet in 

the wake of a pitching cantilever plate in a quiescent fluid and correlate these characteristics with 

the transient vortex structures in the wake and their temporal evolution. The rest of the chapter is 

organized as follows: In Section 4.2 we describe the parameters and experimental setup used in 

the present study. Section 4.3 provides a detailed description of the geometry, time–space 

discretization, solver properties and validity of the numerical simulations reported in this study. 

Section 4.4 contains the results and discussions regarding the fluid jet and wake vortex structures 

observed in the experiments and numerical studies. Summary and conclusions are presented in 

Section 4.5. 

 

 

4.2 Experimental setup 

The vibration characteristics of a plate are described by its frequency, f, and amplitude, A. We 

limit ourselves to small amplitude vibrations and represent oscillation of the trailing edge position 

y as 

 𝑦 = 𝐴 cos(2𝜋𝑓𝑡⏞
𝜙

) (4.1) 

where φ=2πft is the phase of the oscillations. The characteristic trailing edge (or “tip”) velocity in 

this study is defined as utip = fA. The main length scale relevant to the 3D vortex shedding from the 
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trailing edge is the width of the plate, w. The thickness of the plate, t, only has secondary effects 

on the vortex generation at the trailing edge. As we shall discuss later in section 4.4.2, the length 

of the plate, L, also has relatively small influence on the characteristics of downstream jet flows 

for the plates considered in the present study. The aspect ratio of the plate is defined as AR = w/L. 

The normalized amplitude, α, which represents the aspect ratio of the oscillation envelope 

(equivalent to Keulegan–Carpenter (KC) number in similar studies [96], is defined as 

 𝛼 =
𝐴

𝑤
 (4.2) 

and the oscillatory Reynolds number, Re, is defined as 

 𝑅𝑒 =
𝑢tip 𝑤

𝜈
=
𝑓𝐴𝑤

𝜈
 (4.3) 

We use a commercial piezoelectric actuator (Steminc Inc., SMPF61W20F50) to oscillate 

cantilevers about their resonance frequencies. The actuator is 20 mm wide and 23 mm long (figure 

4.1a).  Flexible thin plates made of mylar with different dimensions are prepared in-house and 

attached to the actuator using cyanoacrylate glue. Table 4.1 lists the geometric parameters of the 

blades (width, w, and length, l, thickness, t) along with their vibrational characteristics (frequency, 

f, and amplitudes, A) used in the present study. Different resonance frequencies for the same 

cantilever (cases 7 and 8 in table 4.1) are obtained by changing the plate’s mass distribution using 

a method reported in a previous study [76]. 

Small-amplitude sinusoidal voltage waves from a function generator (Model 33220A, Agilent) 

are amplified using a high-voltage amplifier (Model PZD700A, TREK) before being fed to the 

actuator (figure 4.1b). The desired vibration amplitudes were obtained by tuning the input voltage 

and measured optically with an uncertainty of ± 0.1 mm less than 10% of the minimum amplitude 

used in this study.  
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The 1 mm-thick illumination sheet for our PIV experiments (figure 4.1b) was generated using 

a 500 mW continuous wave laser (Hercules, LASERGLOW Technologies) with a wavelength of 

532 nm.  Successive frames were recorded using a high-speed camera (Phantom VEO-640L) 

capable of acquiring 16-bit, 4-megapixel images. The frame rate in each experiment was set to 

capture at least 70 frames per each full period of plate oscillation, equivalent to framerates > 6300 

fps. A shutter speed of 80 μs was used to reduce the effects of motion blur. 

PIV experiments were conducted in a large sealed transparent chamber made of acrylic plates 

(30 cm × 20 cm × 8 cm) to reduce interference from the side walls [77]. Seeding particles were 

generated by evaporating a solution of water and glycerin (30% glycerin in volume). The particles 

were then allowed to settle for about a minute before conducting any experiment to minimize 

initial disturbance from particle injection or previous experiments. Secondary fows due to the 

buoyant motion of the particles are estimated to be approximately 0.015 m/s in the streamwise 

(+x) direction. The chamber was mounted on a linear translation stage with a resolution of 0.01mm 

in order to move the plate relative the illumination sheet (figure 4.1b). 

An open-source MATLAB software package, PIVlab [78], is used to analyze the captured 

video images. 64×64-pixel windows with 50% overlap are cross-correlated in two successive 

frames using the Advanced Discrete Fourier Transform technique embedded in the package to 

obtain the direction and magnitude of particles’ displacements in the sub-areas. The calculated 

velocity fields are next post-processed by manually filtering the outlier data and replacing them 

with interpolated equivalents in areas where improper lighting condition leads to inaccurate 

displacement vectors. An algorithm based on penalized least squares method [80] is employed to 

smooth the flow fields. 
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The PIV setup and image processing procedure are validated using several benchmarks in [81]. 

In general, the bias error from window deformation and random errors from the cross-correlation 

algorithms are the main sources of uncertainty in the image processing steps. But for three-

dimensional flows, the out-of-plane velocities are generally a larger source of error. These out-of-

plane flows cause seeding particles to leave the illumination sheet in-between successive images, 

leading to random error. Assuming a very conservative estimate for the out-of-plane velocity of 1 

m/s (of the same order as the maximum expected streamwise velocities) and a minimum framerate 

of 6300 fps, particles are projected to travel at most 0.16 mm or 16% of the illumination sheet 

thickness between successive frames. This is considered an acceptable error, as other works in the 

literature have reported out-of-plane displacements of 50% the light sheet thickness [41]. An 

overall uncertainty of 0.14 pixel is estimated for the displacement vectors obtained in our PIV 

experiments. Considering other uncertainties, such as pixel to distance conversion and camera 

framerate accuracy, we estimate a total uncertainty in velocity measurements of 0.016 m/s. 

To construct 3D vortex structures from the results of our PIV experiments, we first extract 2D 

PIV data from 21 planes uniformly spaced 1 mm apart along the span of the plate (normal to the z 

axis, figure 4.1c). The identified vortex cores in each plane are then interpolated to form 3D vortex 

structures. A similar technique was reported in [41] and [42]. Further discussion of this technique 

is provided in Sec.4. 
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Figure 4.1 (a) Schematic of the piezoelectric actuator and the oscillating plate. (b) Schematic of the PIV 

experiment setup. (c) Visualization planes for the 3D PIV data extraction used in the present study. 

 

Table 4.1 Geometric and vibrational characteristics of the plates used in the present study and the corresponding 

dimensionless parameters. The two last columns indicate whether PIV or numerical simulation results are available 

for each case.  The vibration amplitude A is varied among Cases 1 and 2 for otherwise identical plates; the plate width 

w for Cases 1, 3 and 4; the plate length l for Cases 1, 5 and 6; and the vibration frequency f for Cases 1, 7, and 8. 

Case No. l (mm) w (mm) t (mm) f (Hz) A (mm) α Re AR PIV Sim. 

1 20 20 0.2 70 2.5 0.123 230 1 • • 

2 20 20 0.2 70 1.4 0.07 131 1 • • 

3 20 12.7 0.2 70 2.5 0.194 146 0.64 • • 

4 20 30 0.2 70 2.5 0.082 344 1.5 • • 

5 15 20 0.2 70 2.5 0.123 230 1.33 • • 

6 30 20 0.2 70 2.5 0.123 230 0.67 • • 

7 20 20 0.2 40 2.5 0.123 131 1 • • 

8 20 20 0.2 100 2.5 0.123 328 1 • • 

9 15 20 0.2 70 1.8 0.092 172 1.33 × • 

10 30 20 0.2 70 3.7 0.185 345 0.67 × • 

 

4.3 Numerical simulations 

Three-dimensional numerical simulations are performed using a commercial computational 

fluid dynamics package (Ansys CFX). We use the Immersed Boundary Method to circumvent the 
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computational overheads associated with re-meshing and distorted nodes in moving mesh 

methods. The dimensions of the simulation domain are 3w × 2w × w (figure 4.2a), large enough to 

capture the desired properties of the wake while avoiding any complicating effect at the 

boundaries. This was verified using PIV visualization and a domain size independence study. The 

open boundary condition is specified on the outer walls of the computation domain to allow free 

fluid motion in directions normal to the domain boundaries. The relative pressure on these 

boundaries is specified as zero. 

We use tetrahedral meshes of spatially varying sizes along the trailing edge: 0.005w in 7 

spheres of radius 0.125w centered along the trailing edge, 0.01w in 3 intermediate spheres of radius 

0.25w, and 0.025w in the rest of the domain (figure 4.2b). To confirm the mesh independence of 

our numerical simulation results, a representative case is run with different grid sizes. The 

predicted time-averaged velocity (from cycle 11 to 20) on the midspan line (x/A = 0.8) changed 

by less than 5% for mesh sizes half the chosen set of values. 

The cantilever plate is approximated as an immersed solid prescribed to rotate rigidly about a 

pivot point at its base. This approximation is justified by the predominance of the lowest-order 

vibration mode. Figure 4.2c compares an actual plate deflection obtained from one of our experiments 

with that from the rigid body approximation at an exaggerated amplitude. The slope at the trailing 

edge estimated from the rigid body assumption differs by less than 1% from the slope obtained 

experimentally. Based on Lighhill's theory of elongated bodies[97], it is the motion of the trailing 

edge and its vicinity that primarily determines the wake properties and thrust/drag signature and not 

intermediate motions along the plate. This approximation was also shown to successfully predict the 

characteristics of a two-dimensional jet from a cantilevered plate [98]. 
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The first-order upwind scheme is used for advection terms and a first-order backward Euler 

scheme is used for time marching. The time step in the computations is automatically adjusted such 

that the Courant number remains lower than one in all computational cells. Using second-order 

upwind scheme did not result in appreciable change in the predicted jet boundary. This is expected 

because for low Reynolds flows of this study, numerical damping is negligible when compared 

with viscous damping in the problem. 

 

Figure 4.2 (a) Numerical simulation domain. (b) Mesh used in the present numerical simulation. (c) Comparison 

between the actual plate deflection and the rigid body approximation (images are not to scale). 

4.4 Results and discussions 

4.4.1 Time-averaged 3D jet 

Figure 4.3a shows a typical time-averaged velocity profile of a pitching cantilever plate over 

10 cycles of oscillations (cycles 11 to 20) obtained from numerical simulations (upper half) and 

PIV experiments (lower half) for Case 1 (Table 4.1). The first 10 cycles are not considered to allow 

the initial transients to settle and reach a steady periodic state. We define the jet boundary by 

identifying and interpolating the loci of flow entrainments (white circles along the streamlines on 

the x-z plane, lower left figure 4.3a) where the direction of the time-averaged velocity changes 

from +x to –x. The negative value of the average streamwise velocity outside the jet boundary is 
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rather unique to jets produced by pitching plates and is not usually observed in 2D and 3D jets. 

Our definition of the jet boundary contrasts somewhat with typical studies of jets, in which the jet 

boundary is defined by a threshold value of streamwise velocity, e.g. 1% of the momentum-

averaged velocity.  

 

Figure 4.3 (a) Time-averaged velocity profile of a pitching cantilever plate in the x-z and x-y planes (Case 1). 

The thick white arrows indicate the tip-to-tip displacement of the trailing edge (= 2A).  (b) Time-averaged jet 

boundary projected on the x-z plane. 

Figure 4.3 suggests that the induced mean jet forms two distinct regions downstream. Close to 

the trailing edge, the mean jet boundary in the x-z plane shrinks linearly in the spanwise direction 

towards the midspan line as the flow proceeds in the +x direction, while being almost independent 

of x in the x-y plane. The average velocity in this region is nearly uniform, with small fluctuations 

around the average value, uave (figure 4.4a). The magnitude of this average velocity is 

approximately a linear function of the tip velocity with a slope of ~5.6, as shown in the inset of 

figure 4.4a. Further downstream, at approximately x/A ~ 1.7, the jet boundary stops shrinking in 

the x-z plane and forms two parallel lines. This coincides with an abrupt expansion of the jet 

boundary on the x-y plane, accompanied by a significant change in the direction of the velocity 
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vectors. We refer hereafter to the borderline between the two regions as the “necking point”, 

defined approximately by the intersection of two tangent lines to the jet profile as shown in figure 

4.3b. The streamwise location of the necking point is referred to as the necking length and serves 

as a quantitative measure of the streamwise extent of the jet. 

The streamlines form two spiral curves on the top and bottom of the oscillation envelope in the 

x-y representation of figure 4.3a. The spiraling indicates a spanwise transport of flow toward the 

midspan. These two spiral streamlines confine the flow to a high velocity region between them 

and form the boundary of the jet in the x-y plane upstream of the necking point. As we shall show 

later, these spirals and the associated change in direction of the flow are related to the transient 

tilting of vortex structures shed from the trailing edge. Downstream of the necking point, the 

streamwise velocity component decreases significantly (figure 4.4a) due to the mixing facilitated 

by interactions of the vortices. 

 

We also note from figure 4.3 (on the x-z plane) not all portions of the width of the plate 

contribute to the flow generation at the trailing edge. The two most outboard portions, referred to 

as the non-contributing width hereafter, are located at the sharp corners of the thin plate and 

experience a weakly negative streamwise velocity. In this study, we quantify the non-contributing 

width only based on the numerical results, because the velocity field close to the trailing edge in 

the PIV results is affected by the motion of the plate itself and by the reflection of the light from 

the surface, and hence, does not reliably represent the particles’ velocity. This fact is evident from 

the lower velocity of the PIV data in a narrow band (~32 pixels or overlapped portion of the cross-

correlated windows) adjacent to the trailing edge in figure 4.3a. 
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Figure 4.4b shows the normalized streamwise average velocity profiles on the x-z plane (y = 

0) at 5 different x locations. The jet boundary in this figure is evident at the locations were the 

velocity profiles change sign. We observe that the velocity profiles before the necking point (x/A 

= 0.2 and 0.8) exhibit two peaks on either side of the midspan line.  In contrast, the velocity profiles 

after the necking point (x/A = 2.44, 3.25, 4) have only single peaks along the midspan line. These 

profiles after the necking point exhibit approximately the same shape outboard of z/w ~ ±0.05, in 

agreement with two nearly parallel lines defining the jet boundary after the necking point. 

 

Figure 4.4 (a) Time-averaged streamwise velocity along the midspan line, y = 0 and z = 0 (Case 1) (b) The 

spanwise profile for the time-averaged streamwise velocity at 5 locations along the x direction shown in figure 4.3b. 

The physics underlying the counter-intuitive geometry of the jet can be understood by 

considering the transient three-dimensional wake vortex structures shed from the trailing edge and 

side edges of the plate. Figure 4.5 shows such structures in a full cycle of oscillation as obtained 

from our PIV experiments and numerical simulations. The vortex cores are identified using the 

second invariant of the velocity gradient tensor ∇𝑈, known as the Q-criterion [99]. For consistency, 

the threshold for the Q-criterion was set at a fixed value equal to approximately 10% of the 

maximum Q values at phase φ = 0. The color of the vortex structures in the numerical simulations 

represents the magnitude of the vorticity in the z-direction, ωz, while in the PIV results only it 
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manifests the vortex rotation sign (clockwise or counter-clockwise). We note that because our PIV 

results do not resolve the spanwise velocity component, vortices along the side edges are not 

captured in these representations. 

Figure 4.5 shows that the vortex formation starts slightly earlier than φ = 0 with counter-

clockwise vortices forming in the spanwise direction along the width of the cantilever. This was 

also confirmed in the 2D studies of Kim et al. [31] and Dehdari Ebrahimi et al.[98]. This spanwise 

structure is accompanied by two streamwise vortices at the cantilever side edges, that together 

form a horseshoe structure. The oscillation velocity of the pitching plate linearly increases with 

the chordwise distance from the leading edge. Therefore, the vortex strength of the legs of the 

horseshoe increases in the chordwise direction. In the same instant, the previously generated 

clockwise vortex still exists as a coherent structure. This structure is attached to the cantilever plate 

at the sharp corners and increasingly separated from the plate towards the midspan. As the 

cantilever plate continues its downstroke half-cycle towards the neutral position (φ = π/2), the 

counter-clockwise vortex structure grows and separates from the trailing edge in the midspan while 

still being attached to the corners. In addition, the clockwise vortex structure from the previous 

cycle breaks down from the midspan and the corners, forming two coherent sub-structures. 

We emphasize that the vorticity does not actually disappear at the midspan and corners, but 

spreads and splits, forming a hairpin vortex that connects the two sub-structures. This hairpin 

vortex structure, however, is not shown as its strength is below the threshold Q value. The two 

vortex sub-structures are wrapped around the new spanwise vortex as they are convected 

downstream. This wrapping effect adds a y-direction component to the vorticity of the sub-

structures, inducing a significant flow toward the midspan and a corresponding outward flow in 

the y-direction. This behavior leads to the abrupt expansion of the jet boundary on the x-y plane 
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(figure 4.3a) discussed earlier. At φ = π, the clockwise vortex sub-structures travel further 

downstream while losing their core strength owing to diffusion. Due to the low strength of these 

vortex sub-structures, our PIV visualizations were not able to capture them beyond this instant. At 

the same instant, the counter-clockwise spanwise structure (shown in red) has gone through the 

same process and is ready to break. At φ = 3π/2, the counter-clockwise vortex structure breaks and 

the consequent sub-structures wrap around the new vortex in opposite directions, similar to φ = 

π/2. 

The vortex breakdown and tilting in the wake of pitching plates was also reported by Green et 

al. [41]. However, due to the higher strength of their vortices, vortex breakdown was delayed until 

after two and a half cycles (as opposed to less than a cycle in the current study). Furthermore, the 

presence of a free stream in their experiments augmented the vortex transport such that the vortex 

breakdown and the subsequent jet boundary shrinkage only occurred at the end of their domain 

where the flow characteristics were not of significant importance. 

 

Figure 4.5 Three-dimensional vortex structures obtained from the experimental and numerical simulation results 

during one full cycle of oscillation (Case 1). 
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Figure 4.6 illustrates the temporal evolution of the y component of vorticity in x-z plane in a 

half pitching cycle. Due to symmetry, only half of the period of oscillations, 1/f, is shown in this 

figure. The projections of the vortex sub-structures described above are shown as high vorticity 

regions in this plane. These high vorticity regions are concentrated along the jet boundary and are 

the primary reasons for the spanwise shrinking of the jet shape. We note that, unlike our numerical 

simulations, the instantaneous PIV results are highly asymmetric about the midspan line. We 

believe that the reason for this asymmetry is the strong sensitivity of the flow to the introduced 

disturbances from the environment. Non-uniform deflections of the trailing edge due to the plate 

imperfections (such as uneven mass distribution of the pitching plate due to manufacturing or 

assembly flaws) and secondary flows in the visualization chamber are examples of factors 

contributing to these disturbances. However, we should point out that these disturbances do not 

significantly influence the mean behavior of the flow, as shown previously in figure 4.3. 
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Figure 4.6 (a) The temporal evolution of the y component vorticity on the x-z plane over a half pitching cycle for 

case 1. (b) and (c) The source of the inner vorticity peaks clarified at φ= π/2. The inner vorticity peaks have lower 

strength compared with the outer peaks. For example, at φ= π/2, the vortex core circulation in the two outer peaks 

close two the trailing edge is 13.5 Af2 and 11.6 Af2 for PIV and simulation results, respectively. For the inner vorticity 

peaks, these values are 1.5 Af2 and 1.4 Af2 for the PIV and simulation results, respectively. 

In figure 4.6, we also observe the presence of inner peaks in the vorticity contours. These inner 

peaks are projections of the vortex filaments stemming from the vortex shed one cycle before. 

These filaments are not shown in figure 4.5 due to their low strength. Figures 4.6b and 4.6c clarify 

the origin of the inner vorticity peaks. Although these vorticity peaks do not affect the jet boundary, 

we can attribute the dual peak behavior close to the trailing edge (corresponding to the profiles 

before the necking point in figure 4.4b) to the interactions between these vortices and the outer 
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vortices. Vortices of opposite signs (each pair of inner and outer vortices on the same side of the 

midspan line) create a high-velocity region that forms the dual peak pro files of figure 4.4b. The 

inner vorticity peaks, and hence the dual peak profiles, dissipate after the necking point. 

To further elucidate the three-dimensionality of vortex shedding from the trailing edge and 

clarify the presence of a non-contributing width, we compare the instantaneous spanwise vorticity 

contours in 2D PIV results along the span of the plate. Figure 4.7 demonstrates these contours and 

the velocity vectors at φ = 3π/2 on three different planes with indicated spanwise locations. Near 

the midspan (z/w = 0), the vortices have higher strength and are more separated from the trailing 

edge. These vortices exhibit features resembling the propagating vortices observed in previous 

work [98]. Towards the corners of the thin plate, the vortex is attached to the trailing edge, 

characteristic of the non-propagating regime reported in [98]. An appreciable decrease in the 

strength of the spanwise vortex component and the velocity magnitude is also evident. Similarly, 

Green et al. [41] observed a change from 2S thrust producing vortex alignment near the midspan 

to 2S drag producing alignment close to the corners for their trapezoidal pitching plates in moving 

water. We can attribute the existence of non-contributing portions close to the spanwise extremes 

of the pitching plate to the presence of such non-propagating vortices at the plate corners. 

We note that the asymmetry in the vortex position relative to the plate at z/w = 0.25 and z/w = 

0.45 is mirrored in the next half-cycle, which leads to tilting in the induced flow in the ± y-direction 

over each half-cycle. This effect, however, cancels out when averaged over a full cycle. Therefore, 

we believe that this up-down asymmetric behavior is different from the symmetry breaking 

phenomenon (also known as the bifurcating flows) observed in previous studies (see Godoy-Diana 

et al. [100] , Shinde & Arakeri [101], and Cleaver et al. [102]). In these symmetry breaking flows, 

the vortex pair in reverse von Karman street is skewed towards one side of the plate's neutral axis 
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and propagates in the same direction. Therefore, the time-averaged velocity forms a finite angle 

with respect to the mid-span line. This feature is absent in our PIV results. 

 

Figure 4.7 Spanwise vorticity contours at three different spanwise locations 

 

4.4.2 Governing factors of the shape of the jet 

In the following sub-sections, we investigate the effect of several vibrational and geometric 

factors on the three-dimensional shape of the jet and the vortex behavior at the trailing edge. 

Effects of normalized amplitude, α – The two cases illustrated in figure 4.8, corresponding 

to cases 1 and 2 in table 4.1, differ only in their vibration amplitudes. The extent of the jet boundary 

in the streamwise direction, as quantified by the normalized necking length, xNP/A, in figure 4.8, 
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is dependent on α. The normalized necking length decreases from 2.3 for the smaller  

 to 1.7 for the larger, representing 26% decrease for 75% increase in the normalized amplitude. 

The graphs also suggest a dependence of the normalized non-contributing width, w*/w, on α. A 

more detailed discussion of the amplitude dependence of the necking length and the non-

contributing width is presented in section 4.4.2. 

 

Figure 4.8 Effect of α on the jet boundary projected on the x -z plane for plates with different amplitudes 

corresponding to (a) Case 1 (A =2.5 mm) and (b) Case 2 (A = 1.4 mm). 

Figure 4.9 shows the vortex core structures emanating from the trailing and side edges of the 

plate for the two cases presented in figure 4.8. In these cases, the maximum and minimum height 

of the vortex structures at the midspan approximately coincide with y= ±A. Furthermore, the vortex 

structures in both cases arch over the width of the plate and connect to the sharp corners regardless 

of the amplitude. As a result, the curvature (bending) of the vortex structure is more pronounced 

at the larger values of α. 

In addition, the strength of the vortex structures increases with α, as indicated by the color of 

the structures, enabling them to travel further downstream before diffusing due to viscosity. The 

combination of these two effects, i.e. the increased curvature of the structures and the higher vortex 
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strength causes the flow to stretch more in both the x and y directions at higher normalized 

amplitudes. 

 

Figure 4.9 Three-dimensional vortex structures obtained from numerical simulation over one full cycle of 

oscillation at different values of  for plates vibrating at different amplitudes (A =1.4 and 2.5 mm, corresponding to 

Cases 2 and 1) in the respective rows. 

Figure 4.10 shows the jet boundary for the plates that only differ in their widths. The spanwise 

extent of the mean jet increases with the width of the plate, with an exception of areas close to the 

trailing edge, where the effect of the non-contributing width of the plate is more pronounced. Once 

again, we observe that w*/w exhibits a strong dependence on α, increasing about 80% when  

α is increased 130% from 0.082 to 0.194. Figure 4.10 also confirms our previous observation that 

decreasing α elongates the streamwise extent of the mean jet, as indicated by the location of the 

necking point. xNP /A for the smallest α is ~76% larger than that for the largest α. 
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Figure 4.10 Effect of α on the jet boundary projected on the x -z plane for plates with different widths corresponding to (a) 

Case 3 (w = 12.7 mm), (b) Case 1 (w = 20 mm), and (c) Case 4 (w = 30 mm). 

Figure 4.11 shows the downstream wake vortex structures for the plates of different widths. 

From the frontal views of the shed structures at φ = 0 and φ = π, we note that the maximum and 

minimum height of the vortex structures in the midspan are almost independent of the plate width, 

i.e. the vortex structures have the same normal distance from the trailing edge at the midspan. For 

the narrowest plate (w = 12.7 mm), the vortex structure has a relatively higher curvature, which in 

turn makes the two wrapped sub-structures in φ = π/2 and φ = 3π/2 closer to each other and oriented 

at a relatively small angle. For w = 20 mm, the vortex core structure is less curved, and thus, 

consecutive vortex sub-structures are further apart and oriented at a wider angle. For the widest 

plate (w = 30 mm), the vortex structure is at the midplane, such that at low values of α the flow 

near the trailing edge can be assumed as two-dimensional. 
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Figure 4.11 Three-dimensional vortex structures obtained from numerical simulation over one full cycle of 

oscillation with different values of for the plates with different widths w = 12.7mm (Case 3), 20 mm (Case 1), and 30 

mm (Case 4). 

 

Effects of plate aspect ratio, AR – Our experimental and numerical simulation results show 

that, for the plates considered in the present study, the plate aspect ratio has relatively small effects 

on the geometry of the jet. Figure 4.12 shows the jet boundaries downstream of the pitching plates 

of different aspect ratios, showing no significant change. Only 3% increase in the normalized 

necking length, xNP/A, and 18% increase in the normalized non-contributing width, w*/w, are 

observed when the plate aspect ratio is decreased by 100%. 
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Figure 4.12 Effect of plate aspect ratio on the normalized jet boundary projected on the x-z plane for the plates 

with different lengths corresponding to (a) case 5 (l = 15 mm), (b) Case 1 (l = 20 mm), and (c) Case 6 (l = 30 mm). 

 

Figure 4.13 shows the wake vortex structures for different plate lengths examined. The 

curvature of the vortex structure is nearly identical in all three cases, indicating that the vibration 

amplitude and the plate width are the primary length scales affecting the wake. But the coherence 

of the vortex structures is weaker at smaller plate aspect ratios and the structures generated by 

these plates are more likely to break earlier. 
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Figure 4.13 Three-dimensional vortex structures obtained from numerical simulations during a full cycle of 

oscillation for plates with different aspect ratios (corresponding to different lengths in the respective rows: l = 15 mm 

(Case 5), 20 mm (Case 1), and 30 mm (Case 6).) 

Effects of Reynolds number, Re – Figure 4.14 shows the jet boundary for three different 

vibration frequencies and hence, different Reynolds numbers. Similar to the plate aspect ratio, 

changing Re does not affect the boundary of the jet. However, the magnitude of the jet velocity is 

almost linearly proportional to Re, as previously shown in figure 4.4. The slight up-down 

asymmetry observed in the PIV results at the lower Re is believed to be an experimental artifact 

caused by environment disturbances.  
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Figure 4.14 Effect of Re on the normalized jet boundary projected on the x-z plane for plates with different 

frequencies: f = 40 (Case 7), 70 (Case 1), and 100 Hz (Case 8). 

Necking length and non-contributing width – The normalized necking length for all the 

cases examined in this study are presented in figure 4.15a. The necking length varies 

approximately with α as 

 

 
𝑥𝑁𝑃

𝐴
= 𝑛 𝛼𝑚 (4.4) 

 

The power law curve fits to our experimental and numerical simulation results are shown with 

the solid and dashed lines, respectively. The exponent, m, is equal to -0.55, suggesting that the 

necking length is influenced to similar degrees by the plate width and vibration amplitude (xNP ~ 

A0.45w0.55). We note that the quality of the curve fits in figure 4.15a is not sensitive to the exponent 

within a margin of ∆m = ±0.05, and thus assuming an equal influence from amplitude and width 

is reasonable. The coefficient n is slightly (~17%) larger for the experimental data. This difference 

may be attributed to a combination of factors, including the rigid body approximation, the use of 

the first-order upwind scheme in the numerical simulation, and constant streamwise motion of seed 

particles due to buoyancy or other environment disturbances. Figure 4.15b shows that the 

normalized non-contributing width follows a similar power law trend (w* = 0.74 A0.85w0.15).  The 

correlation suggests that the non-contributing width is predominantly governed by the amplitude 
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of the pitching motion and is only slightly affected by the plate width. This is consistent with the 

fact that the size of streamwise vortices produced at the lateral edges of the plate also scales with 

A [103]. We believe that at the sharp corners, these lateral vortices tend to suppress the trailing 

edge vortices, which reduces the strength of vortices near the sharp corners and hence generates a 

non-contributing width. 

 

Figure 4.15 (a) Normalized necking length as a function of the normalized vibration amplitude. The solid and 

dashed lines correspond to the power law curve fits to the experimental and numerical simulation results, respectively. 

(b) Normalized non-contributing width obtained from the numerical simulation results as a function of the normalized 

amplitude. The dashed line represents the power law curve fit. 

 

4.4.3 Scaling laws for the shape of the jet 

Figure 4.16 shows the jet boundaries, as projected on the y-z plane, at different streamwise 

locations from the trailing edge normalized by (Aw)1/2. The mean streamwise flow starts as a 

uniform jet exiting the aperture defined by an oscillation envelope.  Before reaching the necking 

point (figure 4.16 a & b), the jet shrinks linearly in the spanwise (z) direction but remains confined 

within approximately ±A in the normal (y) direction. As the flow passes the necking point (figure 

4.16 c – e), the jet boundary expands in the normal (y) direction. The width of the jet boundary 

(along the z direction), however, remains nearly constant (0.2w) after the necking point. We note 
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that the jet boundaries from all the cases considered in the present study collapse onto nearly 

universal curves if we normalize the position along the streamwise (x) direction with (Aw)1/2, the 

position along the normal (y) direction by A and the position along the spanwise (z) direction with 

either w-w* (before the necking point) or w (after the necking point).  Accounting for the non-

contributing width (w*) in the normalization is crucial for obtaining the convergence. After the 

necking point, the effect of the noncontributing width is diminished.  

 

Figure 4.16 Jet boundaries projected on the y-z plane at different streamwise locations (a) x/(Aw)1/2 = 0.07, (b) 

x/(Aw)1/2 = 0.29, (c) x/(Aw)1/2 =0.86, (d) x/(Aw)1/2 = 1.14, and (e) x/(Aw)1/2 =1.43.  

The transition from the contracting to the expanding region observed in the present study 

resembles the axis-switching phenomenon in non-circular jets [104]–[108]. In these past studies, 

the deformation of jet structures and subsequent development of axis switching is associated with 

the induced velocities of streamwise vortex pairs. The occurrence of this phenomenon is not 

unique; for instance, up to three axis switchovers are reported by Hussain & Husain [106] for a 

single jet. The first one is typically the most prominent, whereas the second and third switchovers 
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take place much further downstream and are usually much weaker. Similar to our findings, the 

location of the first switchover was shown to be directly related to the jet aspect ratio (Krothapalli 

et al. [108]). The uncertainty in these measurements, however, was large. 

4.5 Summary 

We conducted a combined experimental and numerical study on the three-dimensional 

geometry of the induced mean jet downstream of a pitching cantilever plate and correlated it with 

the transient vortex behavior in the wake. Our results showed that the time-averaged velocity field 

forms two distinct regions in the wake identified by their shrinking or expanding nature. The first 

region extends from the trailing edge to a downstream distance of ~ 0.55(Aw)1/2, called the necking 

point. In this region, the induced fluid jet from the trailing edge shrinks linearly in the spanwise 

direction towards the midspan line as the flow continues in the streamwise direction. The extent 

of the jet in the normal direction, however, remains contained within the tip-to-tip displacement of 

the trailing edge (2A) in this region. The velocity profile in this region is approximately uniform 

and directed in the forward direction with a magnitude of ~5.6 times the tip velocity (Af). The 

second region starts after the necking point. In this region, the jet boundary stops shrinking in the 

spanwise direction and forms approximately parallel surfaces 0.15w apart, and instead, expands 

abruptly in the normal direction. An important characteristic of the second region is the appreciable 

decay of the streamwise component of the velocity after the necking point. 

To illustrate the physics behind the complicated shape of the mean jet, we investigated the 

transient vortex formation at the sharp edges of the cantilever. Our 3D visualizations demonstrated 

that the vorticity propagates into the wake in the form of curved coherent structures emanated from 

the trailing edge that are initially attached to the cantilever’s trailing edge at the corners. These 

structures lose their coherency due to diffusion and consequently break as they move in the 
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streamwise direction. The resulting sub-structures tilt as they are convected downstream and 

induce the flow confinement observed in the mean jet. 

We systematically studied the effect of several geometric and vibrational parameters on the 

shape of the induced jet. Our results revealed that the amplitude and the width of the pitching plates 

are the primary factors affecting the shape of the mean jet. The frequency of the oscillations has 

minor effects on the mean jet geometry, although linearly affecting the magnitude of the velocity. 

We observed no significant influence from the length of the cantilevers. We further demonstrated 

that the jet boundaries for all the tested cases fall into convergent universal curves when the spatial 

coordinate system is normalized by appropriate parameters.  

Findings presented in this work are of significant importance in applications such as electronics 

cooling using piezoelectric fans. Placement of the electronic components outside the jet boundary 

may result in inadequate heat dissipation and overheating of the components. The present study 

improves our understanding of the complicated geometry of the mean jet downstream of a pitching 

plate and provides us with the tools to investigate the effect of different plate geometries on the 

flow generation and power consumption of piezoelectric fans. 
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Chapter 5. Role of plate geometry in cooling performance of 

piezoelectric fans 

5.1 Background 

In the previous chapters, efforts have been made to understand and model the power 

consumption and fluid mechanics of piezoelectric fans. We investigated the power consumption 

mechanisms in piezoelectric fans and provided electromechanical models to partition and predict 

the contribution from each source. Through 2D and 3D numerical and experimental analysis, we 

also provided physical insight into the mechanisms involved in the vortex generation and 

propagation and their role in dictating the shape of the jet. These analyses, however, were limited 

to rectangular plates, with little attention to the effect of plate geometry on the flow generation and 

cooling performance of the fans.   

Investigating the effect of plate geometry requires extensive knowledge of three-dimensional 

properties of the trailing edge vortices and their influence on the time-averaged jet. Previous 

studies [41], [42], [109]–[111] investigated the three-dimensional vortex shedding in the wake of 

pitching plates with different trailing edge geometries in a non-zero free stream using 3D particle 

image velocimetry (3DPIV) and numerical simulations. Although their observations about the 

vortex structures and time-averaged properties of the wake are affected by the free stream velocity 

and therefore cannot be completely generalized to piezoelectric fans, their conclusions about the 

thrust and efficiency of the motion provide valuable insight into the effect of trailing edge 

geometry on the overall performance of the pitching plates. Other studies investigated the forces 

acting on pitching plates. Shrestha et al. [36] performed a comprehensive study on the lateral 

vortex regimes in oscillating plates in quiescent water and their effect on the resulting 

hydrodynamic forces. Similarly, Bidkar et al. [58] studied the aerodynamic damping forces acting 
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on rectangular piezoelectric fans and developed a general model based on inviscid fluid theory to 

predict the amplitude and frequency dependence of these forces. 

In the present chapter, we investigate the effect of plate geometry on the air flow generation, 

power consumption, thermal performance, and efficiency of piezoelectric fans. We perform 

immersed boundary numerical simulations to elucidate the effect of the plate trailing edge and 

upstream geometry on the qualitative and quantitative behavior of the downstream jet of pitching 

plates. We next accompany these observations with thermal experiments and power measurements 

to provide an efficiency comparison between different plate geometries. 

 

5.2 Experiment parameters and setup 

The vibration characteristics of a thin plate are described by the frequency f and the amplitude 

A. The characteristic trailing edge velocity is defined as uTE = fA. The main length scale of the 

plate is its span, S. We consider thin plates where the plate thickness, δ, only has secondary effects 

on fluid-solid interactions.  The aspect ratio of the plates, AR, is fixed at 1. The normalized 

amplitude, α, which represents the aspect ratio of the oscillation envelope, equivalent to the 

Keulegan – Carpenter number in similar studies [58], and the oscillatory Reynolds number, Re, 

are defined respectively as 

 𝛼 =
𝐴

𝑆
 (5.1) 

 

 𝑅𝑒 =
𝑢tip 𝑆

𝜈
=
𝑓𝐴𝑆

𝜈
 (5.2) 

We use commercial piezoelectric elements as actuators (Steminc Inc., SMPF61W20F50) in 

this study. Plates with different shapes (figure 5.1) are manufactured in house and attached to the 
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actuators using cyanoacrylate glue. Table 5.1 lists the relevant properties of the plates along with 

their resonance frequencies and amplitude ranges. 

 

 

Figure 5.1 Different plate geometries used in the present study: (a) rectangular plate (b) convex plate (c) 

concave plate (d) concave – tapered plate (e) trapezoidal plate. 

 

A function generator (Model 33220A, Agilent) is used to generate small amplitude (0.4V - 2V) 

pure sinusoidal voltage waves, which are then amplified using a high-voltage amplifier (Model 

PZD700A, TREK). The plate oscillation amplitudes are measured optically by tracking the 

displacements of the sharp corners at point M (see figure 5.1) at an uncertainty of 0.3 mm. 
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Table 5.1 Properties of the plates used in the present study 

size, S 

(cm) 

Material and 

thickness 

(mm) 

Shape 

Normalized 

weighted 

area, Ψ/S2 

Resonance 

Frequency 

(Hz) 

Voltage 

(V) 

Amplitude 

range (mm) 

4 
Steel 

(0.1) 

Concave - Tapered 0.17 59 

30, 50, 70, 

100, 120, 

150 

3.5 - 12.5 

Concave 0.23 56 2.5 - 9.0 

Trapezoidal 0.27 44 2.0 - 9.5 

Rectangle 0.33 43 2.5 - 8.8 

Convex 0.48 44 1.8 - 8.5 

 

Figure 5.2a schematically shows our experimental setup for characterizing the convective heat 

transfer coefficients. We use an aluminum block (75×75×12.7 mm3) with a thin flexible heater 

attached to its back as a heated surface. The back and lateral sides of the thick block are insulated 

using Styrofoam and glass wool to create a nearly 1D isothermal condition.  The heat loss due to 

conduction through the insulation is estimated to be less than 5% of the total supplied heat. A black 

spray paint with a known emissivity is used to coat the exposed front surface of the block. Five 

type K thermocouples are inserted into holes from the back of the block to measure temperatures 

(see figure 5.2a).  The temperature profile is also obtained using an IR camera (figure 5.2b).  The 

convective heat transfer coefficients and corresponding Nusselt numbers are obtained as 

 

 ℎ =
(𝑄total−𝑄rad.)

𝐿𝑏
2  (𝑇s−𝑇∞)

 (5.3) 

 

 𝑁𝑢 =  
ℎ 𝐿𝑏

𝑘𝑎𝑖𝑟
 (5.4) 

where Qtotal, Qrad., Lb, kair, Ts, and Tꚙ represent the total power input to the heater, heat loss due to 

radiation, length of the heated block (= 75 mm), thermal conductivity of air, surface temperature, 

and air temperature, respectively.  Because Gr/ReL
2 is of the order of 0.01 in all our experiments, 

where Gr is the Grashof number, we assume that natural convection has small effects.  
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Figure 5.2c shows the experimental setup used to measure thrust forces generated by 

oscillating plates.  The setup includes a weight scale (Model Adventurer Pro, Ohaus) with a 

resolution of 0.0001 g enclosed inside a plastic enclosure.  The scale measures the force exerted 

by airflows generated by the plates on its flat top surface (figure 5.2c).  

 

 

Figure 5.2 (a) Schematic of the experimental setup to measure convective heat transfer coefficients. (b) A 

representative Infrared thermography result. The graph below shows the measured temperature profile along the 

white dashed line. (c) Schematic of the experimental setup to measure thrust force. 

 

5.3 Numerical simulations 

We use three-dimensional numerical simulation based on the immersed boundary method 

[112] to predict velocity fields downstream of the plates with different geometries. The dimensions 

of the simulation domain are 3S × 2S × S (figure 5.3a).  A domain size-independence study and 

PIV visualization were used to verify that the domain size used is large enough to capture the 
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desired properties of the jets while avoiding complicating effects of the boundaries.  Zero relative 

pressure is specified as the boundary condition on the outer walls.  

Further details about our numerical model and its validation are provided in [113].  Briefly, we 

approximate the oscillatory motion of the plates as a rigid solid rotating about a pivot point at its 

base. We use tetrahedral meshes whose sizes vary along the trailing edge: 0.005S in 7 spheres of 

radius 0.125S centered along the trailing edge, 0.01S in 3 intermediate spheres of radius 0.25S, and 

0.025S in the rest of the domain (figure 5.3b).  Each numerical simulation run covered 20 cycles 

of plate oscillation. The velocity fields are averaged from cycles 11 to 20 to capture steady periodic 

conditions. The power consumption due to drag force acting on the plates is calculated by 

integrating work done by the pressure difference between the upper and lower sides of the plates. 

The transient vortex structures discussed in section 5.4.1 are extracted from the last cycle. 

 

Figure 5.3 (a) Applied boundary conditions in the numerical simulations (b) a representative mesh size at the 

trailing edge of the rectangular plate. 
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5.4 Results and discussions 

5.4.1 Airflow generation and jet topology  

Figures 5.4 and 5.5 show the time-averaged streamwise velocity downstream of the pitching 

plates with different geometries. The maximum streamwise velocity near the trailing edge 

correlates with uTE in a similar fashion for all the geometries (~6 uTE), consistent with observations 

from previous studies [113] [44], [98], [114].  The jet boundaries for all the cases exhibit a 

shrinking-expanding (i.e. axis switching) behavior, which is typical of pitching plates operating in 

both quiescent media [113] and finite freestreams [26], [27], [37], [110]. This dual-region behavior 

has been attributed to the transient interactions between vortex structures generated in each half 

cycle and their consequent breakdown downstream. The streamwise length of the shrinking region 

of the jet in a quiescent medium, as indicated by the location of the axis switching point (figure 

4a, also see [113]), is a function of the plate’s normalized amplitude [113] whereas it is a strong 

function of the fluid velocity, and hence the Strouhal number, in the presence of a freestream. The 

jet is more stretched in the streamwise direction when a freestream is present [26], [27], [37], 

[110]. 
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Figure 5.4 The streamwise (x-direction) component of the time-averaged velocity field downstream of the plates 

with different geometries on the x-z plane (y = 0). α = 0.123 and Re = 230 for all the plates. 

 

 

Figure 5.5 The streamwise (x-direction) component of the time-averaged velocity field downstream of the plates 

with different geometries on the x-y plane (z = 0). α = 0.123 and Re = 230 for all the plates. 
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The predicted velocity profiles in figure 5.4 show that the shape of the trailing edge 

significantly influences the jet boundary.  Before it undergoes axis switching, the jet conforms to 

the contour of the trailing edge.  In particular, the angle between the jet boundary and the trailing 

edge (denoted as γ in figure 5.4) remains nearly constant. This causes the jet boundary to get 

broader for the convex trailing edges. In contrast, the jet boundary shrinks towards the mid-span 

plane for the concave trailing edges (figure 5.4).  Also, due to the increased spanwise spread of the 

flow, the second velocity peak immediately after the axis switching point (figure 5.5) becomes 

much less pronounced downstream of the convex trailing edges.  Farther away from the axis 

switching point, the effect of the trailing edge becomes less noticeable and both the jet boundary 

and the streamwise velocity magnitude are nearly identical for the different plates. 

The observed trailing edge dependence of the time-averaged jets, especially in the vicinity of 

the trailing edge, can be attributed to the transient evolution of the vortex structures and their 

influence on the flow field. To examine this further, we show in figure 5.6 transient vortex 

structures emanating from the trailing and lateral edges of the plates for a full cycle of oscillations. 

The phase angle φ in these figures is specified in terms of the vertical location of the trailing edge, 

y = A sin (φ).  The vortex cores are identified using the Q-criterion method [115] and the colormaps 

indicate the magnitude of the spanwise vorticity ωz on the structures.  

For all the plate geometries, vortices first emanate as coherent structures that follow the contour 

of a trailing edge. These structures break down as they travel downstream and approximately half 

a cycle later form two sub-structures that are significantly tilted about the x-axis and move along 

diverging trajectories (Trajectory 1 and Trajectory 2 in figure 5.6), corresponding to transport 

above and below the x-z plane.  This vortex breakdown and subsequent tilting and bifurcation of 
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the substructures concentrate the flow towards the midspan in the y-z plane and induce a significant 

flow expansion in the x-y plane [26], [27], [37], [110], [113]. 

In addition, the relative proximity of these sub-structures is affected by the curvature of the 

trailing edge.  The substructures become further apart as the convexity of the plates increases.  This 

explains the broader jet boundary in the spanwise (z) direction for the convex plate than the flat 

and concave plates (figure 5.4) because the time-averaged jet boundary in the shrinking region 

conforms to the substructure trajectories [113]. 

We also note that these substructures are confined to a relatively short distance (x/S ~ 0.25) 

downstream of the trailing edge in the quiescent medium of our simulation, coinciding with the 

axis switching points of figure 5.5. This is in contrast to the results from previous studies performed 

in the presence of a finite free stream.  There, the vortex structures begin to diffuse only after being 

transported a large distance downstream, approximately x/S ~ 3 for low Strouhal numbers (high 

freestream relative to trailing edge velocity) [109], [110].  In the asymptotic limit of St→ ∞, 

however, it was observed that the trailing edge vortex structures break down more rapidly and over 

a shorter distance, consistent with our numerical simulation results. 

Figure 5.6 further suggests that the coherence of the vortex structures decreases with increasing 

convexity of the trailing edge; the resulting substructures in the convex plate dissipate more 

quickly than those of other plate geometries, consistent with experimental observations of Van 

Buren et al. [109] for pitching plates in a finite freestream.  
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Figure 5.6 Three-dimensional vortex structures obtained from the numerical simulation during one full cycle of 

oscillations for different plate geometries. α = 0.123 and Re = 230 for all plates. 

 

Figure 5.7a shows the calculated time-averaged volumetric flow rates, Ω, of jets through a y-z 

plane (y ∈ [-0.5S, 0.5S], and z ∈ [-S, S]) at different streamwise locations. This flowrate has 

practical implications on convective heat transfer and thrust force.  The streamwise position x is 

normalized with the square root of the oscillation envelope (AS)0.5 because the streamwise extent 

of the jet is influenced to similar degrees by the oscillation amplitude and the plate width for the 

plate aspect ratio of our study [113].  For all the plate geometries, we observe a rapid decline in 

the flowrate due to rapid changes in the velocity direction after the necking point (in the expansion 

region) and viscous diffusion. Figure 5.7a also suggests that the flowrate in the near field (~ 

x/(AS)0.5 < 1.5) is significantly affected by the plate geometry.  For instance, at x/(Aw)0.5 = 1, the 
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plate. As we approach the far-field (x/(Aw)0.5 > 1.5) this difference is still present, albeit less 

pronounced. 

To further explain the difference in the flow generation capability of the plates, we calculate 

the vortex core strength (circulation), Γz, using the area integral of vorticity inside the vortex 

structures shown in figure 5.6 at φ = 0.   Figure 5.7b shows that Γz exhibits a direct correlation 

with the convexity of the trailing edge and the upstream surface area of the plates. This is 

reasonable because in oscillating cantilevers, the vorticity originates in the upstream boundary 

layer due to the no-slip condition [116]–[118].  Reducing the upstream area by tapering the plates 

or concaving the trailing edge suppresses vorticity generation and thereby flow generation [31], 

[98].  In addition, tapering the plates adds a vorticity component opposite to that of the trailing 

edge vortices (see figure 5.6, tapered plate at φ = 0) to the lateral vortices.  This slightly weakens 

the vortices at the corners of the plates (at a/LTE = 0 and 1 for the trapezoidal and concave-tapered 

plates in figure 5.7b). 

 

Figure 5.7 (a) The induced flowrate passing through normal planes at different streamwise locations. (b) the 

trailing edge vortex strength as a function of location along the trailing edge (a is a length marching parameter and 

LTE is the length of the trailing edge). 
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5.4.2 Power consumption analysis 

Power consumption in plates oscillating in a viscous fluid contains contributions from drag, 

inertia (due to the mass of the plate and the added mass of the fluid), and structural damping within 

the plate.  The last contribution is very often negligible [46], [76].  In principle, the net power 

consumption associated with the inertia of the plate is zero for an ideal actuator with an 

electromechanical conversion efficiency of unity.  In the present study, we limit ourselves to the 

dissipative portion of the power consumption due to drag force on the oscillating plate. We define 

the dimensionless drag power coefficient as 

 

 𝐶𝑃,𝑑 =
𝑃𝑑

𝜌𝑎𝐴3𝑓3S2
 (5.5) 

 

where Pd and ρa are the drag power and air density, respectively.  

Figure 5.8a shows the dimensionless drag power calculated from our numerical simulation 

results.  The convex plate dissipates up to three times as much drag power as the concave-tapered 

plate when oscillating with the same frequency and amplitude. To capture this trend, we define a 

modified dimensionless drag power as 

 𝐶̂𝑃,𝑑 =
𝑃𝑑

𝜌𝑎𝐴3𝑓3𝛹
 (5.6) 

 

Here, Ψ is the weighted surface area of the plates defined as 

 

 𝛹 =  ∬
𝑥2

𝑠2
 𝑑𝑥𝑑𝑧 (5.7) 
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The weighted surface area accounts for the fact that the regions of a plate closer to the trailing edge 

have more contribution to the overall power consumption because both the force and velocity 

increase almost linearly with the distance from the leading edge. The weighted surface areas of the 

plates used in the present study are listed in table 5.1.  Figure 5.8b shows the modified 

dimensionless drag power, which is approximately the same (~ 104) for all the plate geometries. 

 

 

Figure 5.8 (a) Dimensionless drag power Cp,d obtained from our numerical simulation results (b) Modified 

dimensionless drag power Ĉp,d for plates with different geometries. 
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and approximately 0.8 for the near field (figure 5.9). We may view the proportionality factor K, 
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which itself is a function of the plate geometry, as a measure of the effectiveness of each plate in 

convective heat transfer. The stronger Re dependence in the near field can be attributed to the 

enhanced mixing by the trailing edge oscillating near the stagnation point. The mixing effects 

become weaker at the far field due to viscous diffusion. 

 

Figure 5.9 Nu vs. Re for (a) far-field and (b) near-field thermal experiments. 

 

Figures 5.10a and 5.10b show the proportionality factor K for each of the plate geometries in 

the far field and the near field, respectively.  Also shown for reference is the dimensionless drag 

power Cp,d for each geometry, which is essentially proportion to Ψ for the fixed A, f and S.  We 

observe that K qualitatively follow the similar trend as the airflow generation capability of sections 

5.4.1 and 5.4.2.  That is, at the same frequency and amplitude, the convex plate generates more 

airflow and hence stronger convective heat transfer but at a higher power consumption.  
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Figure 5.10 (a) Far-field and (b) near-field proportionality factor K for plates with different geometries. The 

error bars represent the standard deviation in K due to experimental uncertainty and curve fit quality. 

 

Next, we convert these results to compare the power consumptions necessary to achieve the 

same convective heat transfer performance. Using the Reynolds number dependence of the Nusselt 

number, we first set the oscillation amplitude for each plate to be 𝐴′ such that we obtain the same 

target Nusselt number, 𝑁𝑢′, for a given oscillation frequency:        

 𝐴′ = (
𝑁𝑢′

𝐾
)
1/𝑛

𝜈

𝑓𝑆
 (5.8) 

The corresponding power consumption is 

   

 𝑃𝑑
′ = 𝐶𝑃,𝑑𝜌𝑎(𝐴

′𝑓)3𝑆2 = 𝐶𝑃,𝑑𝜌𝑎 (
𝜈

𝑆
)
3

(
𝑁𝑢′

𝐾
)
3/𝑛

𝑆2 (5.9) 

  

One may compare the plates with different geometries in terms of their convective heat transfer 

performance per unit power: 
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 𝜂 =
𝑁𝑢′

𝑃𝑑
′ = [

(𝑁𝑢′)
1−3/𝑛

𝜌𝑎
𝜈3

𝑆

] [
𝐾3/𝑛

𝐶𝑃,𝑑
] (5.10) 

 

We then define the figure of merit  as  

 

 𝑀 = 
𝐾3/𝑛

𝐶𝑃,𝑑
 (5.11) 

 

This figure of merit is shown in figures 5.11a and 5.11b for the far field region and the near field 

region, respectively. 

These results indicate that the power efficiency generally improves with the increasing 

convexity of the trailing edge (Mconcave < Mrectangle < Mconvex) and the increasing upstream surface 

area (Mtrapezoidal < Mrectangle and Mconcave-tapered < Mconcave).  In other words, referring back to the 

discussion in section 5.4.1, we observe that the enhancement in the flow generation capability of 

the plates more than offsets the associated rise in power consumption.  As an example, for a given 

target Nusselt number, the concave-tapered plate consumes more than twice as much power as the 

convex plate in the far field and almost three times as much power as the rectangular plate in the 

near field.  
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Figure 5.11 Figure of merit, M, of the pitching plates in (a) Far-field and (b) near-field configurations. The error 

bars represent the standard deviation in the experimental data due to experimental uncertainty and curve fit quality. 

 

5.4.4 Thrust performance 

To further characterize the effects of the plate geometry on generated air flows, we measure 

the force, F, exerted by the airflow generated by an oscillating plate on an opposing flat surface. 

The near field configuration was used to ensure that the entire jet momentum is transferred to the 

sensor surface and the measured values thereby approximate the total thrust force generated by the 

oscillating plate.  

Figure 5.12 shows the thrust power, F uTE, as a function of the power consumption.  The inset 

shows the associated power efficiency, ηT = F uTE /Pd, calculated from the slopes of the linear fits 

to the data. The power efficiencies for thrust follow closely the figure of merits for convective heat 

transfer shown in figure 5.11b. 

Our results are consistent with the findings reported in previous studies on the effects of the 

trailing edge shape on thrust generation. Van Buren et al. [109] reported a maximum enhancement 

in thrust performance of approximately 40% by changing the trailing edge angle from 45o 

(concave) to 120o (convex). Using immersed boundary numerical simulations, Hemmati et al. 
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[110] observed approximately 30% increase in the thrust coefficient by increasing the trailing edge 

convexity.  They correlated this enhancement with the rate of wake vortex contraction. Similar 

results were reported in Zhang et al. [111].  

 

 

Figure 5.12 Thrust power, F uTE, as a function of the power consumption for the different plate geometries 

examined in this study. The lines represent linear fits to the data. The inset demonstrates the power efficiency for 

thrust obtained from the slopes of the linear fits. 

 

5.5 Summary 

We conducted a combined experimental and numerical study to investigate the effect of plate 

geometry on the flow generation, power consumption, and convective thermal performance of 

pitching plates in a quiescent fluid. Our immersed boundary numerical simulations revealed that 

the three-dimensional shape of the time-averaged jet in the wake of different plates is strongly 

influenced by the curvature of the trailing edge. This shape-dependence was further correlated with 

the difference in the strength and trajectory of the transient vortex structures emanating from the 

sharp edges of the plates.  
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Our flow rate measurements showed that the airflow generation capability of the plates 

improves with increasing trailing edge convexity and upstream surface area, which translates to 

enhanced convective thermal performance. The difference in the flow rates is more pronounced 

close to the trailing edge (~ x/(AS)0.5 < 1.5) and reduces further downstream (~ x/(AS)0.5 > 1.5). 

Similarly, the power consumption due to the drag forces on the plates increases linearly with the 

weighted surface area of the plates, Ψ, suggesting a counterbalancing effect in the power efficiency 

from these two factors. We found that the enhancement in thermal performance of the plates 

outweighs the associated rise in power consumption and in general the power efficiency of the 

plates improves with increasing the convexity of the trailing edge and upstream surface area in 

both near-field and far-field configurations. 

The present study improves our understanding of the role of plate geometry in the flow 

generation and heat transfer enhancement using oscillating cantilever plates. Findings from this 

study provide a guideline for the optimized design and selection of plate geometry for applications 

such as piezoelectric cooling enhancement that highly rely on airflow generation downstream of 

the pitching plates.  
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Chapter 6. Thermal enhancement in piezoelectric fans using 

roughened surfaces 

6.1 Background 

In the previous chapter, we investigated the effect of the oscillating plate size and geometry on 

the thermal and power efficiency of the fans and provided useful guidelines for optimal plate shape 

selection. These results, however, were obtained considering a flat plate as the heating source. 

For many decades, smooth surfaces have been commonly used in thermal management 

components due to their ease of construct. Although smooth surfaces can be sufficient for many 

applications, there has recently been a strong push to improve the heat transfer performance of 

these surfaces so as to extend their range of applications and capabilities. Recent innovations in 

the manufacturing technologies such as precision machining, powder metallurgy, 3D printing 

metal composites [119] and Direct Laser Metal Sintering (DLMS) [120], created new opportunities 

for economic and time efficient mass production of complicated roughened surfaces, and thus, 

sparked more research motive to test and compare the heat transfer performance of such surfaces. 

 Previous studies in this area have found that by introducing roughness to smooth surfaces, one 

can notably increases the convective heat transfer coefficient from these surfaces, especially at 

high Reynolds flows. Gao and Sundén [121] measured the heat transfer performance and pressure 

drop of rib-roughened surfaces in a duct flow experiment setup and observed a factor of two 

increase in the Nusselt numbers compared with the flat surfaces in the same configuration. Bopche 

and Tandale [122] used U-shaped turbulators on the absorber surface of an air heater duct at 

Reynolds number range from 3800 to 18000 and observed a heat transfer enhancement by 2.82 

times compared with flat surfaces. Similarly, Thianpong et al. [123] and Yang and Chen [124] 

studied the heat transfer characteristics of roughened surfaces with triangular ribs in channel flows 
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of Reynolds number 5000-22,000. They observed a factor of 4 improvement in the heat transfer 

performance of their surfaces at the expense of a large pressure drop in their channel due to the 

large roughness of the tested surface. Other surfaces such as sinusoidal wavy walls [125] and 

dimpled-roughened surfaces [126], [127] were also studied before. 

More recently, roughened surfaces with machined fish-scale patterns started to gain attention 

due to their biomimetic structure and slightly higher performance. Chang et al. [128]–[134] and 

Zhou et al. [135]–[137] reported 25% improvement compared with ribbed and dimpled surfaces. 

These experiments, however, were conducted at high Reynolds numbers, and therefore, cannot be 

generalized to low Reynolds applications such as electronics cooling and packaging where small-

scale components and low-velocity flows are of main interest.  

The present study aims to investigate the effect of the heat source roughness on the thermal 

and power performance of the piezoelectric fans as another means of improving their efficiency 

[138]. 

6.2 Experimental setup 

The scaled surfaces are fabricated by CNC machining bulk 6061 aluminum bars. Figure 6.1a 

shows the dimensions of thus prepared surfaces. Scaled surfaces with feature heights of e = 0.46 

m, 0.75 mm, and 1 mm are tested in this study. 

Flat and scaled surfaces are tested in a rectangular channel setup as shown in figure 6.1b. 

Compressed air with constant temperature of 21oC is injected to the channel. Different levels of 

flow straighteners are used to ensure a uniform velocity profile. Due to the large entrance length 

of the flow in the tested Reynolds numbers (1~2.4 m), the uniform velocity profile is retained in 

the heat transfer test section. 
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Figure 6.1 Schematic of the channel flow setup used in this study. 

 

Surfaces are electrically heated using a flexible heater attached to their flat side. Heat loss from 

the other side of the surfaces is minimized using Styrofoam insulation. We measure the 

temperature along the centerline of the surfaces using 7 type-k thermocouples spaced 10 mm from 

each other. The surfaces are coated with Kylon Colormaster No.1602 with a known emissivity of 

0.95 to calculate the heat transfer rate through radiation. 

The Reynolds number in the channel, Rec, and the average Nusselt number, Nuc, are estimated 

as 

 

 𝑹𝒆𝐜 =
𝑼̅𝒄 𝑫𝒉,𝒄

𝝂
 (6.1) 

 

 

 𝑵𝒖𝐜 =
(𝑸𝐭𝐨𝐭𝐚𝐥−𝑸𝐫𝐚𝐝.) 𝑫𝒉,𝒄

𝑨 𝒌𝒂𝒊𝒓 ( 𝒔− 𝒎)
 (6.2) 

 

where U̅c, Dh,c, and ν in Equ. (6.1) are the average air velocity in the channel, hydraulic 

diameter of the duct, and kinematic viscosity of air, respectively. In Equ. (6.2), Q, A, kair, Ts, and 
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Tm represent the total heat power from the heater, the exposed area of the surfaces, thermal 

conductivity of air, surface temperature, and average air temperature, respectively. Due to the large 

thermal conductivity of aluminum, no significant temperature gradient was observed on the heated 

surface. 

Figure 6.2a shows the schematic of the experimental setup for the piezoelectric fan and scaled 

surface combined configuration. A symmetric scaled surface is used due to the piezoelectric fan’s 

symmetric air flow on opposing walls (see figure 6.8 and 6.9). The area of the heated surfaces in 

this experiment (75 × 75 mm2) and the input heat power are equal to that of the tested surface in 

channel setup. 

Three piezoelectric fans are positioned in an orthogonal orientation relative to the surfaces with 

5 mm distance from each other. The distance from the tip of the fans to the heated surfaces is 5 

mm. Fans operate at the same frequency and amplitude. Five type-k thermocouples are located 

inside of the test surfaces to monitor the temporal temperature changes until steady state. An IR 

camera (FLIR thermovision A40) is used to obtain the temperature distribution on the heated 

surfaces. The aluminum surfaces are chosen thick enough (12.7 mm) to create an isothermal 

boundary condition at the outer surface. Figure 6.2 shows about ±1oC temperature difference on a 

representative temperature profile obtained from the IR thermography. 
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Figure 6.2 a) Combined piezoelectric fan and scaled surface performance measurement setup. The feature 

height used in this experiment is e = 1 mm. The black dots indicate the position of the monitoring thermocouples. b) 

a sample IR thermography result. The graph shows the measured temperature along the white dashed line. We use 

the temperature gradient in the insulator to estimate the heat loss from the back and lateral sides of the tested 

surfaces. 

 

The estimated loss in both experiments is less than 10% of the total supplied heat, as quantified 

by measuring the temperature gradient in the insulator using IR thermography (figure 6.2b). 

The convective heat transfer coefficient due to the fan’s operation, hfan, is calculated as 

 𝒉𝐟𝐚𝐧 =
(𝑸𝐭𝐨𝐭𝐚𝐥−𝑸𝐫𝐚𝐝.)

𝑨 ( 𝐬− ∞)
 (6.3) 

To be consistent with the definition of Nusselt number in impinging jets, we use the following 

correlation for the average Nusselt number for the combined piezoelectric fan and scaled surface 

experiment. 

 

 𝑵𝒖𝐩 =
𝒉𝐟𝐚𝐧 𝑫𝒉,𝒑

𝒌𝒂𝒊𝒓
 (6.4) 

 

Dh,p is the hydraulic diameter of the fan’s envelope of oscillations [139]. 
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The vibration characteristics of the piezoelectric fans are described by their frequency, f, and 

amplitude, Ap. The relevant length scale to the physics of the problem is the gap, g, between the 

fan and the surfaces. The width, length, and thickness of the fan blades only have secondary effects 

on the induced flow over the surface. We suggest the following definition for the Reynolds number 

associated with the piezoelectric fan’s oscillations, Rep: 

 𝑹𝒆𝐩 = 
𝑼̅𝒑 𝒈

𝝂
 (6.5) 

where U̅p is the average velocity on the heated surfaces obtained from numerical simulations. 

We use commercially available piezoelectric fans (Steminc Inc., SMPF61W20F50). A 

function generator (Model 33220A, Agilent) is used to generate sinusoidal voltage waves, which 

are then amplified by using a high-voltage amplifier (Model PZD700A, TREK) before being fed 

to the piezoelectric actuator (figure 6.3a). The total power consumption of the piezoelectric fans is 

obtained using a method described in an earlier study [76].  

We use Particle Image Velocimetry (PIV) to obtain a qualitative and quantitative measure of 

the velocity magnitude and jet profile upon impingement on the heated surface. The setup (figure 

6.3b) consists of a 500 mW continuous wave laser (Hercules, LASERGLOW Technologies) with 

a wavelength of 532 nm. The laser beam is shaped into a light sheet using a cylindrical lens. We 

use a high-speed camera (Phantom VEO-640L) to capture the motion of particles suspended in the 

air. The frame rate is chosen such that at least 100 frames are captured per full period of the 

oscillations. 
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Figure 6.3 a) Dimensions of the piezoelectric fans. b) power measurement and PIV experimental setup. 

 

PIV experiments are conducted in a transparent acrylic chamber, large enough to reduce 

interference from the side walls.  Seeding particles are generated by heating a solution of water 

and glycerin (30% glycerin in volume) and injected into the chamber where they are allowed to 

settle for about a minute to minimize initial disturbances. The particle motions due to buoyancy 

are measured separately in the absence of an oscillating plate and deducted from velocity fields. 

An open-source software package (PIVlab) [78] is used to analyze the captured video images by 

cross-correlating the successive video frames to obtain the velocity profiles at each time instance. 

 

6.3 Numerical simulations 

Three-dimensional numerical simulations are done using the Immersed Boundary Method 

embedded in Ansys CFX to avoid computational overheads associated with re-meshing in moving 

mesh methods. The 3D simulation domain size is 6 cm × 4 cm × 4 cm, large enough to avoid any 

complicating effect at the boundaries. To help resolve the details of the transient flow around the 
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trailing edge of the fan, we use meshes of spatially varying size along the width of the cantilever: 

0.1 mm in the internal regions (7 spheres of radius 2.5 mm), 0.2 mm in the intermediate regions 

(3 spheres of radius 5 mm), 0.3 mm on the wall, and 1 mm in the rest of the domain (figure 6.4). 

Mesh independence of the numerical simulations is confirmed by halving the mesh size from the 

above values in a representative case and observing less than 5% change in the velocity profile 

downstream the fan. The outer walls of the simulation’s domain are specified as open boundaries 

with zero relative pressure to allow the fluid motion in both directions normal to the walls.  

 

Figure 6.4 The varying mesh size around the oscillating blade of the fan in the simulation domain. 

 

6.4 Results and discussions 

6.4.1 Channel flow experiments 

Previous study by Chang et al. [128] compared the measured Nusselt numbers of the scale-

roughened walls to the Nusselt number associated with fully developed flows in circular pipes, i.e. 

constant value of 3.66. However, it must be considered that their experiments were done in a well-

developing flow (i.e. very close to the entrance) inside a rectangular channel in which the Nusselt 
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number for the flat surface could be above 3.66. Therefore, it is important to perform a fair 

comparison between flat and scaled surfaces in similar conditions to reveal the real thermal 

enhancement. Table 6.1 summarizes the different channel flow conditions used to compare the 

surfaces. 

Table 6.1 Channel flow conditions 

Rec U̅c (m/s) 

1000 0.9 

1500 1.3 

2000 1.7 

2500 2.2 

2750 2.4 

 

Figure 6.5 shows the average channel Nusselt number Nuc for the tested surfaces with different 

feature heights e as a function of the channel Reynolds number Rec. The extracted results from 

[128] (e = 1 mm) are also shown in the same figure. For all the feature heights tested in this study, 

the heat transfer augmentation increases with Rec. Figure 6.5 also suggests that the heat transfer 

enhancement from the scaled surfaces has a direct relationship with the height of the features. The 

percent Nusselt enhancement at different feature heights for Rec = 2750 is shown in the inset of 

figure 6.5, where we observe a maximum 60% enhancement in the Nusselt numbers of the scaled 

surfaces in our experiments with an almost linear trend, in agreement with the results reported in 

[135]. Furthermore, changing the direction of the flow does not seem to significantly affect the 

average Nusselt numbers, with forward flows being slightly better. 

We note that the results from [128] are slightly higher due to the differences in their 

experimental setup. More specifically, they used heated surfaces on both the top and bottom of the 

test section, which increases the average air temperature at each cross-section and eventually 

results in slightly higher convective heat transfer coefficient. 
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Figure 6.5 Average channel Nusselt number vs. the channel Reynolds number. The inset represents the % 

Nusselt enhancement at Rec = 2750 as a function of feature height of the surface. The red dashed line serves as a 

guide to the eye. 

The heat transfer enhancement on the wall’s surface is usually accompanied with the pressure 

drop increase in the test section. Figure 6.6 shows the measured pressure drops in the test section 

as a function of the Rec. The uncertainty in the pressure drop measurements is 0.3 Pa. The pressure 

drop along the test section does not vary significantly in the range of studied Reynolds numbers.  

This pressure drop increase is not as significant as the resulted heat transfer augmentation. For 

instance, for e = 1mm and Rec = 2750, the Nusselt number increase relative to the flat surface is ~ 

60%, while the pressure drop increase is ~14%. The measured pressure drops in figure 6.6 agree 

with the reported results in [135], both in the trend and order of magnitude, however,  we avoid a 

direct comparison as their numerical simulations were conducted in the turbulent regime. 

1000 1500 2000 2500 3000
0

20

40

60

80

N
u

c

Rec

 Flat

 e = 0.46 mm (forward)

 e = 0.46 mm (downward)

 e = 0.75 mm (forward)

 e = 1 mm (forward)

 Chang et al. Ref.    , 1 mm (forward)

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0

20

40

60

80

 This Study

 Cheng et al.

%
 N

u
s
s
e
lt

 E
n

h
a
n

c
e
m

e
n

t

Feature Height, e (mm)

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0

20

40

60

80

 This Study

 Cheng et al.

%
 N

u
s

s
e

lt
 E

n
h

a
n

c
e
m

e
n

t

Feature Height, e (mm)
0.0 0.2 0.4 0.6 0.8 1.0 1.2

0

20

40

60

80

 This Study

 Cheng et al.

%
 N

u
s

s
e

lt
 E

n
h

a
n

c
e
m

e
n

t

Feature Height, e (mm)

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0

20

40

60

80

 This Study

 Cheng et al.

%
 N

u
s
s
e
lt

 E
n

h
a
n

c
e
m

e
n

t

Feature Height, e (mm)

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0

20

40

60

80

 This Study

 Cheng et al.

%
 N

u
s
s
e
lt

 E
n

h
a
n

c
e
m

e
n

t

Feature Height, e (mm)

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0

20

40

60

80

 This Study

 Cheng et al.

%
 N

u
s
s
e
lt

 E
n

h
a
n

c
e
m

e
n

t

Feature Height, e (mm)

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0

20

40

60

80

 This Study

 Cheng et al.

%
 N

u
s
s
e
lt

 E
n

h
a
n

c
e
m

e
n

t

Feature Height, e (mm)
0.0 0.2 0.4 0.6 0.8 1.0 1.2

0

20

40

60

80

 This Study

 Cheng et al.

%
 N

u
s
s
e
lt

 E
n

h
a
n

c
e
m

e
n

t

Feature Height, e (mm)

0

20

40

60

80

0.2 0.4 0.6 0.8 1.0 1.2

10



123 

 

 

Figure 6.6 Pressure drop in the test section vs. the channel Reynolds number.   

 

6.4.2 Piezoelectric fan experiment 

Figures 6.7 – 6.9 show the average velocity field resulting from the piezoelectric fan’s induced 

jet upon impinging a flat surface located 5 mm downstream the fan. The velocity field is averaged 

over 20 cycles of oscillations. Table 6.2 lists the flow conditions for all the piezoelectric fan 

configurations used in this study. For a fixed vibration amplitude, the velocity profile on the heated 

surface is not uniform. It consists of a stagnation region in the middle evolving from an almost 

linear shape at lower amplitudes to a circle at high amplitudes. This stagnation region is followed 

by two maxima in the direction of the oscillations. After this point, the velocity gradually 

decreases. Increasing the amplitude of the oscillations results in an increase in both velocity 

magnitude and the effective area of the flow. For instance, at Rep = 120 (figure 6.9), the induced 

jet of the fan shrinks to almost half its initial size due to the dominance of viscosity. This effect is 

less pronounced at high Rep as shown in figures 6.8 and 6.9. 
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Table 6.2 Flow conditions of piezoelectric fans 

Ap (mm) fp (Hz) Pfan (mW) Umax (m/s) U̅p (m/s) Rep 

2 130 12.1 1.3 0.36 120 

2.5 130 25.9 1.5 0.50 167 

3 130 44.9 2 0.75 250 

3.75 130 62.5 2.2 1.10 367 

4 130 116.6 2.47 1.38 459 

4.5 130 184.1 2.7 1.50 500 

5.5 130 370.0 3 2.00 667 

7 130 723.7 3.7 2.40 800 

7.75 130 1210.5 4.16 2.78 927 

 

 

Figure 6.7 Schematic of the orientation of the illuminating laser sheets relative to the opposing surface. The 

distance between laser sheet 1 and the opposing surface in 0.5±0.1 mm. 

 

Figure 6.8 Numerical and experimental visualization of the jet-wall interaction at a) laser sheet 1 b) laser sheet 2 

c) laser sheet 3 for Rep = 459. The red and black rectangles indicate the PIV visualization domain and the 

piezoelectric fan vibration envelope, respectively. 
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Figure 6.9 Numerical visualization of the jet-wall interaction at a) laser sheet 1 b) laser sheet 2 c) laser sheet 3 for 

Rep = 120 and 927. The scale of the images is the same as in figure 6.8. The black rectangles indicate the piezoelectric 

fan vibration envelope. 

Piezoelectric fans’ average Nusselt numbers Nup on flat and scaled surfaces are shown in figure 

6.10 as a function of the fans’ Reynolds number Rep. At low Rep (Rep<367), we observe negligible 

heat transfer augmentation relative to the flat surface due to low average velocities and small 

effective area of the flow. Increasing the Rep above this point will result in noticeable heat transfer 

augmentation. The relative heat transfer enhancement at the highest Rep tested in this study is 

14.3%. 
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Figure 6.10 Average Nusselt numbers on the tested surfaces as a function of the piezoelectric fan’s Reynolds 

number for e = 1 mm. 

Figure 6.11 shows the normalized convective heat transfer coefficient hfan/hNC as a function of 

the power consumption of the fans. The natural convection heat transfer coefficient hNC is 

measured to be ~17.6 W/m2 K while the fan is off, consistent with previously reported values for 

similar test setups [76]. This figure shows the amount of heat transfer enhancement resulting from 

the piezoelectric fans with and without the scales surfaces.  

 

Figure 6.11 Normalized convective heat transfer coefficient vs. fan power consumption for e = 1 mm. 
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The data points shown in figure 6.11 can be fitted using empirical correlations of the form 

 

 
ℎfan

ℎNC
= 𝛽(𝑃fan)

𝛼 (6.6) 

 

where the exponent α represents the thermo-hydraulic interactions between the fan’s blade and the 

surrounding air. Previous studies [76] suggest a nearly constant value of α for different blade 

geometries at a fixed distance from the heat source. The coefficient β includes the effect of the 

surface patterns on the heat transfer augmentation. The fitted curves along with the resulted values 

of α and β are shown in figure 6.11 for both flat and scaled surfaces. 

Figure 6.12 depicts the percent Nusselt enhancement due to the scaled surfaces in a wide range 

of Reynolds numbers. The horizontal axis in this figure represents Rep for piezoelectric fans and 

Rec for channel setup. The results extracted from [135] are also shown for turbulent flows. The 

heat transfer augmentation associated with the laminar flow regimes (Re < 2500) ranges from 0 to 

60%. As the flow transitions to turbulent regime (3000 < Re < 4000), the Nusselt enhancement 

increases abruptly due to the generation of secondary vortical flows [135]. After a modest peak at 

Re ~ 6000, the Nusselt enhancement decreases with increasing Reynolds numbers. 
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Figure 6.12 Percent Nusselt enhancement in scaled surfaces (e = 1 mm) relative to a flat surface. The red dashed 

line is a guide to the eye and is not meant to serve as a curve fit. 

The power efficiency of the scale-roughened surfaces in channel flows is quantified by 

performance factor, η, defined as 

 

 𝜼 =
𝑵𝒖

𝒇𝟏/ 
 (6.7) 

 

where f is the friction factor obtained from the pressure drop in the test section using 

 

 𝒇 =
𝚫𝑷

 . 𝝆𝑼̅𝒄
 

𝑫𝒉,𝒄

 𝑳
 (6.8)  

 

The performance factor indicates the amount of Nusselt number enhancement resulting from 

the surface per pump power increase. The exponent 1/3 satisfies the constant pump power 

requirement [140]. 
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Unlike the channel test, the power efficiency of the piezoelectric fans’ flow on the tested 

surfaces cannot be directly related to the pressure drop. Furthermore, direct measurement of the 

pressure drops in the unconfined domain that the piezoelectric fans are operating poses different 

challenges. Therefore, to analyze the power efficiency of the two surfaces in this configuration, 

we directly measure the power consumption of the fans using the method described in a previous 

work [76]. The power efficiency of the piezoelectric fans is then quantified as 

 

 𝜼 =
𝑵𝒖

𝑷𝐟𝐚𝐧
 (6.9) 

 

Figure 6.13 shows the percent power efficiency enhancement resulting from the scaled 

surfaces. In contrast with the previous graph, the high Nusselt enhancement in the turbulent regime 

is moderated by the accompaniment of large pressure drops in this regime, forming an almost 

continuous curve in the range of investigated Reynolds numbers. This figure further indicates that 

a maximum of ~50% efficiency enhancement can be achieved using scaled surfaces. This 

maximum occurs in the transition regime, where the occurrence of secondary flows assists the heat 

transfer from the surface with minimum power consumption increase. 
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Figure 6.13 Percent efficiency enhancement in scaled surfaces (e = 1 mm) relative to a flat surface. The red 

dashed line is a guide to the eye and is not meant to serve as a curve fit. 

 

6.5 Summary 

In the present study, we measured and compared the convective heat transfer performance of 

scaled and flat surfaces in low Reynolds flows. In the presence of a uniform channel flow, the heat 

transfer enhancement exhibited a direct correlation with the channel Reynolds number and the 

surface feature heights within the studied range (1000 < Rec < 2750, 0.46 mm < e < 1 mm). This 

trend agrees with the previous observations reported elsewhere in the literature. A maximum heat 

transfer augmentation of 60% relative to the flat surface was observed for Rec = 2750 and e = 1 

mm. Furthermore, no appreciable pressure drop was introduced in the test section by increasing 

the surface roughness.  

Visualization of the piezoelectric fan’s flow interaction with an opposing wall revealed that a 

nonuniform symmetric velocity field is induced parallel to the wall with an average velocity 

comparable to the uniform velocity in the test channel. This nonuniform flow resulted in 14% 

enhancement at the highest tested fan’s Reynolds number (Rep = 927). 
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A quantitative representation of the power efficiency of the different surfaces was assessed by 

defining a performance factor, η, which indicates the Nusselt number enhancement per power 

consumption increase. With this standard, a maximum of ~50% efficiency enhancement was 

achieved using scaled surfaces. This maximum occurred in the transition regime where the 

formation of secondary flows with low power costs assisted the heat transfer from the surface. 

The results presented in this study demonstrate the application of scaled surfaces in low 

Reynolds thermal components, such as piezoelectric fans, motivate more systematic design and 

optimization of such surfaces. 
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Chapter 7. Summary and future work recommendations 

7.1 Summary 

In the present study, we provided a comprehensive investigation of the power consumption 

mechanisms, complex fluid dynamics, and heat transfer performance of piezoelectric fans in order 

to facilitate their optimized design for a variety of applications. We began by performing a 

combined experimental and modeling study to help elucidate different power dissipation 

mechanisms in piezoelectric fans and obtain an optimal operating condition for maximum power 

efficiency. Our data and model analyses showed that the mechanical hysteresis loss and, to a lesser 

extent, the dielectric loss are dominant sources of parasitic power dissipation in the actuators. We 

also showed that in a typical piezoelectric fan, 30 to 80% of the total consumed power stems from 

the presence of the plate and aerodynamic interactions.  

We next investigated the vortex regimes present in the wake of a harmonically oscillating 

cantilever plate in a quiescent, incompressible, viscous fluid and analyzed their effect on the mean 

fluid jet downstream. Based on the qualitative features of the vortex shedding from the trailing 

edge, we identified three distinct vortex regimes in the wake, namely non-propagating, 

intermediate and propagating. We further demonstrated that these regimes can be presented in a 

regime map with lines of constant Re as transition lines between adjacent regimes. Our qualitative 

and quantitative analysis of the flow on the normal mid-plane revealed that these vortex regimes 

significantly affect the mean fluid jet downstream of the thin plate. 

In the next step, we conducted a combined experimental and numerical study on the three-

dimensional geometry of the induced mean jet downstream of a pitching cantilever plate and 

correlated it with the transient vortex behavior in the wake. Our results showed that the time-

averaged velocity field forms two distinct regions in the wake identified by their shrinking or 
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expanding nature. We systematically studied the effect of several geometric and vibrational 

parameters on the shape of the induced jet, such as normalized amplitude, plate aspect ratio, and 

Reynolds number, and provided scaling laws to predict the shape of the induced jet in a variety of 

operating conditions. 

Finally, we investigated the effect of plate geometry and surface roughness on the power 

efficiency of the piezoelectric fans. Our results show that using artificially patterned surfaces as 

the cooling target, such as a scale-roughened surface, can increase the Nusselt numbers in 

otherwise similar conditions by ~20%. We also demonstrated that plates with concave-tapered 

geometry provide the most thermal enhancement per unit power, and hence the most efficiency, 

for applications with a prescribed amplitude and frequency. For most of the piezoelectric fans’ 

applications, however, power consumption at a prescribed Nusselt number is of interest. Our 

results show that different geometries exhibit nearly equal efficiencies for these applications, with 

convex plates requiring the lowest amplitude. 

 

7.2 Future work recommendations 

Although this study endeavors to address some of the common challenges in using 

piezoelectric fans as viable low power thermal solutions for consumer electronics and wearable 

devices, there remain areas that require further research and development effort should 

piezoelectric fans be chosen for thermal management applications. The following 

recommendations and guidelines are based on the author’s five-year experience in working with 

these fans: 
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7.2.1 Using flexible polymer piezoelectric actuators 

Current commercial piezoelectric fans have two important intrinsic issues that prevent their 

wide-spread application: fragility and long form factor. The former issue arises from the use of 

thin and delicate piezoceramics in the actuator section, while the latter is due to the separation of 

the rigid actuator and flexible vibrating plate, which makes the overall length of the device 

excessively long. Recently, novel polymer-based piezoelectric materials, such as PVDF [141]–

[144], have been introduced that exhibit superior flexibility and durability compared to 

piezoelectric ceramics, such as PZT ceramic. These piezoelectric materials can be used to resolve 

the reliability issues associated with the current piezoelectric fans. In addition, the flexibility of 

these materials allows combining the actuator and plate into a single cantilever, and as a result, 

reducing the overall length of the fans. To the best of our knowledge, no fundamental research has 

been done so far to investigate the feasibility of using these materials as high-amplitude, high-

frequency oscillators for cooling applications.  

7.2.2 A control algorithm for rectifying the resonance frequency shifts 

Another important issue associated with piezoelectric fans, and multi-component vibrating 

mechanical systems in general, is the resonance frequency shift due to the accumulation of dirt on 

the oscillating part, and chemical and physical changes in the adhesive material with time and 

temperature. It was frequently observed that the resonance frequency of the fans changes within ± 

5 Hz from its initial value over long periods of operation, especially in cases with rigid plates 

(metallic plates). This issue, however, can be solved to a great extent by generating a control 

algorithm that runs a sweep over the acceptable range of frequency within specific time intervals 

and chooses the frequency that results in the maximum power consumption (power consumption 

peaks at the resonance frequency of the plate). 
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7.2.3 Effect of plate material and geometry on noise generation 

Piezoelectric fans that are required to operate at high frequencies (f >150 Hz) usually generate 

audible and disturbing noise. The noise issue can even occur at lower frequencies if the plate 

creates higher frequency noise due to its in-plane deflections (usually for metallic plates). In our 

experience, several factors play role in mitigating the noise issue, including the plate material, 

plate geometry, plate surface topology (smoothness), and the condition at the base where the plate 

connects to the actuator. To the best of our knowledge, no comprehensive study has been 

performed to investigate the physics of the noise in piezoelectric fans and methods to reduce the 

noise by changing the above-mentioned factors. 
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