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Abstract

At High Resolution: The Crab Pulsar, Kinematics of ULIRGs, and
Linear Quadratic Gaussian Control for Adaptive Optics

by
Alexander R. Rudy

Adaptive Optics is a technique to correct for the aberrations introduced by the
Earth’s atmosphere in telescope images and spectroscopy. This work covers
three projects which are facilitated by adaptive optics. Adaptive optics (AO)
enables high resolution imaging from the ground, which we used to explore
the origins of γ-ray flares from the Crab Nebula. These flares represent some
of the brightest transient events ever observed. Using AO, we were able to
identify features of the Crab Nebula which appear to correlate with the large
γ-ray flares. We searched for the presence and mechanisms behind high veloc-
ity molecular outflows from 10 nearby gas-rich galaxies. These galaxies were a
subset of galaxies found to have evidence of high velocity outflows in spatially
un-resolved spectra of the OH 119µm absorption line observed by the Herschel
Space Telescope. We were able to identify spatially resolved outflows in only
3 of the 10 galaxies observed, and found that 3 additional galaxies had such
extreme velocity rotation curves that no outflow was required to explain the
spatially un-resolved observations that motivated the original study. Finally,
this work develops and implements a novel algorithm for control of adaptive
optics systems. Using the fact that the dynamism of atmospheric turbulence is
driven by the flow of wind across the telescope pupil, we developed a predic-
tive control algorithm using linear-quadratic gaussian control. We were able to
demonstrate stable linear quadratic gaussian control on sky with the ShaneAO
adaptive optics system at Lick Observatory.
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Chapter 1

Introduction

AO corrects for the aberrations introduced by the Earth’s atmosphere
in telescope images and spectroscopy. Using AO, ground based astronomy can
provide diffraction-limited imaging through Earth’s atmosphere, taking full ad-
vantage of the large aperture telescopes which represent the state of the art in
ground based astronomy. This thesis presents three projects which rely on the
unique capabilities and advantages of AO.

In Part I, we try to identify the origin of γ-ray flares from the Crab
Nebula. In 2007, the Fermi γ-ray telescope observed large γ-ray flares from
the Crab Nebula. These flares were some of the brightest transient events ever
observed. However, the detection at γ-ray wavelengths provided only limited
position and spectral information. The flares have not been directly detected in
wavelengths other than the γ-ray. We search for secondary effects of the γ-ray
flares. Simple causality arguments suggest that the γ-ray flares must originate
from an area subtending an angle ∼ 0.3′′ at the distance to the Crab Nebula
(2 kpc). This makes the origin of the γ-ray flares from the Crab Nebula a good
target for AO imaging in the near-infrared (NIR), where we can resolve objects
which are ∼ 0.3′′ in size.

Part II uses AO at the W.M. Keck observatory to study the kinemat-
ics of the inner regions of nearby ultra-luminous infrared galaxies (ULIRGs).
Much effort has been expended to understand the way that massive, gas-rich
galaxies quench star formation. This quenching is an important piece of many
cosmological models, and helps to explain why we observe a peak in star for-
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mation around z ∼ 2, followed by the decrease in star formation in massive
galaxies. Spoon et al. (2013) and Veilleux et al. (2013b) presented evidence of nu-
merous high velocity molecular outflows, observed in OH 119µm absorption
with Herschel. Although OH 119µm absorption provides an intersting clue
as to the presence of outflowing gas, the results from Spoon et al. (2013) and
Veilleux et al. (2013b), which showed strikingly high velocities (many greater
than 1000 km/s) cannot confirm the presence, orientation, or origins of the out-
flows seen in nearby ULIRGs. We conducted a survey of 10 of the ULIRGs ob-
served by Spoon et al. (2013) and Veilleux et al. (2013b) to determine whether a
significant number contained kinematically and spatially distinct outflows, and
to understand the nature and origins of those outflows.

Parts I and II present scientific inquiry facilitated by high resolution
AO observations. In Part III, we describe work to advance AO for the next gen-
eration of scientific instruments. The most recent generation of extreme adap-
tive optics systems have started to reach the limits of performance possible with
standard control techniques for AO. Many of these systems are limited by tem-
poral delay error, the time that it takes an AO system to respond to an input
and make a corresponding correction. As an alternative to building a faster AO
system, Part III describes work to eliminate the impact of the temporal delay
error, using a predictive controller.

The observations in Part I proved to be more accurate than the equiva-
lent observations from Hubble Space Telescope (HST). The survey of 10 nearby
ULIRGs in Part II was only possible due to the unique capabilities of the Oh-
Suppressing Infrared Integral Field Spectrograph (OSIRIS) at the W.M. Keck
Observatory, an instrument which takes unique advantage of the high resolu-
tion capabilities of AO on a 10-m telescope. Finally, Part III aims to push the
state-of-the-art in AO techniques forward, hopefully enabling scientific projects
akin to those from Parts I and II in the future.

This is a thesis in three parts, held together by a deep understanding
of the ways that adaptive optics can facilitate scientific discovery. The work
presented here represents a range of scientific interest and avenues, all of which
I have pursued with the facilities of the UC Observatories. The Keck telescopes,
and their reliable adaptive optics systems made Chapters 2, 3 and 4 possible.
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The Lab for Adaptive Optics provided the test bench for Chapter 5 and laid the
groundwork for Chapter 6. Lick observatory provided the facility to develop
my improvements for ShaneAO and to demonstrate linear quadratic gaussian
(LQG) control on sky.
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Part I

On the origin of γ-ray flares from
the Crab Nebula
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Chapter 2

Characterization of the Inner
Knot of the Crab: The Site of the
γ-ray Flares?

2.1 Introduction

The Crab pulsar and its nebula is one of the most studied targets in
the sky at all wavelengths. It serves as a test bed for pulsar theories as well as,
more generally, for astrophysical non-thermal processes. A very nice review of
the Crab system, including high spatial resolution observations with HST and
Chandra, showing the complex, dynamic interaction of the pulsar wind with
the surrounding medium, has been compiled by Hester (2008). A more recent
review by Bühler & Blandford (2014) also includes the saga of the γ-ray flares.

A crucial question implied by the observations of the γ-ray flares is
“how are the particles being accelerated to sustain the flaring behavior?” Ra-
diating particles must have PeV energies to emit synchrotron radiation at the
observed γ-ray wavelengths. A mechanism is needed that can accelerate par-
ticles to such high energies in less than one gyration time in the ambient mag-
netic field. For example, the large flare of April 2011 produced a radiant energy
equivalent to the energy contained within a region of order 2×1014 m subtend-
ing an angle ∼ 0.3′′ at 2 kpc, consistent with the emission-region size estimated
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from light-travel-time arguments (Weisskopf et al., 2013).
An intense theoretical effort is currently being devoted to explain the

variable Crab behavior (e.g., Uzdensky et al., 2011; Yuan et al., 2011; Arons, 2012;
Sturrock & Aschwanden, 2012; Lyubarsky, 2012; Lyutikov et al., 2012; Bykov
et al., 2012; Clausen-Brown & Lyutikov, 2012; Cerutti et al., 2012, 2013; Baty
et al., 2013; Teraki & Takahara, 2013). However, the mechanism driving the
flares, their impulsive nature, the ∼ 12-month recurrence time, and the loca-
tion, remain unknown. Possible explanations include: plasma instabilities in
the nebula, magnetic reconnection, discontinuity in the pulsar wind accelera-
tion, emission from the anvil, emission from the inner knot, or portions of the
termination shock. See, for example, the review by Hester (2008) for the associ-
ation of specific features with this nomenclature.

There are a number of reasons to suspect that the feature known as
the inner knot should be considered as a possible site for the origin of the flares.
First, the luminosity of the flares after accounting for a relatively high fraction of
the pulsar spin-down luminosity (assuming a radiation efficiency of 3-5%) sug-
gesting an origin in a region close to the pulsar (Tavani et al., 2011). Second, the
very short variability time scales combined with causality arguments, strongly
constrain the size of the flare’s emitting region (Buehler et al., 2012; Striani et al.,
2011).

A multi-wavelength campaign to study the Crab, described in Weis-
skopf et al. (2013), is being performed. Another γ-ray flare—the second largest
observed to date—was detected with Fermi/LAT in March 2013 (Mayer et al.,
2013). This triggered further observations with Keck, with HST, and with Chan-
dra. Here we concentrate on what was learned about the inner knot as a con-
sequence of the campaign. We note that very-high-energy (E ≥ 100 GeV) con-
temporaneous data from the HESS (H. E. S. S. Collaboration et al., 2014) and
VERITAS (Aliu et al., 2014) Cherenkov-telescope arrays found no significant
correlation of TeV flux with the flare observed with Fermi/LAT.

The observations are presented in §2.2. The measured properties of the
knot are given in §2.3. Comparison and examination of possible correlations of
the knot’s properties with γ-rays detected using the Fermi/LAT are discussed in
§2.6. §2.7 discusses theoretical implications. §2.8 summarizes our conclusions.
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2.2 The Observations

The feature we refer to as the “inner knot” (aka “knot 1”, or “syn-
chrotron knot”) was discovered by Hester et al. (1995) in a detailed study of
the Crab using high resolution images taken with HST. The feature, although
resolved in those data, is small (∼ 0.1′′) and close to the pulsar (∼ 0.6′′). The
feature was first suggested to be associated with a shock or instability in the jet
∼ 1500 AU from the pulsar, due to its good alignment with the jet and elonga-
tion perpendicular to the jet. Later Komissarov & Lyubarsky (2003) proposed,
based on two dimensional MHD simulation of the pulsar wind nebula, that the
knot can be explained by Doppler-boosted emission from an oblique termina-
tion shock. Synthetic synchrotron images from these 2D simulations (Komis-
sarov & Lyutikov, 2011), and more recently 3D simulations (Porth et al., 2014),
indeed show a knot-like feature when the system is viewed from the proper
(and reasonable) orientation. Moreover, the observed high degree of polariza-
tion and a position angle aligned with the symmetry axis (Moran et al., 2013)
seems to lend further support to the oblique shock scenario.

The salient features of the inner knot deduced prior to our observa-
tions are that it has a power-law spectrum (Sollerman, 2003) and, as most re-
cently measured by Moran et al. (2013), the flux varies, the position appears to
change, the degree of polarization is very large but does not appear to change
with the flux (but see the discussion at the end of §2.6), and the magnetic field
(determined from the position angle of the optical polarization) is orthogonal
to the axis of symmetry (presumably the spin axis) and consistent with the di-
rection of the field for the rest of the inner nebula.

2.2.1 Keck

We obtained K’ and H band near infrared images of the inner 40′′ of the
Crab nebula using the Keck Near Infrared Camera, NIRC2 (PI: K. Matthews),
with Laser Guide Star Adaptive Optics (Wizinowich et al., 2006). From February
2012 to January 2014 we obtained 11 observations of the nebula during γ-ray
quiescent periods, and 1 target-of-opportunity observation (K8) triggered by
γ-ray flares. Table 2.1 summarizes the Keck observations.
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Data reduction was carried out using the reduction pipeline developed
by Ghez et al. (2008). Individual frames were sky-subtracted, flat-fielded, bad-
pixel-corrected, and corrected for NIRC2’s camera distortion. We used the so-
lution developed by Yelda et al. (2010), which matched the positions of stars in
the globular cluster M92 measured with HST to those measured in the NIRC2.
Individual frames were checked to ensure that they showed no irregularities in
the point-spread function (PSF), and that the Strehl ratio was at least ∼ 0.10.
Individual frames were then combined using the Drizzle algorithm (Fruchter &
Hook, 2002) to provide sub-pixel accuracy. Further analysis was then done on
the combined frames to provide the highest signal to noise.

The observations were conducted with two different pixel scales, us-
ing the NIRC2 “wide” camera, with 0.04′′ pixels and a 40′′ × 40′′ field of view,
and the NIRC2 “narrow” camera, with 0.01′′ pixels and a 10′′ × 10′′ field of
view. The total effective exposure times ranged from 420 to ∼ 2600 seconds.
The shorter exposures result in optimal use of 1-hour Target-of-Opportunity in-
terrupts, when acquisition, calibration, and sky measurements are included.

The spatial resolution of Keck’s NIRC2 with Laser Guidestar Adap-
tive Optics proved to be very effective in resolving the detailed structure and
position of the knot. A typical narrow-camera NIRC2 image is shown in Fig-
ure 2.1. In the narrow camera, the center of the pulsar and the center of the
knot are separated by ∼ 60 pixels. Typical values for the signal-to-noise ratio of
the knot are 5. The PSF of NIRC2 with Laser Guidestar Adaptive Optics (AO)
varies slightly in time due to the variable performance of the AO system. As
the pulsar and knot are well resolved from each other in the Keck images, we
chose not to deconvolve the PSF from the Keck images.

2.2.2 HST

We obtained 17 HST/ACS Wide-Field Channel (WFC) observations
since 2012 January. Each observation comprises 4 exposures totaling 2000 sec-
onds and uses a standard 4-point BOX dithering pattern to fill the inter-chip
gap as well as to allow efficient cosmic-ray cleaning. We employed the F550M
filter, which is well suited to sampling continuum emission from the Crab with
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almost no contamination from line emission.
Table 2.2 summarizes the observations, listing the date, and the mean

observing time. The appendix discusses our analyses of the 17 HST/ACS im-
ages. Figure 2.2 displays the processed images, which have removed effects of
the HST/ACS WFC point spread function using singular-value decomposition
(SVD) and Richardson-Lucy deconvolution.

2.2.3 Chandra

Our approach for searching for X-ray emission from the inner knot
with Chandra involved a special use of both the high time resolution and high
spatial resolution of the High-Resolution Camera Spectroscopy Array (HRC-
S) in timing mode. So doing combines the best spatial resolution and the best
time resolution afforded by the Chandra instrumentation. To achieve the time
resolution it is vital that the counting rate be below the rate where telemetry is
saturated (see, e.g., Tennant et al., 2001) and so the Low-Energy Transmission
Grating (LETG) was inserted into the optical path to reduce the flux. In addi-
tion, the trigger threshold of the HRC-S was raised in order to avoid saturation
as inserting the grating is insufficient to avoid telemetry saturation. This ap-
proach was first successfully used in a trial experiment (ObsID 11245) on 2010
November 16.

The next set of observations in this mode was initiated by us on 2013
March 5 as part of a sequence triggered by a gamma-ray flare (Ojha et al., 2013).
Unfortunately, the gain of the HRC had dropped since 2010. Consequently, the
trigger threshold was too high during our first observation on March 5-6 and
the counting rate from the pulsar was about a quarter of that expected, dramati-
cally decreasing the number of detected counts. The next HRC observation was
to take place on March 10 and the observation had already been fully planned
with the commands to execute on board the spacecraft. To replan at this stage
would require an extremely short turnaround, yet it was accomplished as de-
scribed in the Acknowledgments. Finally, beginning on 2013 October 22, we
triggered another sequence of HRC observations in response to the announce-
ment of another γ-ray flare (Buson et al., 2013).
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We also consider ObsID 9765 taken on 2008 January 22. For this obser-
vation the HRC was operated in a more standard configuration with the thresh-
old set at the nominal value. However, to reduce the count rate, a blade was
inserted into the optical path (something that is no longer allowed). This blade
also reduces the diffracted flux in one direction. By chance, this reduction is
greatest near the nominal location of the knot. This reduction, together with
a long integration time for this observation, results in ObsID 09765 providing
the best data for study of the knot. Table 2.3 summarizes the relevant Chandra
observations.

2.3 Properties of the Knot

2.3.1 Keck

Table 2.4 lists the best-fit values of the model parameters for the inner
knot for each of the 12 Keck observations based on the analysis and model-
ing described in the Appendix. The parameters are: θ0, the direction from the
pulsar to the center of the knot measured positive, E of N; r0, the separation
between the pulsar and the knot; FWHMr, the full width at half maximum of
the knot measured along the line of sight from the pulsar to the knot; FWHMt,
the FWHM of the knot in the tangential direction; and the ratio of the knot flux
to the pulsar flux, Fk/Fp. The variable nebular background in the infrared, cou-
pled with the narrow field of view of the adaptive optics system, limits our
ability to measure the total flux of the Pulsar. Due to the difficulty of determin-
ing absolute fluxes (and thus peak surface brightness) only the ratio of the knot
flux could be measured. In Figure 2.3 we plot these properties as a function of
the knot separation.

We seek possible correlations of the these properties with the separa-
tion r0 from the pulsar, of the following form: p(r0) = p(r1)[r0/r1]

q. We choose
a reference distance r1 = 0.6692′′, obtained from the logarithmic average of the
12 values of r0. The position angle of the knot, θ0, was fit to a linear regression
θ0 = b + m[r0 − r1]. Table 2.5 tabulates the results of a power-law regression
analysis of the inner knot’s intrinsic properties with its (projected) separation
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from the pulsar.
Based upon the F-test probability, the power-law regression analysis

finds marginally statistically significant correlations of the parameters with sep-
aration. The strongest relationship is a 3% correlation of the flux ratio with sep-
aration, in somewhat contradiction to the previously known and opposite effect
in the optical ((Moran et al., 2013), and see also §2.3.1.1 and §2.4).

Figure 2.3 shows that Fk/Fp as a function of the pulsar-knot separation
is most extreme for measurement K07, and this single point has an influence on
the Fk/Fp − r0 correlation discussed above. Table 2.6 tabulates the impact of
removing this point from the correlation analysis. Now the correlations with
the fwhm have improved slightly, whereas the the surface brightness and flux
ratio correlations have become even less significant.

2.3.1.1 HST

Table 2.7 lists the best-fit values of the model parameters for the inner
knot for each of the 17 HST observations based on the modeling and analysis
described in the Appendix (§2.A). These properties are the position angle θ0 of
the knot with respect to the pulsar, the (projected) distance r0 from the pulsar,
radial width FWHMr and tangential width FWHMt of the knot, the peak sur-
face brightness Sk, the knot flux Fk, the pulsar flux, Fp, and flux ratio Fk/Fp.

In the Appendix we discuss two ways of analyzing these data. Ta-
ble 2.7 represents the results of one of these methods for the reasons discussed
in the Appendix. However, as discussed in the Appendix, none of our general
conclusions concerning the knot’s optical properties depends strongly upon the
method of analysis. In Figure 2.4 we plot properties as a function of the knot
separation.

As with the Keck data, we calculate the results of both a power-law
and a linear regression analysis of the inner knot’s intrinsic properties with its
(projected) separation from the pulsar (Table 2.8). We choose a reference dis-
tance r1 = 0.6559′′, obtained from the logarithmic average of the 17 measured
values of r0. The position angle of the knot, θ0, was fit to a linear regression
θ0 = b+m[r0 − r1].
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Based upon the F-test probability, the power-law regression analysis
finds statistically significant correlations of the tangential and radial widths
with separation from the pulsar, as well as the previously known (Moran et al.,
2013) anti-correlations of flux and peak surface brightness with separation. The
correlations between radial width FWHMr and θ0 with separation are the least
strong but both are still statistically significant at better than 99% confidence.
Note however, there is a small systematic bias in the power-law index of the
FWHMr correlation, in that the radial width of the knot at times approaches
the resolution limit of the instrument and analysis procedures. Applying our
analysis procedures (see Appendix) to simulated knots of known true radial
width, we estimate that the smallest measured values of FWHMr are oversized
by about 7% and the largest by about 3%, which would increase the power-law
index for the FWHMr − r0 correlation from q = 0.72 to about 0.8. Finally, we
emphasize that we find similarly strong correlations using the more traditional
HST analysis methods described in the Appendix.

2.3.2 Chandra

In contradistinction with the optical properties, the leading question
with the X-ray emission is whether or not emission from the knot can be de-
tected, especially in the vicinity of the bright, X-ray-emitting pulsar. The an-
swer, unfortunately, is no and here we set an upper limit to the X-ray flux of
the inner knot relative to that of the pulsar.

Table 2.9 shows the number of counts in each of three extraction re-
gions: one centered on the approximate location of the optical knot, one cen-
tered on the pulsar, and one used to estimate the background. Details may be
found in the Appendix and are illustrated in Figure 2.5. The analysis was per-
formed both for the full phase-averaged data and for the data at pulse minimum
when the pulsar is the faintest. Consider, for example, the phase-averaged data
for ObsID 11245. Comparing the inner knot counts to the background (Table 2.9)
we find an excess of 167 counts. If the excess was really due to the knot, then
we would also expect an excess of 50 (= 167 × 0.3) counts at phase minimum.
Since this was not the case, we attribute the excess to the wings of the PSF from
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the pulsar and posit that it is due to the spring/fall asymmetry discussed in
the Appendix. Since the impact of that asymmetry is below the statistical noise
for the data taken at phase minimum, we then use the phase minimum data to
derive upper limits. We convert our minimum phase upper limit into a phase
average upper limit by accounting for the 0.3 phase-duration of the minimum
and then divide by the phase average pulsar flux. Results are listed in the last
column in Table 2.9.

2.4 Comparison amongst the knot observations

Our Chandra observations were unable to detect X-ray flux from the
knot, setting an upper limit to the ratio of knot flux to pulsar flux that is 3 − 4

times lower in the X-ray band than the flux ratios measured in the infrared and
in the optical. Both our infrared and optical observations detected time vari-
ability in the pulsar–knot separation, with roughly consistent separations when
measured contemporaneously (Figure 2.9). Correlations of knot properties with
pulsar–knot separation are very strong when measured in the optical but much
weaker in the infrared. We attribute this difference to a combination of factors—
including poorer statistics for the much shorter IR measurements and a number
of systematic effects, resulting in part from the non-stationary PSF and narrow
field of view of an AO system As Figure 2.9 and Table 2.4 suggest, IR-measured
separations at essentially the same epoch exhibit a scatter substantially larger
than the statistical errors in the measurement.

2.5 Comparison amongst observations of the inner knot

Our Chandra observations were unable to detect X-ray flux from the
knot, setting an upper limit to the ratio of knot flux to pulsar flux that is 3 − 4

times lower in the X-ray band than the flux ratios measured in the infrared
and in the optical. Both our infrared and optical observations detected time
variability in the pulsar–knot separation, with roughly consistent separations
when measured contemporaneously (Figure 2.9). Correlations of knot proper-
ties with pulsar–knot separation are very strong when measured in the optical
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but weaker in the infrared. We attribute this difference to a combination of
factors—including poorer statistics for the much shorter IR measurements and
a number of systematic effects, resulting in part from the varying PSF, across
the field and in time. As Figure 2.9 and Table 2.4 suggest, IR-measured separa-
tions at essentially the same epoch exhibit a scatter substantially larger than the
statistical errors in the measurement.

2.6 Comparison with γ-ray fluxes

It is clear from the previous sections that the properties of the optical
knot are well correlated with the projected separation from the pulsar and also,
albeit with weaker evidence, the IR knot. Thus, in searching for any relationship
between the knot and the γ-ray flux we concentrate on the separation versus γ-
ray flux. The analysis performed to reduce the Fermi/LAT data is the same as
described in Mayer et al. (2013).

Table 2.10 lists the dates and separations measured in the Keck and
HST observations, followed by the corresponding 12-hour-average Fermi/LAT
≥ 100-MeV fluxes. Figure 2.6 shows the Fermi/LAT flux as a function of time
covering the interval when our Keck and HST observations were made. Red
(Keck) and Green (HST) vertical lines are placed at the times when observations
with these two observatories were performed. Figure 2.7 expands Figure 2.6 at
the times of the largest γ-ray flares.

Figure 2.8 plots the γ-ray flux versus the measured radial separation
of the knot from the pulsar. The results captured in this figure clearly do not
represent a significant correlation of the knot properties with the γ-ray flux with
a formal correlation coefficient of only 0.2.

Inspection of the Fermi/LAT γ-ray light curve (Figure 2.6) and the time
series of pulsar-knot separations (Figure 2.9) indicates that the most energetic
γ-ray flares occurred at a time which is not precisely coincident with the time of
greatest pulsar-knot separation. It is reasonable to ask how probable a coinci-
dence would be as a chance occurrence. A simple answer is that the probability
of a chance coincidence with the observed time scales is just the difference in the
central times of the two events divided by the total duration of this observing
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program.
We next estimate the time and duration of a γ-ray flare and the excur-

sion in r0 (Figure 2.9), using a simple Gaussian model in both cases and includ-
ing a linear baseline trend for the γ-ray flare. This is not to suggest that a Gaus-
sian properly describes the underlying physical processes, but simply to enable
comparison of the two time series, one for the flares, one for the separations.
Fitting separation data in the MJD range 56180-56400 and γ-ray fluxes in the
range 56345-56370 places the midpoint of the inner knot excursion at 56331.8,
followed by the γ-ray flare at 56357.3, 25.5 days later. The Gaussian width is a
measure of the event duration with FWHMs of 70.7 and 7.6 days for the sepa-
ration excursion and γ−ray flare data respectively.

The time between the our first and last pulsar-knot separation mea-
surements is 826.1 days. However, on 4 occasions the gap between separation
measurements was longer than the 70.7 day duration of the observed separation
excursion above. We assume that a separation excursion would be observable
if an observation fell within the FWHM window and not observable if it fell
outside the window. To obtain the total observing program under this assump-
tion, we remove the time of 4 gaps (140.1 days) that exceeded 70.7 days making
the total duration of the observing program 686 days. Thus an estimate of the
chance probability is 25.5/686 = 3.7%, which is approximately at the 2σ level.

It is worth noting that the largest pulsar-knot separation incursion (to-
ward the pulsar) occurs near the second most energetic γ−ray flare. However,
the knot separation data are sparser at this time. Therefore, we use the previous
FWHM separation value, 70.7 days to establish the time of the incursion. With
this prior, and fitting separation data in the MJD range 56390-56670 and γ-ray
fluxes in the range 56575-56590 places the midpoint of the inner knot excursion
at 56566.0, followed by the γ-ray flare at 56582.6, 16.6 days later.

In this second case, the comparable probability estimate that the ex-
cursions occurred by chance is 16.6/686 = 2.4% (∼ 2.5σ). Since each variation
of the knot-pulsar separation is of the opposite sign we must multiply the prob-
abilities by a factor of 2 when combining them. So our estimate of the chance
probability that the 2 largest knot excursions/incursions would occur within
the observed intervals of the 2 largest γ-ray flares is 0.037 × 0.024 × 4 = 0.4%,
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which is approximately the 2.9σ level. There are additional γ-ray flares; how-
ever, the 3rd most energetic flare occurs only 12 days later than the one on MJD
56582.6 and therefore is well within the assumed 70 day range of the associated
knot incursion. The other flares are significantly weaker and less well-sampled
by the optical/infrared observations.

In conclusion, and although our coverage is sparse, there appears to be
no compelling evidence in the pulsar-knot separations for large (>∼ .01”) ex-
cursions from the mean separation at time-scales comparable to the flare dura-
tions. In fact knot incursion/excursion time scales appear to be a factor of> 10×
flare durations, so direct correlation of the γ-ray light curve with the separa-
tion time-evolution produces correlation coefficients which are rather difficult
to interpret without associated simulations. Such simulations would require as-
sumptions regarding an underlying physical model relating the 2 curves. Since
we have no such model, any correlation analysis would be purely ad hoc.

We do not place much significance on the 0.4% value for the chance
probability, which is based on a rather simplistic analysis involving only 2 flares.
However, in continuing to monitor the Crab at multiple wavelengths with the
goal of understanding the origin of its γ-ray flares, the inner knot will continue
to be a feature of interest. Based upon the r0 time scale of 71 days (a 30 day Gaus-
sian 1σ), a monitoring program which includes monthly optical observations is
necessary to detect significant inner knot excursions from its mean pulsar sep-
aration. Monitoring every ∼ 3 weeks should be sufficient to fully characterize
these variations and verify the small statistical sample from which these param-
eter estimates were derived and is something we plan to do.

We note that inner knot incursion with a ∼ 2-month FWHM timescale
and 0.075′′±0.025′′ pulsar-knot separation inward amplitude was also reported
by Moran et al. (2013) on page 8. This event appears to be quite similar in du-
ration and amplitude to our observations. The reference also reports an ∼ 2σ

apparent change in the knot polarization parameters, which occurred 22 ± 5

days after the maximum observed incursion time. The degree of linear polar-
ization steps from 59.9± 6.9% on 2005 Nov 25 to 42.8±−6.2% 2005 Dec 5 and
the position angle changes from 125.4◦ ± 3.3◦ to 121.6◦ ± 4.2. Amusingly, the
time frame of this polarization shift occurred in a window closely matching
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both the 25.5 and 16.6 day gamma-ray flare delays after peak inner knot excur-
sion/incursion times which we quote above. While the claimed 2σ is not very
significant, we observe that prior to the step near the start of December 2005, all
10 of the reported measurements of the degree of linear polarization fall into a
population with mean 60.74% and small standard deviation 1.0%, whereas the
2 subsequent measurements had a mean of 43.4% with standard deviation of
0.8%. If we suppose that the quoted errors in the reference apply to the abso-
lute, but not relative corollary measured values, then the size of the step change
would be > 10σ instead of ∼ 2σ. This may be a reasonable assumption, since
the point-to-point measurement variations are smaller by a factor of > 6 than
the quoted errors. Similar arguments would apply to the polarization position
angle. From this we merely conclude that polarization should also be of interest
in future attempts to relate inner knot behavior to gamma-ray flaring.

2.7 Implications for Theoretical Models

In the basic model of the Crab Nebula (e.g., Rees & Gunn, 1974), the
pulsar wind passes through a shock at a radius ∼ 3 × 1017 cm where the wind
momentum flux balances the nebular pressure. However, the wind should be
anisotropic. For example, the momentum flux in a split-monopole ∝ sin2 θ (Bo-
govalov, 1999) and recent simulations suggest ∝ sin4 θ (Tchekhovskoy et al.,
2013) where θ is the polar angle. As a result, the shock is likely to be quite
oblate. The sections of the shock near the poles would be oblique and much
closer to the pulsar than the equatorial part. The observed radiation presum-
ably comes from the relativistic particles accelerated behind the shock. Since the
outflow from an oblique shock can remain relativistic, we would be able to see
a compact emitting feature (the inner knot) if the relativistic outflow happens to
be aligned with our line of sight so that its emission is beamed. The inner knot
should appear to us as having some offset from the pulsar due to the deflection
of the outflow from the radial direction (Figure 2.10). If the shock is approx-
imately axisymmetric as one would expect, the projected emitting site would
fall on the symmetry axis, leading to an alignment with the jet. The shape of the
inner knot should also be more or less symmetric about the axis ; whether it’s
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elongated parallel or perpendicular to the axis depends on the geometry of the
oblique shock. Furthermore the synchrotron emission should be linearly polar-
ized (Komissarov & Lyutikov, 2011, Yuan & Blandford 2015 in preparation).

The shock model predicts that the scaling between the observed prop-
erties of the knot-projected knot-pulsar separation r0, tangential angular width
FWHMt, radial angular width FWHMr and surface brightness Sk–should be
decided by the upstream magnetization σ ≡ B2

1/µ0n1γ
2
1mc

2 (where m is elec-
tron mass and B1, n1, γ1 are the upstream magnetic field, the proper density,
the bulk Lorentz factor, respectively) plus three more parameters that charac-
terize the shape of the shock near the emitting site: the unprojected knot-pulsar
separation rk, the incident angle δ1, defined to be the angle between upstream
velocity and the shock surface as shown in Figure 2.10, and the shock merid-
ional radius of curvature Rc.

First, noticing that the shock outflow is deflected from radial direction
by an angle ∆, where, ∆ is the angle between upstream velocity and down-
stream velocity, we have r0 = rk∆, and the shock tangential size is determined
by Doppler beaming: FWHMt ∼ rk/γ, where γ is the outflow Lorentz factor.
In the simplest shock model with an isotropic plasma, both ∆ and γ are simply
functions of σ and δ1: ∆ = δ1 − arctan(χ tan δ1) and γ = 1/(sin δ1

√

1− χ2),
where χ ≡ v2⊥/v1⊥ = B1/B2 = (1+2σ+

√
16σ2 + 16σ + 1)/6(1+σ) is the com-

pression ratio at the shock, v1,2⊥ is the component of upstream/downstream
velocity which is perpendicular to the shock (Komissarov & Lyutikov, 2011).
The radial size FWHMr should also be proportional to rk/γ but will have an
additional factor involving Rc.

As to the intensity, we assume that the emitting particles have a power
law distribution ∝ n′γ′−p in the fluid rest frame, where n′, γ′ are the particle
density and the Lorentz factor in that frame, and p ∼ 2.2− 2.6 for the nebula in
the IR to optical; it is important (but challenging) for what follows to determine
this observationally.

The emissivity in the fluid rest frame is j′ν′(ν ′) ∝ n′B′(p+1)/2
ν ′

−(p−1)/2,
where B′ and ν ′ are the magnetic field and the radiation frequency measured
in this frame. After transforming to the nebula frame, the emissivity has a
dependence on the flow Lorentz factor γ, particle (improper) number density
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n and magnetic field B as follows: jν ∝ D2+(p−1)/2(n/γ)(B/γ)(p+1)/2, where
D = ν/ν ′ =

√

1− β2/(1 − β⃗ · n⃗) is the Doppler factor, in which β⃗ is the flow
velocity and n⃗ is a unit vector along the direction of line of sight. The surface
brightness corresponds to the emissivity integrated along the line of sight in the
nebular frame: Sν =

∫

jνdl. To estimate the peak surface brightness, one takes
the maximum Doppler factor D ∼ 2γ, and we get Sν,peak ∝ nB(p+1)/2ℓ where
ℓ is an estimation of the length of the emitting region along the line of sight.
Since, roughly, B ∝ r−1

k and n ∝ r−2
k , we have Sν,peak ∝ r

−2−(p+1)/2
k ℓ.

These relations allow us to set constraints using both the steady and
variable properties of the knot.

2.7.1 Variability

In the shock model, variability can arise either upstream or down-
stream of the shock. Firstly, stress tensor variation in the nebula can cause the
shock radius and shape to vary over time. Three dimensional MHD simula-
tions (Porth et al., 2014) show that even if the upstream condition is fixed, the
post shock flow can be quite variable: there is vortex-shedding from the termi-
nation shock, and the shock constantly interacts with waves and vortices in the
nebula. Those variations are expected to be mostly magnetic in origin, and the
interactions between the shock and the downstream flow are quite nonlinear.
The picture is similar to earlier 2D simulations (e.g.(Camus et al., 2009)) except
that kink instability sets in so that the hoop compression is less prominent as in
the 2D case; also short term variability is less pronounced. The 3D simulations
give a typical variation time scale of less than one year.

Now suppose that a change of downstream pressure causes the shock
radius rk to change. From the scaling relations above we can see that if ∆, ℓ,
γ, p and stays more or less the same, then Sν,peak ∝ r

−2−(p+1)/2
0 , FWHMt ∝ r0,

and knot flux Fν ∝ Sν,peak FWHMt FWHMr ∝ r
−(p+1)/2
0 , assuming FWHMr to

be also roughly proportional to rk. In reality these properties depend on more
parameters besides the shock radius, for example, upstream incident angle δ1,
so the correlation won’t be clean, but the general trend that we observe is con-
sistent with the expectation of the shock model.
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Secondly, variations initiated by the pulsar can also cause the knot
properties to change. In such a scenario, the shortest possible variation time
scale is tv ∼ rk(1 − cos(1/γ))/c ∼ rk/(2γ

2c) ∼ 1 day(rk/1017 cm)(γ/5)−2 up to
10% inaccuracy assuming γ ≳ 3. However, there is no evidence in the pulsar
timing for this actually happening.

2.7.2 Time averaged properties of the knot

The properties of the knot may be used to set constraints on the flow
composition and how much dissipation happens at the shock.

One of the constraints comes from geometrical relations among the
three measured angles r0, FWHMt and FWHMr. Since r0 = rk∆ and FWHMt ∼
rk/γ, where ∆ and γ only depend on σ and δ1 in the simplest shock model,
we find that in order to get a knot-pulsar separation r0 ∼ 0.65′′ with a shock
radius rk ≤ 10′′, σ has to be less than 4. Meanwhile FWHMt/r0 = 1/(γ∆) ≥
1.41, with the minimum happening at σ = 0 and δ1 = 0.39. This seems to be
somehow inconsistent with the observed fact that FWHMt ∼ 0.5r0. However,
some other factors may be important in deciding the size and deflection of the
knot, for example, a downstream distribution that is more concentrated near
90◦ pitch angle will give a smaller tangential size. More detailed investigations
will be described elsewhere. Furthermore, the observed optical aspect ratio,
FWHMt/FWHMr ∼ 2, indicates that the radius of curvature of the shock on
the meridional cross-section should be sufficiently small: Rc ≲ rk(1− χ)/[(2−
χ) sin δ1].

The shape of the knot also has some interesting implications. In both
the Hubble and Keck images, the knot is not just a simple ellipse that only in-
volves quadratic terms of coordinates; it has curvature and appears to be convex
away from the pulsar (“smile”), so at least a third moment of the coordinates
is needed to describe the shape. A simple intuitive picture is based on the ge-
ometry that the shock surface is similar to a donut centered on the pulsar and
we look through the hole from the bottom; if the emission from the shock out-
flow roughly follows the local toroidal magnetic field, one would imagine the
knot to be convex toward the pulsar (“frown”)—contradictory to what we see.
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In fact, we should not overlook the possibility that the outflow may have sig-
nificant bending downstream. If the outflow bends toward the equator by an
angle ∼ 1/γ within the emission length, we would see the knot more extended
(contracted) on the far (near) side with respect to the pulsar, since additional
flow lines enter (originally aligned flow lines leave) the emission cone on the
corresponding side due to the bending.

Another constraint comes from the observed flux of the knot. In theK ′

band, the typical knot-pulsar flux ratio is ∼ 0.1 ( 2.4). If we take the photometry
of the pulsar from Sandberg & Sollerman (2009), the pulsarKs band magnitude
is 13.80± 0.01, corresponding to a flux of 1.87× 10−26erg s−1cm−2Hz−1. So the
inner knot flux in K′ band should be roughlyF knot

ν = 2×10−27erg s−1cm−2Hz−1.
If we define ϵ ≡ νLν,Ω/(Ė/4π), where Ė = 5 × 1038 erg s−1 is the pulsar spin
down power, Lν,Ω = D2F knot

ν is the knot luminosity per steradian and D the
distance between earth and the Crab, ϵ can be used as a measure of the radiative
efficiency of the shock along the direction of line of sight and in the particular
waveband with frequency ν. From the data in K ′ band, we have ϵ = 3 × 10−7.
Similarly, optical data gives a flux of F knot

ν = 2.25 × 10−28erg s−1cm−2Hz−1

(Table 2.8), indicating a radiative efficiency of ϵ = 1.2× 10−7.
We can get an estimation of the enthalpy fraction of IR/optical emit-

ting particles in the downstream flow

η(γ′) =
8

3

γt′cool
tflow

νLν,Ω

Ė/(4π)
=

8

3

γt′cool
tflow

ϵ (2.1)

where tflow is the flow time scale and

t′cool = 6πϵ0m
3c3/(e4B′2γ′) ∼ 102γ2B

−3/2
−3 ν

−1/2
14 years (2.2)

is the synchrotron cooling time of the particles in the fluid rest frame (we have
adopted B = B−3 mG and ν = ν1410

14 Hz for the numerical value). Thus the
particle injection rate per unit steradian in corresponding energy band is

Ṅ(γ′) =
3η(γ′)

4γ′mc2
Ė

4πγ
(2.3)
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Adopting typical values for the magnetic field strength and the flow time scale,
B = B−3 mG, γ = 5γ5, t flow = r1710

17 cm/c, we find that for IR emitting par-
ticles, ηIR = 0.08γ35B

−3/2
−3 r−1

17 , and ṄIR = 3 × 1036γ25B
−1
−3r

−1
17 s−1sr−1; for optical

emitting particles, ηO = 0.02γ35B
−3/2
−3 r−1

17 , and ṄO = 3× 1035γ25B
−1
−3r

−1
17 s−1sr−1.

We do not yet have a very good measurement of spectral index of the knot
emission, but if the spectral index in the IR band is close to that of the nebula
(∼ 0.6− 0.8), the IR emitting particles should comprise the majority of particle
pressure downstream. From the above estimations, it seems that the particle
injection rate at the shock is marginally consistent with the scenario that most
of the IR/optical emitting particles are provided by the shock.

Regarding particle acceleration mechanisms, we notice that IR emit-
ting particles usually go through N = t flowνg ∼ 6 × 104B

3/2
−1 r17ν

−1/2
14 orbits

within the flow time scale, where νg is the gyro frequency, so there’s enough
time for acceleration mechanisms that need sufficient development of instabili-
ties to operate. However, for particles emitting γ rays of energy 300 MeV,N is ≲
1, thus requiring special acceleration mechanisms, if they are indeed produced
at the shock.

One more constraint comes from the polarization of the knot. Most
recent polarimetry performed by Moran et al. (2013) gives a high polarization
degree ∼ 60%, with position angle aligned with the symmetry axis, indicating
strongly a toroidal magnetic field. Here we need to be careful about the de-
polarization effect due to relativistic kinematics (Lyutikov et al., 2003). What
happens then is that when we receive the emission of a relativistically moving
plasma element by Lorentz transformation from the comoving frame to the lab
frame, the polarization vector rotates. For a curved emitting surface, neigh-
boring fluid elements have slightly different velocities, thus their polarization
vectors experience different amounts of rotation. As one sums the contribution
from the visible surface (this is essentially what we observe), the result is some
degree of depolarization. We find that for the oblique shock in the Crab Neb-
ula, under an ultra-relativistic approximation, the upper limit of polarization
degree is similar to that in Lyutikov et al. (2003): 56.25% for particle spectral in-
dex p = 3 and 43.4% for p = 2. Thus, the observed high degree of polarization
and its possible variation is highly constraining on theoretical models.
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2.8 Conclusions

We have: (1) Introduced a new approach to analyzing time series of
images; (2) Discovered that key properties of the knot (radial width, tangential
width, flux) are correlated to the time-variable separation between the knot and
the pulsar especially in the visible band; (3) shown that with the available data
it is not possible to determine a strong correlation between the knot separation
and the occurrence of γ-ray flares; (4) set an upper limit to the low-energy X-
ray flux from the inner knot; (5) discussed the implications of our observations
to set constraints on particular elements of the standard shock modeling of the
relativistic outflow from the pulsar. These include inferences as to wind mag-
netization σ, shock shape parameters such as incident angle δ1 and meridional
radius of curvatureRc, as well as IR/optical emitting particle enthalpy fraction.
We found that the standard shock model tends to favor σ ≲ a few; while it gives
good agreements with the observation in many aspects, there remain two puz-
zles: (a) the small angular size of the knot as compared with the knot-pulsar
separation seems hard to achieve; (b) the observed high degree of polarization
is challenging for a highly relativistic outflow and the possible significant vari-
ation of polarization is still a mystery. We also found that the IR/optical flux
of the inner knot is marginally consistent with the scenario that the shock pro-
vides most of the optical emitting particles in the nebula, while the acceleration
of radio and γ-ray emitting particles is not so obvious.

2.A Appendix - Data Analysis

2.A.1 Keck

To study the knot using the data from the Keck AO system and the
NIRC2 NIR camera, we characterize the region around the pulsar using an em-
pirically measured point-spread function and an analytical model of the knot
geometry.
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2.A.1.1 PSF Subtraction

We subtracted the Point Spread Function of the pulsar using a nearby
PSF star. During our observations, the laser guide star, and so the center of the
anisoplanatic patch, was aimed at the point half-way between the PSF star and
the pulsar. We fit the PSF star, a background plus a power-law based seeing-
disk to the Pulsar. For the fit, we excluded the region in the pulsar subim-
age that surrounds the knot, and used the other 270◦. The background was fit
with a sloping plane model, to allow for the variable nebular background in the
pulsar and PSF star subimages. The fitting was performed with a Levenburg-
Marquadt fitter.

2.A.1.2 Deconvolution

We chose not to deconvolve the knot with the empirically measured
point spread function. Tests on several images showed that deconvolution of
the shape of the knot made insignificant differences to the fit values and uncer-
tainty.

2.A.1.3 Knot Model

To fit the geometric parameters of the knot, we masked out the central
diffraction-limited core of the pulsar, and used a Levenburg-Marquadt fitting
technique to fit a two dimensional Gaussian to the shape of the Knot.

We used a model of the form:

Knot(r, θ) = B + Sk × exp[(r − r0)
2/σ2r + (θ − θ0)

2/σ2θ)] (2.4)

We also allowed the center of the coordinate system (x0, y0) to vary slightly
(0.05′′). To determine the fit uncertainties, we used the 1-σ errors from the self-
covariance of the fit parameters. Results are were tabulated in Table 2.4
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2.A.2 HST

2.A.2.1 HST - Traditional Analysis

In order to measure the knot properties (position, flux, tangential and
radial width) we used the SExtractor package (Bertin & Arnouts, 1996). SEx-
tractor has been extensively used for the analysis of HST data, in particular for
the ACS camera (e.g., for the Hubble Ultra Deep Field project, Beckwith et al.,
2006). For source detection we require a minimum of five contiguous pixels
with a detection threshold 5σ above the root-mean-square (rms) background,
with a total of 32 deblending subthresholds, and a contrast parameter of 0.005,
setting the background mesh size to 16×16 ACS pixels.

The position of a source is evaluated by SExtractor as the barycenter of
the source brightness distribution. Flux is computed within an elliptical aper-
ture, using an implementation of the method by Kron (1980). The parameters
of this ellipse (semiaxes and orientation), evaluated using the second moments
of the object’s brightness distribution also yield a measure of the object mor-
phology. Indeed, for the case of the knot, the direction of the minor axis of the
ellipse turned out to be consistent with the pulsar-knot direction in all images.
Thus, the minor axis and the major axis of the ellipse are a measure of the radial
and tangential width, respectively.

In order to assess systematic errors, we performed simulations with
the ESO / MIDAS software.1 We added to the ACS images a “synthetic knot”.
To generate such an artificial source we assumed a two-dimensional Gaussian
brightness distribution, with the minor axis aligned with the pulsar-true knot
direction. The synthetic knot was positioned to the NW of the pulsar, opposite
but along the true pulsar-true direction, and at an angular distance comparable
to the one of the true knot. We repeated the exercise by varying the flux, position
and morphology of the synthetic knot and we estimated the uncertainties in the
parameters recovered using SExtractor.2

Table 2.11 lists the best-fit values of the model parameters for the inner
knot for each of the 17 observations based on the this traditional analysis and

1https://www.eso.org/sci/software/esomidas/
2http://www.astromatic.net/software/sextractor
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modeling. Table 2.12 shows the results of a regression analysis on the listed
parameters.

2.A.2.2 HST Singular Value Decomposition (SVD)

As the inner knot is within 1 arcsec of the Crab pulsar and varies in
position and size, we also developed special procedures for characterizing it
using the central 121 × 121-pixel (6.05′′ × 6.05′′) images of the 17 HST/ACS
observations. The major steps are (1) to remove the pulsar from each image,
(2) to use the residual image to generate an image of the inner knot, and (3) to
characterize the properties of the inner knot.

Remove pulsar and generate an image.
In order to remove the pulsar from each of the 17 central 121 × 121-

pixel (6.05′′×6.05′′) HST images, we first determine the point response function
(PSF) of the HST/ACS, using 121×121-pixel images around each of 19 isolated
stars in the field. In doing this, we account for the fact that some observations
were at a roll angle ∼ 180◦ opposite that of the others. After subtracting a fitted
linear gradient from the image of each (Figure 2.12) of the 19 stars and for each
of the 17 observations, we register the resulting 304 = 16 × 19 star images and
use singular-value decomposition (SVD) to generate a linear basis (lowest term
shown in Figure 2.12) describing the PSF. The model pulsar image Figure 2.12
uses the first 72 components of the SVD basis. After subtracting a linear gradient
from each of the 17 central (pulsar) images (Figure 2.14), we fit each using the
PSF basis to generate 17 residual (pulsar-removed) images (Figure 2.14), each
now dominated by the inner knot.

Characterize inner-knot properties.
The measured extrinsic properties of the inner knot are the radial sep-

aration rp and polar angle θp of the peak surface rightness with respect to the
pulsar. To facilitate characterization of the intrinsic properties of the inner knot,
we map each inner-knot sub-image (Figure 2.14) onto a θ− r grid (Figure 2.15).
For an initial model of the surface brightness (intensity) distribution of the inner
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knot, we use a simple bivariate normal distribution

S(r, θ) = Ske
−1/2×[((r−rp)/σr)2+((θ−θp)/σd)

2]

The major intrinsic properties of the inner knot are its radial width σr,
azimuthal width σθ (or tangential width σt = rpσd), and peak intensity (surface
brightness) Sk. Integrating the intensity over solid angle gives the flux Fk =

2πσrσtSk. In fitting this model to the σ − r image of the inner knot, we include
a constant-surface-brightness background Sb as a model parameter.

While this simple model provides very adequate estimates to charac-
terize the primary properties of the knot (Table 2.7), as a check we also intro-
duced a somewhat more complicated model to deal with minor asymmetries
in the σ − r plane. In particular, we took the radial location and radial width
to be weak functions of the azimuthal angle, which we expand as a Taylor se-
ries to second order: rp ∼ rp(θ) ∼ r0 + r′0(θ − θ0) + (1/2)r′′0(θ − θ0)

2 and
σr ∼ σr(θ) ∼ σr0 + σ′r0(θ − θ0) + (1/2)σ′′r0(θ − θ0)

2. However, the derivatives
proved not to be statistically significant.

Comparison between methods
The comparison between methods and the reasons for somewhat em-

phasizing the SVD-based results considers the various measured parameters
individually. Figure 2.16 compares measurements of similar variables between
the two methods and illustrates the fact that the two methods, apart from bi-
ases, typically reach the same conclusions and lead to the demonstration (and
new result) that the radial separation determines all of the other properties of
the knot. From the figure we see that the biases for r0 and FWHMr are small
whereas the knot flux and transverse size estimates differ by factors of two and
three respectively. That they differ is not surprising as measures of these latter
two properties are more sensitive to the method of background subtraction than
are the measures of the separation and the radial width. We would also expect a
difference in the transverse size estimate as the two analysis methods are fitting
the data to a different shapes. Perhaps the most significant difference between
the two methods are the smaller uncertainties in measured parameters afforded
by the SVD approach. This too is to be expected as the approach removes those
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SVD components that represent noise, thus enhancing signal to noise which is
why we want to bring it to everyone’s attention.

2.A.3 Chandra

Figure 2.5 shows the summed image at pulse minimum from the six
“flaring” observations (ObsIDs 14684-16247 in Table 2.3. Prior to the binning
used to produce the figure, we extract the counts in the 3 regions shown. It
is difficult, if not impossible, to make use of the absolute number of counts as
the different instrument configurations are all uncalibrated. However, we can
make use of the relative numbers of counts from the different regions. Thus, the
central region serves as an indicator of the number of pulsar counts which can
then be compared with the other observations to derive physical fluxes (assum-
ing of course that the phase averaged pulsar flux has not varied). The region to
the southeast provides the upper limit for the flux in the knot and we use the
region to the northwest to estimate the background, comprised mainly of that
due to the wings of the PSF.

The alert reader will notice a slight excess of counts roughly 0.6′′ to the
southwest of the pulsar. This feature is seen both in the phase-averaged pulse
and in the data from ObsID 11245. (The asymmetric effect of the blade inserted
for Obsid 9765 does not allow these data to be used in making this comparison.)
Therefore, we conclude that this feature is part of the PSF. A more subtle effect
is also present as there is a slight asymmetry in the PSF that causes the region
we associate with the inner knot to be somewhat brighter than the background
during observations taken in the fall. In the spring, when the spacecraft has
(naturally) been set at a roll angle that differs by ∼ 180◦ from that in the fall, the
background region is brighter than that we associate with the location of the
inner knot. This effect is mainly seen in the phase averaged data, and by com-
paring data from the ObsID 9765 (spring) and ObsID 11245 (fall) observations.
Both effects described in this paragraph are relatively minor, are mainly due to
the fact we are working slightly below the spatial resolution of Chandra, and
have thus been ignored in setting the upper limits in Table 2.9
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Table 2.2: Summary of the HST observations

# Date MJDa

H1 2012-01-08 55934.7642
H2 2012-02-10 55967.1355
H3 2012-03-12 55998.3969
H4 2012-04-22 56039.7955
H5 2012-08-16 56155.2996
H6 2012-09-10 56180.9468
H7 2013-01-10 56302.9440
H8 2013-02-24 56347.0202
H9 2013-03-06 56356.9842
H10 2013-04-01 56383.3085
H11 2013-04-14 56396.0818
H12 2013-08-13 56517.6763
H13 2013-10-20 56585.7784
H14 2013-10-29 56594.6843
H15 2013-12-01 56627.2337
H16 2014-01-20 56677.5138
H17 2014-04-13 56760.8712

a At the beginning of the observation

Table 2.3: Summary of the Chandra observations

# ObsID Date MJDa Integration Time(s)
1 09765 2008-01-22 54487.6700 95082
2 11245 2010-11-16 55516.2943 22039
3 14684 2013-03-05 56356.9718 19485
4 14686 2013-03-10 56361.3384 20052
5 14687 2013-03-17 56368.3239 16718
6 16244 2013-10-19 56584.6581 20048
7 16246 2013-10-22 56587.5153 20013
8 16247 2013-10-24 56589.0067 19770

a At the beginning of the observation
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Table 2.10: Fermi/LAT 12hr-average fluxes and pulsar-knot separations as mea-
sured with Keck and HST.

# Date tavg r0 Fermi/LAT flux×106

MJD ′′ phs−1cm−2 (E≥ 100 MeV)
H01 2012-01-08 55934.797 0.6819± 0.0023 2.45 (+0.47, -0.43)
K01 2012-02-08 55965.280 0.6711± 0.0014 2.58 (+0.60, -0.54)
H02 2012-02-10 55967.171 0.6535± 0.0024 2.79 (+0.65, -0.58)
K02 2012-03-05 55991.311 0.6577± 0.0015 2,78 (+0.46, -0.43)
H03 2012-03-12 55998.414 0.6708± 0.0022 3.55 (+0.52, -0.49)
H04 2012-04-22 56039.850 0.6356± 0.0024 2.18 (+0.56, -0.50)
H05 2012-08-16 56155.336 0.6166± 0.0020 3.25 (+0.56, -0.52)
H06 2012-09-10 56180.960 0.6577± 0.0024 3.86 (+0.50, -0.47)
K03 2012-12-22 56283.381 0.6893± 0.0011 3.13 (+0.68, -0.63)
K04 2012-12-23 56284.403 0.7118± 0.0021 3.51 (+0.67, -0.62)
K05 2012-12-24 56285.379 0.6981± 0.0008 3.29 (+0.67, -0.62)
K06 2012-12-25 56286.370 0.7164± 0.0010 2.74 (+0.62, -0.56)
H07 2013-01-10 56302.992 0.7240± 0.0035 3.22 (+0.66, -0.66)
K07 2013-02-06 56329.248 0.7756± 0.0013 3.93 (+0.75, -0.70)
H08 2013-02-24 56347.055 0.7516± 0.0031 5.44 (+0.72, -0.68)
H09 2013-03-06 56357.023 0.7491± 0.0033 10.1 (+0.52, -0.51)
H10 2013-04-01 56383.320 0.6614± 0.0019 3.50 (+0.68, -0.63)
H11 2013-04-14 56396.113 0.6557± 0.0021 2.89 (+0.59, -0.54)
H12 2013-08-13 56517.710 0.6324± 0.0023 2.65 (+0.46, -0.43)
H13 2013-10-20 56585.793 0.5687± 0.0019 3.71 (+0.26, -0.25)
K08 2013-10-22 56587.443 0.5723± 0.0004 1.25 (+1.73, -1.73)
H14 2013-10-29 56594.700 0.5849± 0.0022 7.46 (+1.16, -1.07)
H15 2013-12-01 56627.273 0.6624± 0.0026 2.15 (+0.53, -0.47)
K09 2014-01-09 56666.316 0.6543± 0.0006 3.38 (+0.53, -0.50)
K10 2014-01-09 56666.438 0.6258± 0.0003 3.54 (+0.51, -0.48)
K11 2014-01-17 56674.400 0.6371± 0.0008 3.47 (+0.44, -0.42)
K12 2014-01-17 56674.356 0.6438± 0.0009 3.84 (+0.53, -0.50)
H16 2014-01-20 56677.530 0.6299± 0.0026 2.85 (+0.43, -0.41)
H17 2014-04-13 56760.900 0.6448± 0.0024 3.96 (+0.78, -0.71)
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Table 2.11: Results of the Traditional HST Analysis

# r0 widthr/2 widtht/2 Fk

arcsec arcsec arcsec e s−1

H1 0.660± 0.011 0.143± 0.009 0.276± 0.018 116.40± 2.90
H2 0.634± 0.012 0.141± 0.009 0.269± 0.018 110.80± 2.70
H3 0.648± 0.013 0.166± 0.011 0.297± 0.019 131.60± 3.20
H4 0.615± 0.012 0.127± 0.009 0.244± 0.018 90.30± 2.20
H5 0.588± 0.012 0.139± 0.009 0.280± 0.019 112.80± 2.80
H6 0.635± 0.012 0.144± 0.009 0.276± 0.018 111.50± 2.70
H7 0.706± 0.010 0.144± 0.011 0.294± 0.021 97.50± 2.40
H8 0.734± 0.017 0.168± 0.011 0.329± 0.023 109.20± 2.70
H9 0.732± 0.013 0.160± 0.011 0.325± 0.022 108.00± 2.70
H10 0.641± 0.008 0.149± 0.010 0.290± 0.019 117.50± 2.90
H11 0.636± 0.010 0.157± 0.010 0.281± 0.018 129.10± 3.20
H12 0.613± 0.012 0.129± 0.009 0.289± 0.019 121.20± 3.00
H13 0.546± 0.008 0.112± 0.007 0.245± 0.016 119.10± 2.90
H14 0.552± 0.009 0.117± 0.007 0.255± 0.017 124.80± 3.10
H15 0.631± 0.012 0.134± 0.009 0.294± 0.019 115.10± 2.80
H16 0.613± 0.011 0.133± 0.013 0.260± 0.025 116.80± 2.90
H17 0.623± 0.011 0.130± 0.011 0.275± 0.025 127.70± 3.10
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Figure 2.1: The Pulsar (left) and a nearby star (right) from Keck data taken in
2005 November. (a) An H filter image of the pulsar and knot (in the lower-left)
as seen by the NIRC2 narrow camera (0.01′′ pixels and a 10′′×10′′ field of view).
The structure of the knot is resolved and separated from the pulsar by a statis-
tically significant valley. (b) A nearby (5′′) comparison star, used to establish
the point-response-function. Both images are shown with a logarithmic color
stretch.
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Figure 2.2: HST-SVD-Processed images of the Crab pulsar and inner knot after
removing effects of the HST/ACS WFC point spread function.
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Figure 2.3: Variation of the Keck-measured knot properties versus the separa-
tion between the knot and the pulsar.
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Figure 2.4: Variation of the HST-SVD-measured properties of the inner knot.
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Figure 2.5: Chandra image at pulse minimum from sum of the last six “flaring”
data sets in Table 2.3. The three small black circles show 0.3′′-radius, extraction
regions, the central of which is used to estimate the pulsar flux. The circle, at a
position angle 120◦ east of north and 0.65′′ from the pulsar, is roughly centered
on the average optical location of the knot. Data in the opposite small circle
(the one to the NW where N is up) is used to estimate background. Large cir-
cles show the best fitting Gaussian to the phase average pulsar data at intensity
levels of 10, 20, 40, 80, 160, 320 and 640 cts/pixel illustrating the level of impact
of the PSF at the site of the knot i.e. slight but non-negligible. The intensity level
is shown by the grayscale bar on the right.
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Figure 2.6: Fermi/LAT 12-hr average flux versus time with HST (green) and
Keck (red) observations indicated.

44



56345 56350 56355 56360 56365 56370 56375 56380
Date (MJD)

0

2

4

6

8

10

F
(>

1
0
0

M
eV

)
(1

0
−

6
p
h
/c

m
2
/

s)
Keck

HST

2013-02-24 2013-03-03 2013-03-10 2013-03-17 2013-03-24

56570 56575 56580 56585 56590 56595 56600 56605
Date (MJD)

0

2

4

6

8

10

F
(>

1
0

0
M

eV
)

(1
0
−

6
p

h
/

cm
2
/

s)

Keck

HST

2013-10-07 2013-10-14 2013-10-21 2013-10-28 2013-11-04

Figure 2.7: Fermi/LAT 12-hr average fluxes during the Keck and HST observa-
tions at the time of the largest γ-ray flares in 2013 Mar (top) and Oct (bottom).
Green indicates the time of a HST observation, red a Keck observation.
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and HST observations versus pulsar-knot separations as measured with HST
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56000 56200 56400 56600 56800 57000

Date (MJD)

0.60

0.65

0.70

0.75

r
0

(a
rc

s
e
c
)

Keck

HST

2012-01-01 2012-07-01 2013-01-01 2013-07-01 2014-01-01 2014-07-01 2015-01-01
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observations indicated.
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Figure 2.10: Geometry of the termination shock on the meridional plane decided
by the pulsar rotation axis and our line of sight toward the pulsar. The pulsar
is located at point P. The angle between line of sight and pulsar rotation axis is
θ ob = 2π/3. The knot is projected on the plane of the sky at an angle r0 ∼ 0.65′′

southeast of the pulsar (represented by point K here). The angle between the
upstream velocity and the shock surface is δ1. The outflow is deflected from
radial direction by an angle ∆.

Figure 2.11: Geometric properties of the inner knot: r0, the projected separation
of the knot from the pulsar; ψ0, the position angle (east of north) on the sky of the
pulsar–knot separation; FWHMr, the full width at half maximum of the knot in
the radial direction; and FWHMt, the FWHM of the knot in the tangential direc-
tion. The underlying image is from the 2013 October 20 HST observation (H13),
which exhibits the minimum separation and maximum optical flux observed
during this campaign.
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Figure 2.12: Images illustrating the steps in determining the HST/ACS PSF for
this analysis: (a) Extract 323121× 121-pixel (6.05′′ × 6.05′′) images and subtract
a linear-gradient background for 19 isolated stars in these 17 HST/ACS obser-
vations of the Crab; (b) register images of stars and use singular value decom-
position (SVD) to determine a basis describing the PSF (first SVD component
shown); and (c) model the pulsar image using the first 72 SVD components.
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Figure 2.13: Chandra image at pulse minimum from sum of the last six “flaring”
data sets in Table 2.3. The three small black circles show 0.3′′-radius, extraction
regions, the central of which is used to estimate the pulsar flux. The circle, at a
position angle 120◦ east of north and 0.65′′ from the pulsar, is roughly centered
on the average optical location of the knot. Data in the opposite small circle
(the one to the NW where N is up) is used to estimate background. Large cir-
cles show the best fitting Gaussian to the phase average pulsar data at intensity
levels of 10, 20, 40, 80, 160, 320 and 640 cts/pixel illustrating the level of impact
of the PSF at the site of the knot i.e. slight but non-negligible. The intensity level
is shown by the grayscale bar on the right.
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Figure 2.14: Images further illustrating the steps in processing HST/ACS im-
ages of the Crab pulsar and inner knot: (a) Subtraction of a linear-gradient back-
ground in central 121×121 pixel (6.05′′×6.05′′) image of pulsar and inner knot;
(b) remove pulsar using SVD model of PSF leaving inner knot; (c) remove in-
ner knot using its SVD model leaving residual background; (d) add SVD model
of inner knot to residual background; (e) apply Richardson-Lucy algorithm to
generate deconvolved image of inner knot (and residual background); and (f)
synthesize 25 × 25 pixel (1.25′′ × 1.25′′) sub-image of registered (unresolved)
pulsar and SVD model of inner knot.
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Figure 2.15: Mapping of processed images of the inner knot onto a θ(radian)−
r(pixel) grid. The pixel size is 0.05′′.
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SVD and traditional analyses.
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Part II

Searching for Outflows in the
kinematics of nearby ULIRGs
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Chapter 3

Kinematics of the Nuclear
Regions of ULIRG F20414-1651

3.1 Introduction

Quenching star formation in massive, gas-rich galaxies in the early
universe is a key component of many cosmological models. Outflowing gas
from massive galaxies provides a regulating feedback mechanism for the active
galactic nuclei (AGN), limits the potential for star formation in these systems,
and helps to give rise to the observed relationships between black hole mass
and the properties of the host galaxy’s bulge (e.g. Silk & Rees, 1998; Di Matteo
et al., 2005a,b; Hopkins & Hernquist, 2009). Without these outflows, it is diffi-
cult to explain the old stellar populations and low gas content of local massive
galaxies, or their steeply declining number at high masses.

Large-scale outflows have been identified in several nearby ULIRGs.
Signatures of high velocity outflows have been observed in ionized (e.g. Rupke
& Veilleux, 2011; Spoon et al., 2013; Spoon & Holt, 2010), neutral (e.g. Martin,
2005; Soto & Martin, 2012; Rupke & Veilleux, 2011; Soto et al., 2012), warm (e.g.
U et al., 2013; Medling et al., 2015b) and cold molecular gas tracers (e.g. Feruglio
et al., 2010, 2013; Sturm et al., 2011; Cicone et al., 2014). Sometimes, in the pres-
ence of a strong AGN, these outflows appear to be accelerated by that central
AGN (U et al., 2013; Gupta et al., 2013; Gofford et al., 2013). These outflows
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serve as a proxy for the mechanisms which drive the transition from gas rich
to gas poor galaxies around z ∼ 2, where it is difficult to study the physical
mechanisms driving outflows in detail.

Several recent observational advances have detected numerous out-
flows in cold molecular gas. In addition to the detection of many outflows in
CO (Feruglio et al., 2010, 2013; Sturm et al., 2011; Cicone et al., 2014), the Her-
schel observatory has provided a large sample of potential outflows detected in
OH 119µm (Sturm et al., 2011; Spoon et al., 2013; Veilleux et al., 2013b; Contursi
et al., 2013; González-Alfonso et al., 2013; Rangwala et al., 2011). These out-
flows are detected in spatially unresolved spectra of the OH 119µm doublet,
where high velocity blue wings are apparent, as well as in some examples of P-
Cygni profiles (Spoon et al., 2013; Veilleux et al., 2013b). The outflows detected
in Spoon et al. (2013) and Veilleux et al. (2013b) are detected in a single Herschel
spatial pixel (spaxel). Although the OH 119µm profiles are attributable to out-
flows, we need ancillary, spatially resolved data to confirm the presence of an
outflow and to understand the mechanism driving them.

Evidence of some of the outflows observed by Herschel has been cor-
roborated by optical emission lines observed via long-slit spectroscopy (Soto &
Martin, 2012; Martin & Soto, 2016). Long-slit spectroscopy confirms that for
some systems, there is gas at large distances from the center of the system,
which is traveling at high velocities. However, even with long slit optical spec-
troscopy, we cannot constrain the dynamics and origins of individual outflows.
In fact, without spatially resolved studies, it is possible for kinematically un-
usual arrangements to appear like an outflow, such as a superimposed tidal tail
or merger remnant. This is unlikely in the highest velocity cases (∼ 1500 km/s),
but many of the observed outflows in Spoon et al. (2013) and Veilleux et al.
(2013b) are only at speeds between 250 km/s and 600 km/s.

With spatially-resolved spectroscopy, either in the optical (Davis et al.,
2012) or the NIR (Rupke & Veilleux, 2013), we can constrain the location, kine-
matics and excitation mechanisms for outflows from nearby ULIRGs (U et al.,
2013; Medling et al., 2015b) where integral-field spectroscopy previously iden-
tified outflows. Seeing the distinct spatial and kinematic structure of an out-
flow (Rupke & Veilleux, 2013) confirms the signatures of outflows previously
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Figure 3.1: IRAS F20414-1651 image from HST WFPC3 F814W (Bushouse et al.,
2002). The image is displayed on a logarithmic color scale, in counts per second
for the WFPC3 camera’s F814W filter. The ULIRG shows evidence of disrup-
tion, and clear signs of being mid-merger. The OSIRIS field of view is plotted
over the object as a white box. The Herschel PACS central spaxel, used for the
measurements in Spoon et al. (2013), is shown in orange. The scale bar shows
the physical scale for the redshift of IRAS F20414-1651 (z = 0.0876)

observed only spectroscopically. In the case of IRAS F08572+3915, there is an
observed OH 119µm blue wing at v84 = −832 km s−1 (Veilleux et al., 2013a)
and spatially resolved studies in the near-infrared (NIR) clearly show this out-
flow (Rupke & Veilleux, 2013). However, some galaxies which show signatures
of outflows in unresolved studies don’t show strong evidence for outflows in
their spatially resolved spectra. One such example, IRAS F23365+3604, has an
observed OH 119µm blue wing at v84 = −604 km s−1 (Veilleux et al., 2013a),
but doesn’t directly show signs of a high velocity outflow in spatially resolved
NIR spectroscopy (Martin & Soto, 2016).

Here we present spatially resolved observations of the ULIRG IRAS
F20414-1651 which shows evidence of a −250 km/s outflow in OH 119µm from
Herschel PACS (Spoon et al., 2013). IRAS F20414-1651 has been imaged with
HST before (see Figure 3.1 Bushouse et al., 2002), which shows it to be a late-
stage merger with evidence of tidal disruption. It has also been observed with
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the Keck ESI spectrograph (Soto et al., 2012), which shows evidence of higher-
velocity gas at −300 km/s, but no signs of a distinct outflow.

This chapter presents NIR OSIRIS observations of IRAS F20414-1651.
Section 3.2 describes the data acquisition, reduction, and analysis. Section 3.3
discusses the results of the data analysis. Section 3.4 interprets the results in the
broader context of OH 119µm outflows observed with Herschel. Throughout
the chapter, we adopt H0 = 70km s−1 Mpc−1, Ωm = 0.28 and ΩΛ = 0.72

(Hinshaw et al., 2009).
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3.2 Methods

This chapter explores the inner regions of IRAS F20414-1651. Our NIR
integral field spectroscopy was acquired with OSIRIS as part of our larger sur-
vey studying outflows from the nuclear regions of nearby ULIRGs. We targeted
IRAS F20414-1651 based on its moderate outflow velocity detected from Her-
schel (Spoon et al., 2013). We also reference ancillary long-slit ESI data collected
by Soto et al. (2012) and used wide-field HST WFPC3 imaging from Bushouse
et al. (2002).

3.2.1 Observations

We observed IRAS F20414-1651 with OSIRIS, the near-infrared integral
field unit spectrograph at the W.M. Keck Observatory (Larkin et al., 2006) using
laser guide star adaptive optics (LGS AO). Our observations were conducted on
13 October 2014 and 14 October 2014 (summarized in Table 3.1). OSIRIS uses
a lenslet array to subdivide the field of view into ∼ 3000 individual spectra at
R ∼ 3000. Our observations were conducted with the 0.035′′/px scale lenslet in
the Kbb filter. We conducted observations at 3 pointings which overlapped, cre-
ating a mosaic across the center of IRAS F20414-1651. The data were collected
in an object-sky-object pattern to capture changes in sky brightness. Each expo-
sure was 600 s long.

OSIRIS produces better spatial-resolution than an equivalent seeing-
limited instrument through the use of the Keck adaptive optics system (Wiz-
inowich et al., 2000, 2006; van Dam et al., 2004, 2006). We used the sodium laser
guide star to provide an artificial guide reference on axis with the spectrograph.
Along with the sodium laser guide star, we used a nearby star to correct for
overall image motion. Our tip/tilt star had an R-band magnitude of 13.3 and
was 30.2′′ from the center of our pointings at IRAS F20414-1651.

At the start and end of our observations, we observed the UKIRT faint
standard star FS-34 (EG141, MK′ = 13.000), which we used to flux-calibrate our
data. We also observed telluric stars once every two hours, at the average air-
mass of our objects to provide a reference for atmospheric absorption.

The full field of view of our OSIRIS observations is shown as a box on
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Table 3.1: Observations of IRAS F20414-1651

Date Filter Scale Exposure Time Sky Time
2014/10/13 Kbb 0.035 ′′/px 6× 600 s 3× 600 s
2014/10/14 Kbb 0.035 ′′/px 4× 600 s 2× 600 s

a HST WFPC3 image (Bushouse et al., 2002) in Figure 3.1. The three pointings
we used overlapped 4 lenslets along the edge of the field of view, to provide a
continuous measurement across the area of interest.

3.2.2 Data Reduction

Our observations were reduced using the OSIRIS data reduction
pipeline, v4.0b11 and the wavelength solution from February 2013. The pipeline
contains modules to subtract sky frames, adjust channel levels, remove inter-
pixel crosstalk, identify glitches, clean cosmic rays, extract a deconvolved spec-
trum for each spatial pixel (spaxel), assemble a data cube of spaxels, correct
for atmospheric dispersion, subtract scaled residual sky lines (from a technique
described by Davies (2007)), and perform a telluric correction. Our telluric cor-
rection was done with the telluric star observed closest to each individual ob-
servation. Flux calibration was done based on the photometry measured from
the UKIRT faint standard star FS-34 in the reduced OSIRIS data cubes to set a
zero-point for the instrument.

Before each observation, we imaged the tip-tilt star, which we use as
an estimate of the PSF during observations of each target galaxy. Medling et al.
(2014) found that the tip-tilt star PSF did not vary significantly from the start to
the end of each observation. However, the PSF will vary based on the distance
between the tip-tilt guidestar and the target, and based on the isokinetic angle
at Mauna Kea. We model the observed PSF as a convolution of the measured
PSF, broadened by a gaussian consistent with a degradation in Strehl of 1/e for
a separation of 75′′ (from van Dam et al., 2006) between the tip/tilt star and the
center of the pointing on the galaxy. This correction results in a 15% degradation
in the FWHM of the reference PSF.

1The beta version was unreleased when we did this work, but it is now released on GitHub
at https://github.com/Keck-DataReductionPipelines/OSIRISDRP.
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Figure 3.2: We fit a power-law model of the continuum to the full Kbb data cube.
The power-law amplitude is shown on a linear stretch in this figure. The con-
tinuum shows relatively little structure, and looks significantly different from
the F814W image of IRAS F20414-1651 from HST.

3.2.3 Line Fitting

To fit the datacube, we fit a simultaneous continuum and emission
model to each spaxel. The continuum is fit as a simple power-law across the
entire wavelength range. We fit emission in 2 HII lines and 3 H2 lines. The
emission model assumes that species of lines (e.g. Pa-α and Br-γ) are related in
velocity and velocity dispersion, but we allow the emission amplitude to vary
among the individual realizations of a species. The entire cube is fit simultane-
ously, and we require that spaxels produce fits which are related to their neigh-
bors, by convolving the model with the PSF described in Section 3.2.2. This has
the visual effect of producing smooth fits (as in Figure 3.2) even when there is
significant noise in the data.

To reduce the complexity of fitting the entire data cube simultaneously,
we only consider wavelength ranges within 3000 km/s of the rest-frame wave-
length of each line of interest. We allow for the continuum to float between
these disconnected windows, although this is a better measure of the quality
of the telluric correction rather than a statement about the way the continuum
deviates from a power-law.

The fitting is done with a modified Levanburg-Marquadt fitter (Mark-
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wardt, 2009; Astropy Collaboration et al., 2013) which takes into account the er-
ror in each spaxel, and which iteratively applies fits to successively less-smooth
spectra to overcome the sensitivity to initial conditions.

3.2.4 Modeling the Kinematics

For the emission components which showed significant signs of rota-
tion, we fit a model of a thin gas disk with a central point mass, using the model
in U et al. (2013). Our disk model is applied to the fitted velocity and velocity
dispersion from 3.2.3. We use an inclined thin disk model, with a constrained
floating central point. Our fit uses the emission line flux to fit the center of the
disk, and the emission line velocity to fit for a uniform density disk.

3.2.5 Kinemetry

In addition to our thin-disk model, we fit a non-parametric disk model
which does not depend on the physical properties observed, using Kinemetry
(Krajnović et al., 2006). Kinemetry works by fitting a series of concentric ellipses
to the observed velocity and flux distribution. Each ellipse is fit by minimizing
the deviation from the even (velocity) or odd (flux) moments of the Fourier
transform of the values along the ellipse. Figure 3.3 shows what this process
looks like for a single ellipse at a = 0.60 kpc. Kinemetry provides an estimate
of the disk eccentricity, as well as a velocity profile for the disk (obtained by
measuring the peak velocity for each concentric ellipse).

3.2.6 Modeling the OH 119µm emission

Along with our analysis of the OSIRIS observations, we chose to re-fit
the data from OH 119µm described in Spoon et al. (2013) so that we could get
an accurate measure of the uncertainty in the v98 quantity (the 98th percentile
blue velocity) quoted by Spoon et al., and determine whether these values were
consistent with the observed gas emission in the NIR.

To fit the OH 119µm absorption, we tried to match the technique de-
scribed by Spoon et al. (2013). We fit the OH 119µm doublet as a pair of lines
with identical absorption and emission, and allowed for the presence of two
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(a) Velocity in Pa-α of spaxels included in the kinemetry fit.
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(b) Best fit to a radially symmetric ellipse at a = 0.6 kpc.

Figure 3.3: Kinemetry fit for an ellipse with a semi-major axis a = 0.6 kpc. The
best fit has a velocity amplitude of k1 = 199.5 km/s, a PA of 85◦ and a flattening
of q = 0.677. The top panel (a) shows the velocity spaxels selected for the best
fit. The bottom panel (b) shows the best fit ellipse as velocity vs. angle around
the ellipse.

absorbers/emitters with independent velocities and velocity dispersions. We
added a polynomial-valued continuum. To understand the uncertainties in-
volved in this fit, we sampled our model with a Markov-chain Monte Carlo
method.

3.3 Results

We detect HII, H2, and HeI emission lines across IRAS F20414-1651.
The kinematic structure of Pa-α shows evidence of two components (Figures 3.4
and 3.5). The Pa-α and H2 lines in IRAS F20414-1651 show a compact gas disk,
with a strong rotation curve visible in Pa-α and H2 emission. We marginally de-
tect HeI emission consistent with the presence of ionized Helium in the gas disk.
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Table 3.2: List of emission lines detected in our observations of IRAS F20414-
1651.

Line Species Wavelength
Pa-α HII 1.8764 µm
H2 1− 0 S(3) H2 1.9575 µm
H2 1− 0 S(2) H2 2.0338 µm
HeI HeI 2.0586 µm
H2 1− 0 S(1) H2 2.1218 µm
Br-γ HII 2.1661 µm

We find that the Pa-α emission has three components across the field of view
(see Figure 3.4 and Figure 3.6). There are two primary components detected in
Pa-α (hereafter A (disk) and B). Additionally, we find a weakly detected third
component in Pa-α emission to the north of the primary nucleus, which we la-
bel C, and which is characterized by high velocities (v ≥ 1000 km/s). The total
velocity distribution we detect in Pa-α and H2 emission is broader than the ve-
locity distribution detected in OH 119µm by Spoon et al. (2013).

We identify emission from three families of lines, which are summa-
rized in Table 3.2. Two HII lines are detected, Pa-α and Br-γ (§ 3.3.1). Three
rotational H2 transitions are detected in the integrated data cube, however we
do not detect one (H2 1 − 0 S(2)) with enough signal to noise to fit its pa-
rameters independently. We also detect HeI emission, but without sufficient
signal-to-noise to detect an independent source.

3.3.1 Hydrogen Recombination Lines

We detect a kinematically complex Pa-α emission, which we fit with
three gaussian emission components. The velocity profile of Pa-α, spatially in-
tegrated across the field of view, is shown in Figure 3.4. This profile shows
clear indicators of multiple distinct sources for Pa-α. The emission line fitting
shows two primary peaks, and a broader secondary component underneath.
Although the integrated emission shows two peaks in the same velocity profile,
these peaks move spatially across the object. Figure 3.5 shows the velocity pro-
file for the north and south halves of IRAS F20414-1651, showing that the two
larger peaks separate, and could belong to the same emission source since they
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Figure 3.4: Spatially-integrated velocity profile of Pa-α for IRAS F20414-1651.
The black line shows the raw, spatially-integrated spectrum. The green line
shows the sum of all of the fits to the individual spaxels across IRAS F20414-
1651. The spatially-integrated velocity profile spans 800 km/s. The spatially-
integrated Pa-α fit fails to capture the red wings of the emission around
400 km/s. This dip is a known instrumental feature of bright emission lines
created from the current OSIRIS data reduction pipeline. The two components
are shown as green dotted lines, emphasizing that the bulk of the integrated
flux is attributable to the bright disk component, and only a small portion of
the remaining spatially-integrated flux can be attributed to the B component.

appear on opposite sides of IRAS F20414-1651. The secondary emission compo-
nent (labeled Pa-α B in Figures 3.4 and 3.5) is broader and fainter. It primarily
appears in the south half of IRAS F20414-1651, as can be seen in Figure 3.5.

The spatial distribution of Pa-α emission is shown in Figure 3.6. The
primary component (Figure 3.6b) is associated with the disk of IRAS F20414-
1651, and a secondary extended component (B, Figure 3.6c) is shown to the
south of the center of the disk. The contours of the primary Pa-α component,
shown on top of the Kbb continuum in Figure 3.6a, shows that the disk is offset
slightly north from the center of the Kbb continuum. This primary component
shows a large degree of radial symmetry. The flux from the secondary compo-
nent (B, see Figure 3.6c) is south of the primary Pa-α component, but consistent
with the extended Kbb continuum in that direction. The second component
contains 16% of the Pa-α flux in spaxels where it is detected.

The velocity of the first component shows Keplarian rotation out to the
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Figure 3.5: Integrated velocity profile of Pa-α for IRAS F20414-1651 split be-
tween the north and south regions. The green line shows the average velocity
profile of Pa-α for a region 10× 5 spaxels south of the line-of-nodes for the pri-
mary nucleus. The orange line show the average velocity profile of Pa-α for a
region 10 × 5 spaxels north of the line-of-nodes for the primary nucleus. The
secondary emission component slightly above v = 0 km/s is only visible in the
south portion (component B, in green), while the north region is well fit by a
single emission peak. We interpert this to mean that the lower, higher disper-
sion component (B) is only present in the southern half of the disk, and that the
two peaks in the spatially-integrated spectrum

edge of the field of view (Figure 3.7a). A rotation curve is fit using the Kineme-
try technique described in § 3.2.5. The second component shows a velocity
6.9 km/s extending 1 kpc to the south of the primary nucleus (Figure 3.7b).
Although the second component is at an average of 6.9 km/s, it could still be
rotating, just not moving along the line-of-sight relative to the center of the IRAS
F20414-1651 nucleus.

The two Pa-α components show differing velocity dispersion signa-
tures (see Figure 3.8). The disk component has a velocity dispersion consistent
with ordered rotation, showing low velocity dispersion at high radii from the
center of the disk, with a higher velocity dispersion along the line of nodes. This
is consistent with the higher velocity dispersion arising from viewing the emit-
ting gas through a longer line of sight in the center of the disk, if the disk is at
a low inclination. The high values of v/σ (Figure 3.9) suggest highly ordered
rotation in the disk. The second component has a mean velocity dispersion of
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(a) Kbb Continuum with flux contours from Pa-α disk (A) component.
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(b) Pa-α flux from the disk (A) component.
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(c) Pa-α flux from the B component.

Figure 3.6: The top panel (a) shows the Kbb continuum from Figure 3.2 overlaid
with contours showing the flux in Pa-α for the disk (A) emission component.
The center panel (b) shows the flux from the Pa-α disk (A) emission component.
The lower panel (c) shows the flux of the B Pa-α emission component. We fit two
emission components to Pa-α in each spaxel. The primary component for each
spaxel was the component with a larger flux in that spaxel. The Pa-α emission
is concentrated around the center of the object, suggesting a relatively round
central object.
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(a) Pa-α velocity in the disk component (A).
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(b) Pa-α velocity in component B.

Figure 3.7: Pa-α velocity comparison between the disk component and the ”B”
component in IRAS F20414-1651. The color scale shows the emission velocity,
centered around z = 0.087084, the nominal redshift from Strauss et al. (1992).
Black solid contours represent the Pa-α flux in this component (see Figure 3.6c).
Some spaxels with flux were removed from the line fit as they didn’t produce
satisfactory fits. This component has a relatively constant velocity of ∼ 0 km/s,
which is red-ward of the disk rotation velocity at this location (−200 km/s)

140 km/s, which is higher than the high-radius velocity dispersion observed in
the disk (101 km/s).

The velocity dispersion in the disk (Figure 3.8a) helps to explain the
two-peaked structure of the spatially integrated disk shown in Figure 3.5. The
high dispersion in the center of the disk, where the line-of-sight through the
disk is largest, reduces the amplitude of Pa-α observed in these spaxels, but
still keeps the flux (see Figure 3.6b) symmetric and peaked at the center of the
disk.

We fit a radial profile to the Pa-α emission from the disk (Figure 3.10)
and to the continuum, both in an azimuthally averaged bins. Although we al-
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(a) Pa-α velocity dispersion in the disk component (A)
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(b) Pa-α velocity dispersion in the B component

Figure 3.8: Pa-α velocity dispersion comparison between the disk component
(a) and the B component (b) in IRAS F20414-1651. The color scale shows the
emission velocity dispersion, σ, on a linear stretch, in km/s. Black solid contours
represent the Pa-α flux in this component (see Figure 3.6c). Some spaxels with
flux were removed from the line fit as they didn’t produce satisfactory fits.
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Figure 3.9: The ratio of velocity to velocity dispersion in the disk component of
the Pa-α emission. Black solid contours represent the Pa-α flux in this compo-
nent (see Figure 3.6c). The high values ≥ 3 at large radii from the center of the
disk suggest that the disk is undergoing ordered, “cool” rotation.
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Figure 3.10: Radial profile of the flux from Pa-α emission in the disk (B, orange)
and continuum (blue). The points are azimuthally averaged flux values with
error bars. The line shows a fit to a Sersic profile. For Pa-α we found a Sersic
index of n = 0.94, consistent with an exponential profile. The effective radius
is 505 pc. For the continuum, the best fit has a Sersic index of n = 0.81, which
is shallower than would be expected for an exponential profile. The effective
radius for the Kbb continuum 617 pc. The continuum image suggests that the
continuum emission is not solely due to the disk, and in fact is flattened in the
southern half due to emission from component B. The Sersic fit to both the con-
tinuum and the Pa-α disk flux is consistent with the disk having an exponential
flux profile.

lowed the Sersic index (n) to vary, for Pa-α, we find the best fit to the flux is an
exponential profile (n = 1). The continuum shows a flatter profile (n = 0.81), al-
though this is expected from the extended, non-symmetric continuum emission
shown in Figure 3.6a

We detect Br-γ in all spaxels where we detect Pa-α. We fit for the ra-
tio between Br-γ and Pa-α emission in a given spaxel. For the disk compo-
nent, we find that the amplitude of Br-γ emission is 0.089 × APa-α in the disk,
and 0.16 × APa-α in component B. This corresponds to a total flux in Br-γ of
0.231× 10−16 erg s−1 cm−2 from the disk and 0.0394× 10−16 erg s−1 cm−2 from
the second component (B).

3.3.2 H2 Emission

We fit three H2 transitions to IRAS F20414-1651, and observed emis-
sion consistent with H2 co-located with the disk component observed in Pa-α.
The flux observed in H2 1−0 S(3) is shown in Figure 3.11, and the correspond-
ing velocity is shown in Figure 3.12. In all spaxels where we detect a significant
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Figure 3.11: Flux from H2 1−0 S(3) , shown in a logarithmic color scale identical
to the one in Figure 3.6b. The distribution of flux is consistent with that of the
primary Pa-α component in Figure 3.6b (presented here as the white contours)
suggesting that the primary H2 1 − 0 S(3) emission comes from the observed
gas disk.

amount of H2 1 − 0 S(3) we also detect a similar amplitude emission from
H2 1 − 0 S(1) . The ratio of H2 1 − 0 S(3) to H2 1 − 0 S(1) corresponds to an
excitation temperature of 1200 K. We also detect H2 1−0 S(2) in many spaxels
where we can successfully detect H2 1− 0 S(3) . The ratio of H2 1− 0 S(2) to
H2 1 − 0 S(3) corresponds to an excitation temperature of 1000 K, consistent
with the excitation temperature suggested by H2 1− 0 S(3) /H2 1− 0 S(1) .

We detect velocities in H2 (Figure 3.12) which are consistent with the
velocities observed in the disk in Pa-α (Figure 3.7a). As we don’t measure reli-
able velocities at very low fluxes, the velocity map in H2 is more limited than
the same map in Pa-α. Nevertheless, the velocities that we do detect are con-
sistent with those found in Pa-α. The flux and rotation curve in H2 are slightly
offset from the flux in Pa-α (see Figure 3.11). We don’t consider this significant,
as the zero-velocity line in both Pa-α and H2 are spatially consistent.

The lack of two identified peaks in H2 is consistent with the relatively
uniform velocity dispersion in H2 1− 0 S(3) (Figure 3.13). The velocity disper-
sion for H2 1− 0 S(3) has a flux-weighted average value of 154 km/s.

Figure 3.14 shows the spatially-integrated velocity profile in H2 and
Pa-α. The velocity profiles cover similar widths, but the H2 does not show the
double-peaked structure in the disk that is apparent in Pa-α.
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Figure 3.12: Velocity from H2 1 − 0 S(3) in km/s. The black lines show flux
contours in H2 1− 0 S(3) . There is evidence of rotational velocities consistent
with those observed in the disk in Pa-α (Figure 3.7a).
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Figure 3.13: Velocity Dispersion from H2 1 − 0 S(3) in km/s. The black lines
show flux contours in H2 1 − 0 S(3) . The velocity dispersion doesn’t show
much structure, and is at an average value of 150 km/s.
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Figure 3.14: Velocity profile for Pa-α and H2 fits in IRAS F20414-1651. The green
line shows a normalized, spatially-integrated velocity profile for Pa-α. The red
line shows a normalized, spatially-integrated velocity profile for H2.
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Figure 3.15: The velocity profile of OH 119µm absorption in IRAS F20414-1651
from Spoon et al. (2013). The blue dotted line shows the median parameter fit.
The blue shaded lines show 100,000 samples of the posterior distributions of the
fit parameters, converted to a velocity profile. There is not a significant variance
the realized parameters in the posterior distribution, as the shaded region does
not extend far from the median values. However, even at this level, it is evident
that there can be significant variance in the v98 outflow velocity parameter.

3.3.3 OH 119µm Absorption Fit

As described in § 3.2.6, we fit the OH 119µm absorption observed in
Spoon et al. (2013) with a two-component absorption profile. The MCMC fits
yield a posterior distribution which is well concentrated around the median val-
ues of the fit (see Figure 3.15), suggesting that there is not significant uncertainty
in the fit.

We used the MCMC sampling to determine the posterior distribution
of v98 for the combined velocity profile. The posterior distribution of the v98
outflow velocity parameter (Figure 3.16) suggests that this measure of outflow
velocity is uncertain at the ∼ 40 km/s level.

3.3.4 Disk Parameters

We used kinemetry (Krajnović et al., 2006) to model the shape and ro-
tation curve of the disk observed in Pa-α. Kinemetry provides disk parameters
without any physical interpretation, and so is not dependent on any assump-
tions abou the density of gas in the disk or the presence of a supermassive black
hole. As well, kinemetry will always fit a well-ordered, symmetric disk, so the
residuals are indicative of areas in the disk which are not undergoing well or-
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Figure 3.16: The posterior distribution of the 98th percentile velocity of
OH 119µm absorption in IRAS F20414-1651 from Spoon et al. (2013). The black
line shows the median value, and the blue histogram shows values drawn from
100,000 samples of the posterior. The histogram has been normalized so that the
posterior integrates to 1. The posterior distribution has an inter-quartile range
of 40 km/s

dered rotation.
The velocity field fit with kinemetry is shown in Figure 3.17. The disk

is well fit in the high velocity wings. There are higher residuals (due perhaps
to the higher dispersion) along the minor axis of the disk (see Figure 3.17c).

The velocity curve derived from kinemetry is shown in Figure 3.18. It
flattens after 250 pc, suggesting the presence of dark matter. We note that the
flattening of the velocity curve occurs at a lower radius than the scale radius of
the disk as measured by the continuum flux (606 pc, see Figure 3.10).

Kinemetry also allows us to derive the position angle and flattening of
the disk. Figure 3.19 shows both of these parameters as a function of the disk
radius.

3.3.5 Disk Mass

We fit a simple, uniform density inclined disk model to the Pa-α rota-
tion curve, as described in § 3.2.4. We find that the disk is well fit by a disk with
2.55× 1010M⊙ and an inclination of 9.5◦. The fit velocity profile, and residuals
from the fit are shown in Figure 3.20
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(a) Pa-α velocity in the disk component (A).
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(b) Kinemetry Model of Pa-α Velocity
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(c) Kinemetry Model Residuals compared to Pa-α Velocity

Figure 3.17: Velocity map from the kinemetry model (Krajnović et al., 2006) for
the primary Pa-α emission component. The top panel (a) shows the same ve-
locity field described in Figure 3.7a. The middle pannel (b) shows the velocity
derived from the best-fit kinemetry model. The black lines show the best-fit
ellipsoids for each disk radius in this model. The lower panel (c) shows the
residual between the disk model and the observed velocity. The fit captures the
velocity profile of the system well, but fails to account for the velocity and dis-
persion along the line-of-nodes of the disk, where it generally underestimates
the rotation curve.
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Figure 3.18: Rotation curve in Pa-α for a symmetric kinemetry fit to the disk.
The rotation curve shows a steep slope out to 300 pc, after which it is flat.
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Figure 3.19: Kinemetry flattening (a) and position angle (b) as a function of ra-
dius for IRAS F20414-1651. The high q values at most radii suggests that the disk
is inclined relative to the line of sight, consistent with the high inclination value
found in the disk fit (see Section 3.3.5). The position angle of the component
ellipses stays within a 10◦ range for most radii, although the large deviation at
low radii might be indicative of a warp. The presence or absence of a warp in
the disk can’t be confirmed without higher resolution kinematics, but is seen in
other similar ULIRGs (Martin & Soto, 2016).
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(a) Pa-α velocity from disk fit (A)
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Figure 3.20: Thin disk model of the Pa-α emission from component A for IRAS
F20414-1651. The top panel (a) shows the modeled velocity for the disk. The
disk fit finds a total mass in the observed portion of the disk of 2.55× 1010M⊙,
and an inclination of 9.5◦. The bottom panel (b) shows the velocity residuals,
with higher residuals around the line of nodes.

3.3.6 Non-disklike Emission

In Pa-α, (§ 3.3.1) we observe two components, one which clearly be-
longs to a disk, and a second (B) which is not disk-like. To consider whether
this second component could be the remnant of a merger, we examined the
second component for evidence of rotation. Figure 3.21 shows just this second
component. There is not strong evidence for a rotation gradient. However, the
emission and velocity is extended away from the brightest point to the south,
suggesting that the source (B) is extended in that direction and may have been
tidally stripped, creating the observed tail.
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Figure 3.21: Cutout of velocity in Pa-α from component B. Although there is a
slight gradient across the brighter emission (along the black arrow), this gradi-
ent is not significant. The flux is extended to the south east (see Figure 3.6c)

3.4 Discussion

IRAS F20414-1651 provides an important example of the way compli-
cated kinematics revealed by spatially resolved observations can inform the
interpretation of integrated velocities discovered through other instruments.
Both Spoon et al. (2013) and Veilleux et al. (2013a) found numerous examples
of similar galaxies with blue-shifted velocity wings ranging from −100 km/s to
−2000 km/s. From Herschel PACS observations of the OH 119 µm absorption
doublet (Spoon et al., 2013), there was compelling evidence of a blue-shifted
velocity component from IRAS F20414-1651 at ∼ −500 km/s. This kind of blue
absorption wing has been widely cited as evidence for high velocity outflows
from ULIRGs (Sturm et al., 2011; Spoon et al., 2013; Veilleux et al., 2013b; Con-
tursi et al., 2013; González-Alfonso et al., 2013; Rangwala et al., 2011). Unfortu-
nately, integrated kinematics are difficult to interpret, and don’t provide con-
crete evidence of a particular physical process.

For IRAS F20414-1651, we find a kinematic structure consistent with
the integrated kinematics observed in Spoon et al. (2013), but which shows that
the high velocity OH 119 µm absorption cannot be directly interpreted as a
galactic-scale outflow. Figure 3.22 clearly shows emission in Pa-α at −500 km/s
in integrated light. However, the resolved kinematics and emission features tell
a richer story.
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Figure 3.22: The green lines show the integrated emission profile from Pa-α
across the OSIRIS field of view for IRAS F20414-1651. The solid line is the total
emission, and the dotted lines show the two emission components described
in § 3.3.1. The blue lines show integrated velocity profile for OH 119µm from
Spoon et al. (2013). The OH 119µm absorption was observed over a much wider
field of view. The emission in Pa-α is consistent with the absorption seen in
OH 119µm, although the double peaked nature of the Pa-α emission is not vis-
ible in the OH 119µm profile.

The integrated kinematics of Pa-α for IRAS F20414-1651 in Figure 3.22
clearly show two components, which are well separated and described in Sec-
tion 3.3. Neither of these components is consistent with any substantial velocity
of outflowing gas. The primary emission component (see Figure 3.6b) shows
clear signs of ordered rotation, and is consistent with the central nuclear disk
found in many nearby ULIRGs (Medling et al., 2014). The secondary emission
component does not belong to the disk and must be alternatively explained.

3.4.1 Comparison of the Integrated Emission

Figure 3.22 shows both the spatially-integrated Pa-α emission and the
the observed OH 119µm absorption as measured in Spoon et al. (2013). The
spatially-integrated Pa-α emission covers a region 1.4′′ × 0.73′′, which is much
smaller than the 9.4′′ × 9.4′′ spaxel used for the Herschel PACS observations in
Spoon et al. (2013) (see Figure 3.1 for both footprints). We find that the Pa-α
emission can easily explain the velocities observed in OH 119µm absorption,
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despite the more limited spatial coverage. In fact, we observe Pa-α at higher
velocities than OH 119µm, with a v98 (the 98th-percentile velocity as defined in
Spoon et al. 2013 and Veilleux et al. 2013a) in Pa-α (−388 km/s) almost a factor of
two larger than the v98 measured from OH 119µm absorption (−256 km/s). Our
H2 emission shows a similar velocity profile to Pa-α, and also easily explains the
velocity of observed OH 119µm.

Although we observe Pa-α emission red of the equivalent OH 119µm
absorption, we do not consider this to be significant, as many objects similar to
IRAS F20414-1651 show P-cygni profiles in OH 119µm emission (Spoon et al.,
2013; Veilleux et al., 2013a). If a P-cygni profile were present in IRAS F20414-
16512 it would explain the lack of red absorption in OH 119µm but would not
suppress the emission visible in both Pa-α and H2.

At least one other object, IRAS F08572+3915:NW (Rupke & Veilleux,
2013) shows H2 and Pa-α emission consistent with the observed OH 119µm
absorption. In the case of IRAS F08572+3915:NW, the H2 emission shows a
blue ∼ 1000 km/s outflow, which is consistent with a blue absorption com-
ponent observed in OH 119µm. However, there is no evidence from IRAS
F08572+3915:NW that the v98 blue-wing velocity corresponds to an individual
outflowing component, rather a second, independent absorption component
is observed at −1000 km/s in OH 119µm which corresponds to a spatially-
constrained H2 outflow.

3.4.2 Possible Explanations of Kinematic Structure

The kinematic structure of Pa-α and H2 emission is not consistent with
outflowing gas as suggested in the Herschel observations (Spoon et al., 2013).
Below we present two possible explanations of the secondary emission in IRAS
F20414-1651:

• § 3.4.2.1 describes the case for an active star forming region, driving the
secondary component of Pa-α emission, possibly a nuclear star forming
region belonging to the host galaxy.

2We find that when we fit two components to the OH 119µm profile in IRAS F20414-1651, we
cannot rule out the presence of a P-cygni profile.
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• § 3.4.2.2 explores the case for this emission coming from the remnants of
the minor component of a merger in the history of IRAS F20414-1651.

Each explanation is sufficient to explain the observed kinematics and
emission from IRAS F20414-1651. However, we are unable to constrain which
explanation best fits the observed data. Additional resolved observations of
the cool molecular gas (e.g. with ALMA) would greatly help to disentangle the
kinematics in this system.

3.4.2.1 Super star cluster

The emission from the second component shows a H2 to Br-γ ratio of
1.03, which is consistent with emission coming from star formation (H2/Br-γ <
2). The relative paucity of H2 emission belonging to either the primary or sec-
ondary emission component means that IRAS F20414-1651 is more likely dom-
inated by star forming regions. From the Pa-α and Br-γ emission, we estimated
a star formation rate of in § 3.3.1. These values are consistent with an actively
star-forming, gas-rich region with a kinematic signature separate from the cen-
tral galaxy.

Such super star clusters are observed in the inner regions of ULIRGs
with turbulent merger histories (Medling et al., 2014; Davies et al., 2014, 2016).
However, usually super star clusters are more compact, and only partially re-
solved at this redshift in ULIRGs. The secondary component in IRAS F20414-
1651 would be one of the most extended super-star cluster, as it spans more
than 500 pc. In Davies et al. (2016), all identified star clusters had a FWHM of
less than 400 pc, which is smaller than the object observed in IRAS F20414-1651,
though on the same order of magnitude.

3.4.2.2 Minor merger remnant

Evidence that this object is more than just a simple star forming region
is primarily due to the slight velocity gradient observable across the second
component (Figure 3.7b). The velocity gradient goes from −100 km/s at the
southern edge of the object to −100 km/s at the northern edge of the object.
Rotation is an indicator that this object is not a nuclear star forming region, but
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rather has angular momentum which it acquired from some additional source.
If this is the case, a likely candidate for that angular momentum would be an
original host galaxy.

The wide field images of IRAS F20414-1651 (Figure 3.1) suggest that it
has undergone a merger and is in a disturbed state. This is indicative of a recent
merger history. The luminosity from the second emission component in Pa-α is
consistent with a mass ratio of 1 : 10 relative to the primary nucleus.

3.4.3 Implications for fast Outflows

The high resolution observations presented here paint a complex pic-
ture of the structure of IRAS F20414-1651. We observed integrated emission
profiles in Pa-α and H2 consistent with both OH119µm from Spoon et al. (2013)
and optical emission and absorption from Soto & Martin (2012). Although un-
resolved, this emission is consistent with the blue-shifted 500 km/s outflow
observed by Spoon et al. (2013), we find that the resolved kinematics do not sup-
port such an explanation for the integrated emission and absorption. Rather, we
proposed three alternative explanations which could readily explain kinematic
signatures seen in many ULIRGs at ∼ 500 km/s. IRAS F20414-1651 provides
an important counter-example to the unresolved studies of outflows from mas-
sive galaxies, suggesting that there is more than meets the (unresolved) eye for
many ULIRGs.

3.5 Conclusions

We present spatially-resolved NIR observations of the central few kpc
of
IRAS F20414-1651. We found significant Pa-α Br-γ and H2 emission, indica-
tive of active star formation. We find that IRAS F20414-1651 shows evidence of
a well-ordered (v/σ ∼ 4) disk, and an additional co-moving component. Both
components appear to be actively star forming, based on their Br-γ luminosi-
ties. Although we cannot conclusively identify the nature of the co-moving
component, we suggest that it is either a very large nuclear star forming re-
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gion, or the stripped nucleus from a recent merger. Although this object shows
v = 250 km/s blue absorption in OH 119µm from Herschel, we find that we can
explain the entire velocity profile through the kinematics of the system, with-
out invoking outflows. This suggests that for systems observed to have blue
absorption wings in OH 119µm at moderate velocities, there is not necessarily
a corresponding outflow.
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Chapter 4

A Survey of Nearby ULIRGs
with Outflow Signatures

4.1 Introduction

In this chapter, we present a survey of ULIRGs which were observed
by the Herschel Space Telescope to have high velocity outflows in OH 119µm
(Sturm et al., 2011; Spoon et al., 2013; Veilleux et al., 2013b; Contursi et al., 2013;
González-Alfonso et al., 2013; Rangwala et al., 2011). These outflows are de-
tected in un-spatially-resolved spectra of the OH 119µm doublet, where high
velocity blue wings are apparent, as well as some examples of P-Cygni profiles
(Spoon et al., 2013; Veilleux et al., 2013b). The outflows detected in Spoon et al.
(2013) and Veilleux et al. (2013b) are detected in a single Herschel Spaxel. Al-
though the OH 119µm profiles are attributable to outflows, we need ancillary,
spatially resolved data to confirm the presence of an outflow and to understand
the mechanism driving them.

There is additional evidence which helps to confirm the presence of the
outflows observed in OH 119µm. For some objects, the OH 119µm outflows are
corroborated by optical emission lines observed via long-slit spectroscopy (Soto
& Martin, 2012; Martin & Soto, 2016). Long-slit spectroscopy confirms that for
some systems, there is gas at large distances from the center of the system, which
is traveling at high velocities. However, even with long slit optical spectroscopy,
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we cannot constrain the the dynamics and origins of individual outflows. In
fact, without spatially resolved studies, it is possible for kinematically unusual
arrangements to appear like an outflow, such as a superimposed tidal tail or
merger remnant. This is unlikely in the highest velocity cases (∼ 1500 km/s),
but many of the observed outflows in Spoon et al. (2013) and Veilleux et al.
(2013b) are only at speeds between 250 km/s and 600 km/s.

With spatially-resolved spectroscopy, either in the optical (Davis et al.,
2012) or the NIR (Rupke & Veilleux, 2013), we can constrain the location, kine-
matics and excitation mechanisms for outflows from nearby ULIRGs (U et al.,
2013; Medling et al., 2015b) where spectroscopy previously identified outflows.
Observing the distinct spatial and kinematic structure of an outflow (Rupke
& Veilleux, 2013) confirms the signatures of outflows observed only spectro-
scopically. In the case of IRAS F08572+3915, there is an observed OH 119µm
blue wing, where the 84th% of the blue absorption (v84) has a velocity of v84 =

−832 km s−1 (Veilleux et al., 2013a) and spatially resolved studies in the NIR
clearly show this outflow (Rupke & Veilleux, 2013). However, some galaxies
which show signatures of outflows in unresolved studies don’t show strong ev-
idence for outflows when observed with NIR spatially resolved spectroscopy.
One such example, IRAS F23365+3604, has an observed OH 119µm blue wing
at v84 = −604 km s−1 (Veilleux et al., 2013a), but doesn’t directly show signs of
a high velocity outflow in spatially resolved NIR spectroscopy (Martin & Soto,
2016).

Several studies have looked at collections of ULIRGs with spatially
resolved spectroscopy. Medling et al. (2014) studied the central supermassive
black hole and nuclear disks in 17 nearby ULIRGs. Hicks et al. (2013) surveyed
10 nearby Seyfert galaxies in matched AGN and quiescent pairs, searching for
evidence of the mechanisms which fuel the central AGN. Müller-Sánchez et al.
(2017) conducted the KONA survey of 40 nearby galaxies with central AGN,
some of which are luminous enough in the infrared to be classified as ULIRGs.

In order to understand the rate at which OH 119µm identifies a spa-
tially resolved, independent outflow, we conducted a survey of 10 ULIRGs. In
section 4.2 we present the sample. Section 4.3 describes our data reduction and
analysis methods. Section 4.4 presents the emission line kinematics obtained
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Table 4.1: The sample of nearby ULIRGs observed for this paper with OSIRIS

Name Redshift OH 119µm v98 logLbol αAGN
km/s L⊙

IRAS F00188-0856 0.128 −1805 12.39 0.51
IRAS F00456-2904 0.110 − 12.32 0.83
IRAS F03158+4227 0.134 −2044 12.63 0.47
IRAS F05189-2524 0.042 −850 12.22 0.71
IRAS F08572+3915 0.058 −1100 12.20 0.70
IRAS F10565+2448 0.042 −950 12.10 0.47
IRAS F14348-1447 0.083 −900 12.40 0.17
IRAS F15206+3342 0.125 − 12.30 0.64
IRAS F19297-0406 0.086 −1000 12.44 0.23
IRAS F20414-1651 0.087 −240 12.22 0.00

in this survey. In Section 4.5 we explore the implications of this survey for the
findings from Herschel. Section 4.6 contains our conclusions. Throughout the
chapter, we adopt H0 = 70km s−1 Mpc−1, Ωm = 0.28 and ΩΛ = 0.72 (Hinshaw
et al., 2009).

4.2 Sample

This chapter presents spatially resolved near-infrared observations of
10 ULIRGs (Table 4.1). These ULIRGs were chosen to span a range of observed
OH 119µm velocities, but with a particular focus on ULIRGs where the 98th-
percentile velocity of the absorption or emission feature (v98) measurement was
≥ 800 km/s. The sample spans a range of AGN dominance (αAGN, the fraction
of the bolometric luminosity attributable to AGN activity). The sample was
constrained to objects which have a suitable tip-tilt star for use with laser guide
star adaptive optics (LGSAO) within 60′′ and mR ≥ 18.

4.3 Methods

We observed 10 ULIRGs with OSIRIS, the near-infrared integral field
unit spectrograph at the W.M. Keck Observatory (Larkin et al., 2006) using
LGSAO. Observations for this survey were conducted on various nights from
October 2014 through June 2016. Table 4.2 lists the observations and scales
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Table 4.2: OSIRIS observations for this chapter.

Name RA Dec Obs Date Filter Scale Time
min

F00188-0856 00:21:26.5 −08:39:26 2015-08-07 Kbb 0.035′′ 40
F00456-2904 00:48:06.8 −28:48:19 2014-10-13 Kbb 0.035′′ 80
F03158+4227 03:19:12.4 +42:38:28 2015-09-22 Kbb 0.035′′ 60
F05189-2524 05:21:01.4 −25:21:45 2015-10-25 Kbb 0.100′′ 140
F08572+3915 09:00:25.4 +39:03:54 2015-05-11 Kbb 0.035′′ 80
F10565+2448 10:59:18.1 +24:32:34 2016-04-20 Kbb 0.100′′ 60
F14348-1447 14:37:38.4 −15:00:20 2016-04-20 Kbb 0.035′′ 70
F15206+3342 15:22:38.0 +33:31:36 2016-06-25 Kbb 0.100′′ 50
F19297-0406 19:32:21.2 −03:59:56 2015-09-22 Kbb 0.100′′ 80
F20414-1651 20:44:18.2 −16:40:16 2014-10-13 Kbb 0.035′′ 150

for each target. OSIRIS uses a lenslet array to subdivide the field of view into
∼ 3000 individual spectra at R ∼ 3000. Our observations were conducted with
the 0.035′′/px scale lenslet and the 0.100′′/px scale lenslet in the Kbb filter. We
chose the lenslet scaling to maximize the coverage of parts of the ULIRG in
which were able to achieve a good (∼ 30) signal-to-noise ratio for the observed
emission lines. These observations spanned the upgrade of the OSIRIS detector
in January 2016. Data from before January 2016 used the old OSIRIS detector,
which had worse noise properties. Data after January 2016 uses the new OSIRIS
spectrograph detector.

Most of our observations were conducted at 2 pointings which over-
lapped, creating a mosaic across the center of each target. The data were col-
lected in an object-sky-object pattern to capture changes in sky brightness. Each
exposure was 600 s long.

We observed a UKIRT faint standard star at the start of each observing
night. When practical, we also observed a UKIRT faint standard at the end of
the night. These were used to flux calibrate our data. We also observed telluric
stars once every two hours, at the average airmass of our objects to provide a
reference for atmospheric absorption.
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4.3.1 Data Reduction

Our observations were reduced using the Keck OSIRIS data reduction
pipeline, v4.0b11 and the wavelength solution from early 20152 for data from
before the OSIRIS detector upgrade, or with the wavelength solutions from
early 2016 for data taken after the OSIRIS detector upgrade. The pipeline con-
tains modules to subtract sky frames, adjust channel levels, remove inter-pixel
crosstalk, identify glitches, clean cosmic rays, extract a deconvolved spectrum
for each spatial pixel (spaxel), assemble a data cube of spaxels, correct for at-
mospheric dispersion, subtract scaled residual sky lines (from a technique de-
scribed by Davies (2007)), and perform a telluric correction. Our telluric correc-
tion was done with the telluric star observed closest to each individual obser-
vation.

Before each observation, we imaged our target’s tip-tilt star, which we
use as an estimate of the PSF during observations of each target galaxy. Medling
et al. (2014) found that the tip-tilt star PSF did not vary significantly from the
start to the end of each observation. However, the PSF will vary based on the
distance between the tip-tilt guidestar and the target, and based on the isoki-
netic angle at Mauna Kea. We model the observed PSF as a convolution of the
measured PSF, broadened by a gaussian consistent with a degradation in Strehl
of 1/e for a separation of 75′′ (from van Dam et al., 2006) between the tip/tilt
star and the center of the pointing on the galaxy. This correction results in a 15%
degradation in the reference PSF for the average tip-tilt star separation. We con-
volve this PSF into our raw data, which also serves to reduce the noise in each
spaxel by cross-correlating neighboring spaxels.

4.3.2 Line Fitting

To fit emission lines, we used the techniques described in Section 3.2.3,
where we fit a simultaneous continuum and emission model to each spaxel. The
continuum is fit as a simple power-law across the entire wavelength range. The

1The beta version was unreleased when we did this work, but it is now released on GitHub
at https://github.com/Keck-DataReductionPipelines/OSIRISDRP.

2The so-called ”median combined scans” version, which eliminated bad pixels and cosmic
rays in the rectification matrix
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Table 4.3: Emission lines detected for each target in the survey.

Name Pa-α Br-δ Br-γ H2 1− 0 S(3) H2 1− 0 S(1)

IRAS F00188-0856 X
IRAS F00456-2904 X X
IRAS F03158+4227 X X
IRAS F05189-2524 X X
IRAS F08572+3915 X
IRAS F10565+2448 X X X X
IRAS F14348-1447 X X X X
IRAS F15206+3342 X X
IRAS F19297-0406 X X X
IRAS F20414-1651 X X X X

emission lines fit varied for each object based on it’s redshift. The particular
emission lines fit are shown in table 4.3

4.4 Results

We successfully measure kinematics for emission lines in every target.
In one target, we are not able to measure H2 emission (F00188-0856) because the
H2 emission falls directly on top of a telluric feature.

4.4.1 F00188-0856

The Pa-α emission for F00188-0856 is shown in Figure 4.1 and Fig-
ure 4.2. The primary component (A) shows evidence of a rotating disk. The
secondary component appears to be a higher-dispersion wing in the rotating
disk. There is a small anomalous velocity feature in the north east corner of
component A that could be consistent with a ∼ 300 km/s inflow, but there is
no evidence of the −1850 km/s in the OSIRIS field of view.

4.4.2 F00456-2904

The Pa-α emission for F00456-2904 is shown in Figure 4.3. The primary
component (A) shows strong evidence for a rotating disk, with elevated velocity
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Figure 4.1: Pa-α emission from F00188-0856 The top panel (a) shows the flux
in Pa-α for component A. The center panel (b) shows the velocity of Pa-α for
component A. The lower panel (c) shows the velocity dispersion of the Pa-α for
component A. This is the primary Pa-α component. We fit 2 emission compo-
nents to Pa-α in each spaxel. The primary component for each spaxel was the
component with a larger flux in that spaxel. The velocity of this component is
consistent with a rotating disk.
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Figure 4.2: Pa-α emission from F00188-0856 The top panel (a) shows the flux
in Pa-α for component B. The center panel (b) shows the velocity of Pa-α for
component B. The lower panel (c) shows the velocity dispersion of the Pa-α for
component B. We fit 2 emission components to Pa-α in each spaxel. The primary
component for each spaxel was the component with a larger flux in that spaxel.
The velocity of this component is consistent with a rotating disk.
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dispersion along the line of nodes of the disk. This is expected when we under-
resolve a large rotation curve (see Section 3.3.1).

The H2 1 − 0 S(3) emission for F00456-2904 is shown in Figure 4.4.
The H2 1− 0 S(3) emission shows weaker signatures of rotation than the Pa-α
emission in Figure 4.3, and has a much lower velocity dispersion.

4.4.3 F03158+4227

The Pa-α emission for F03158+4227 is shown in Figure 4.5 and Fig-
ure 4.6. Neither detected component shows signs of rotation. However, B
does have −400 km/s blue-shifted emission, which could be indicative of the
blue-shifted emission observed in OH 119µm by Herschel, though the Herschel
emission is at −2044 km/s (Spoon et al., 2013).

The H2 1 − 0 S(3) emission for F03158+4227 is shown in Figure 4.7.
H2 does show evidence of rotation, as well as a high-dispersion, blue shifted
component in the north-west corner of the OSIRIS field of view. This could be
indicative of the base of an outflow which is accelerated to the full −2044 km/s
(Spoon et al., 2013) beyond the field of view of OSIRIS.

4.4.4 F05189-2524

The Br-γ emission for F05189-2524 is shown in Figure 4.8 and Fig-
ure 4.9. The brighter Br-γ component in Figure 4.8 does not show any evidence
of rotation, and the fainter component in Figure 4.9 shows only slight evidence
for rotation. However, both components have high ∼ 500 km/s velocity dis-
persions in some locations, indicating that F05189-2524 does not have a cool,
well-ordered disk.

The H2 1 − 0 S(1) emission for F05189-2524 is shown in Figure 4.10.
The H2 1−0 S(1) does not show a significant velocity gradient, or any evidence
of a kinematically separate component. The dispersion rises towards the center
of the H2 1−0 S(1) emission in F05189-2524, consistent with the rising velocity
dispersion observed in Br-γ.
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Figure 4.3: Pa-α emission from F00456-2904 The top panel (a) shows the flux
in Pa-α for component A. The center panel (b) shows the velocity of Pa-α for
component A. The lower panel (c) shows the velocity dispersion of the Pa-α for
component A. This component shows strong evidence for a rotating disk, with
elevated velocity dispersion along the ine of nodes of the disk. This is expceted
when we under-resolve a large rotation curve (see Section 3.3.1)
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Figure 4.4: H2 1 − 0 S(3) emission from F00456-2904 The top panel (a) shows
the flux in H2 1 − 0 S(3) for component A. The center panel (b) shows the
velocity of H2 1 − 0 S(3) for component A. The lower panel (c) shows the
velocity dispersion of the H2 1 − 0 S(3) for component A. We fit 2 emission
components to H2 1− 0 S(3) in each spaxel. The primary component for each
spaxel was the component with a larger flux in that spaxel. This component
shows weaker signatures of rotation than the Pa-α emission in Figure 4.3, and
has a much lower velocity dispersion.
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Figure 4.5: Pa-α emission from F03158+4227 The top panel (a) shows the flux
in Pa-α for component A. The center panel (b) shows the velocity of Pa-α for
component A. The lower panel (c) shows the velocity dispersion of the Pa-α
for component A. We fit 2 emission components to Pa-α in each spaxel. The
primary component for each spaxel was the component with a larger flux in
that spaxel.
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Figure 4.6: Pa-α emission from F03158+4227 The top panel (a) shows the flux
in Pa-α for component B. The center panel (b) shows the velocity of Pa-α for
component B. The lower panel (c) shows the velocity dispersion of the Pa-α
for component B. We fit 2 emission components to Pa-α in each spaxel. The
primary component for each spaxel was the component with a larger flux in that
spaxel. The −400 km/s blue-shifted emission SE of the central nucelus could
be indicative of the blue-shifted emission observed in OH 119µm by Herschel,
though the OH 119µm emission is at −2044 km/s (Spoon et al., 2013).
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Figure 4.7: H2 1− 0 S(3) emission from F03158+4227 The top panel (a) shows
the flux in H2 1− 0 S(3) for component A. The center panel (b) shows the ve-
locity of H2 1−0 S(3) for component A. The lower panel (c) shows the velocity
dispersion of the H2 1 − 0 S(3) for component A. H2 does show evidence of
rotation, as well as a high-dispersion, blue shifted component in the north-west
corner of the OSIRIS field of view. This could be indicative of the base of an
outflow which is accelerated to the full −2044 km/s (Spoon et al., 2013) beyond
the field of view of OSIRIS.
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Figure 4.8: Br-γ emission from F05189-2524 The top panel (a) shows the flux
in Br-γ for component A. The center panel (b) shows the velocity of Br-γ for
component A. The lower panel (c) shows the velocity dispersion of the Br-γ for
component A. We fit 2 emission components to Br-γ in each spaxel. The primary
component for each spaxel was the component with a larger flux in that spaxel.
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Figure 4.9: Br-γ emission from F05189-2524 The top panel (a) shows the flux
in Br-γ for component B. The center panel (b) shows the velocity of Br-γ for
component B. The lower panel (c) shows the velocity dispersion of the Br-γ for
component B. We fit 2 emission components to Br-γ in each spaxel. The primary
component for each spaxel was the component with a larger flux in that spaxel.
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Figure 4.10: H2 1− 0 S(1) emission from F05189-2524 The top panel (a) shows
the flux in H2 1 − 0 S(1) for component A. The center panel (b) shows the
velocity of H2 1 − 0 S(1) for component A. The lower panel (c) shows the
velocity dispersion of the H2 1− 0 S(1) for component A.
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Figure 4.11: Pa-α emission from F08572+3915 The top panel (a) shows the flux
in Pa-α for component A. The center panel (b) shows the velocity of Pa-α for
component A. We fit 2 emission components to Pa-α in each spaxel. The pri-
mary component for each spaxel was the component with a larger flux in that
spaxel.

4.4.5 F08572+3915

The Pa-α emission for F08572+3915 is shown in Figure 4.11 and Fig-
ure 4.12. The H2 1 − 0 S(3) and H2 1 − 0 S(1) emission for this object are
presented in Rupke & Veilleux (2013). The Pa-α shows a rotation curve consis-
tent with the rotation observed in H2 1 − 0 S(1) in Rupke & Veilleux (2013).

4.4.6 F10565+2448

We observed Br-δ and Br-γ in F10565+2448, both of which show evi-
dence for rotation. The Br-δ emission for F10565+2448 is shown in Figure 4.13.
The high dispersion on the eastern side of the disk suggests that it has been re-
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Figure 4.12: Pa-α emission from F08572+3915 The top panel (a) shows the flux
in Pa-α for component B. The center panel (b) shows the velocity of Pa-α for
component B. The lower panel (c) shows the velocity dispersion of the Pa-α for
component B. We fit 2 emission components to Pa-α in each spaxel. The primary
component for each spaxel was the component with a larger flux in that spaxel.
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cently disrupted. The Br-γ emission is shown in Figure 4.14. There are several
spots where Br-γ is observed with significant red velocities and dispersions,
which could be indicative of inflows in the line of sight, or outflows on the far
side of the observed disk.

The H2 1 − 0 S(3) emission for F10565+2448 is shown in Figure 4.15.
The H2 1− 0 S(1) emission is shown in Figure 4.16. Both H2 transitions show
clear evidence of rotation, and high velocity dispersion on the western side of
the disk. Taken together with the velocity dispersion in Br-δ, this might suggest
a disruption history for F10565+2448. If the eastern edge was disrupted first,
the disruption may have triggered a burst of star formation, giving rise to the
observed excess Br-δ emission and higher dispersions. The higher dispersions
on the western edge of the disk in H2 then represent more recently disrupted
gas, where the warm H2 has been shocked.

4.4.7 F14348-1447

The Pa-α emission for F14348-1447 is shown in Figure 4.17 and Fig-
ure 4.18. The primary Pa-α emission shows less dispersion, and is blue shifted
from the rest-frame velocity of the system.

The Br-γ emission for F14348-1447 is shown in Figure 4.19. There is
only very limited evidence for ordered rotation in Br-γ. There is evidence for
a secondary source of emission in the North-East corner of the OSIRIS field of
view, which has both a significant dispersion and a higher velocity than the
surrounding Br-γ emission.

The H2 1 − 0 S(3) emission for F14348-1447 is shown in Figure 4.20.
The H2 1 − 0 S(1) emission is shown in Figure 4.21. Both H2 components do
not show any evidence for rotation in the central regions. Each has pockets of
higher-dispersion gas, blue-shifted and traveling at ∼ 500 km/s. Combined
with the blue-shifted Pa-α emission, this is consistent with the OH 119µm ab-
sorption observed in Veilleux et al. (2013a).
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Figure 4.13: Br-δ emission from F10565+2448 The top panel (a) shows the flux
in Br-δ for component A. The center panel (b) shows the velocity of Br-δ for
component A. The lower panel (c) shows the velocity dispersion of the Br-δ for
component A.
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Figure 4.14: Br-γ emission from F10565+2448 The top panel (a) shows the flux
in Br-γ for component A. The center panel (b) shows the velocity of Br-γ for
component A. The lower panel (c) shows the velocity dispersion of the Br-γ for
component A.
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(a) H2 1− 0 S(3) flux from component A

E
N

1 kpc

IRAS F10565+2448

24°32'31.200"31.800" 32.400" 33.000" 33.600" 34.200" 34.800" 35.400"

10h59m17.88s

17.92s

17.96s

Declination

Ri
gh

t A
sc

en
sio

n

100
75
50
25

0
25
50
75
100

H
2(
a)

 V
elo

cit
y (

km
/s)

(b) H2 1− 0 S(3) velocity from component A

E
N

1 kpc

IRAS F10565+2448

24°32'31.200"31.800" 32.400" 33.000" 33.600" 34.200" 34.800" 35.400"

10h59m17.88s

17.92s

17.96s

Declination

Ri
gh

t A
sc

en
sio

n

0

20

40

60

80

100

120

H
2(
a)

 D
isp

er
sio

n 
(k

m
/s)

(c) H2 1− 0 S(3) velocity dispersion from component A

Figure 4.15: H2 1− 0 S(3) emission from F10565+2448 The top panel (a) shows
the flux in H2 1 − 0 S(3) for component A. The center panel (b) shows the
velocity of H2 1 − 0 S(3) for component A. The lower panel (c) shows the
velocity dispersion of the H2 1− 0 S(3) for component A.
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Figure 4.16: H2 1− 0 S(1) emission from F10565+2448 The top panel (a) shows
the flux in H2 1 − 0 S(1) for component A. The center panel (b) shows the
velocity of H2 1 − 0 S(1) for component A. The lower panel (c) shows the
velocity dispersion of the H2 1− 0 S(1) for component A.
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Figure 4.17: Pa-α emission from F14348-1447 The top panel (a) shows the flux
in Pa-α for component A. The center panel (b) shows the velocity of Pa-α for
component A. The lower panel (c) shows the velocity dispersion of the Pa-α
for component A. We fit 2 emission components to Pa-α in each spaxel. The
primary component for each spaxel was the component with a larger flux in
that spaxel.
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Figure 4.18: Pa-α emission from F14348-1447 The top panel (a) shows the flux
in Pa-α for component B. The center panel (b) shows the velocity of Pa-α for
component B. The lower panel (c) shows the velocity dispersion of the Pa-α for
component B. We fit 2 emission components to Pa-α in each spaxel. The primary
component for each spaxel was the component with a larger flux in that spaxel.
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Figure 4.19: Br-γ emission from F14348-1447 The top panel (a) shows the flux
in Br-γ for component A. The center panel (b) shows the velocity of Br-γ for
component A. The lower panel (c) shows the velocity dispersion of the Br-γ for
component A. The primary component for each spaxel was the component with
a larger flux in that spaxel.
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Figure 4.20: H2 1− 0 S(3) emission from F14348-1447 The top panel (a) shows
the flux in H2 1 − 0 S(3) for component A. The center panel (b) shows the
velocity of H2 1 − 0 S(3) for component A. The lower panel (c) shows the
velocity dispersion of the H2 1− 0 S(3) for component A.
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Figure 4.21: H2 1− 0 S(1) emission from F14348-1447 The top panel (a) shows
the flux in H2 1 − 0 S(1) for component A. The center panel (b) shows the
velocity of H2 1 − 0 S(1) for component A. The lower panel (c) shows the
velocity dispersion of the H2 1− 0 S(1) for component A.
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4.4.8 F15206+3342

The Pa-α emission for F15206+3342 is shown in Figure 4.22 and Fig-
ure 4.23. The primary Pa-α component shows a compact core, with evidence
for rotation, and high dispersion on the eastern side of the disk. The secondary
component shows almost no significant velocity structure, and a very low veloc-
ity dispersion, perhaps indicative of a well ordered nuclear disk viewed face-on.
The Br-δ emission for F15206+3342 is shown in Figure 4.24 and Figure 4.25. The
primary component shows high dispersion, and an extended region fo the west
of the core of the ULIRG.

4.4.9 F19297-0406

The Pa-α emission for F19297-0406 is shown in Figure 4.26. There is a
clear rotation signature, centered around the central emission point for Pa-α in
this object.

The H2 1 − 0 S(3) emission for F19297-0406 is shown in Figure 4.27.
This H2 transition shows rotation consistent with that observed in Pa-α.

The H2 1 − 0 S(1) emission for F19297-0406 is shown in Figure 4.28.
There is an extended tidal object to the south of the primary Nucleus which
contains significant H2 1 − 0 S(1) emission. This object shows evidence of
rotation rather than an outflow, since the blue velocities are not centered on
the flux from the tidal object, and the higher dispersion region also does not
correlate directly with the blue velocities. However, it is possible that this is a
partially obscured outflow where we are seeing only the blue velocities from
H2 where it has broken through another cloud of gas.

112



E

N

1 kpc

IRAS F15206+3342

33°31'34.800" 35.400" 36.000" 36.600"

15h22m38.08s

38.12s

Declination

Ri
gh

t A
sc

en
sio

n

100

101

102

Pa
-

 F
lux

 (1
0

16
er
g
s

1
cm

2 )

(a) Pa-α flux from component A

E

N

1 kpc

IRAS F15206+3342

33°31'34.800" 35.400" 36.000" 36.600"

15h22m38.08s

38.12s

Declination

Ri
gh

t A
sc

en
sio

n

100

75

50

25

0

25

50

75

100

Pa
-

 V
elo

cit
y (

km
/s)
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Figure 4.22: Pa-α emission from F15206+3342 The top panel (a) shows the flux
in Pa-α for component A. The center panel (b) shows the velocity of Pa-α for
component A. The lower panel (c) shows the velocity dispersion of the Pa-α
for component A. We fit 2 emission components to Pa-α in each spaxel. The
primary component for each spaxel was the component with a larger flux in
that spaxel.
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Figure 4.23: Pa-α emission from F15206+3342 The top panel (a) shows the flux
in Pa-α for component B. The center panel (b) shows the velocity of Pa-α for
component B. The lower panel (c) shows the velocity dispersion of the Pa-α for
component B. We fit 2 emission components to Pa-α in each spaxel. The primary
component for each spaxel was the component with a larger flux in that spaxel.
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Figure 4.24: Br-δ emission from F15206+3342 The top panel (a) shows the flux
in Br-δ for component A. The center panel (b) shows the velocity of Br-δ for
component A. The lower panel (c) shows the velocity dispersion of the Br-δ for
component A. We fit 2 emission components to Br-δ in each spaxel. The primary
component for each spaxel was the component with a larger flux in that spaxel.
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Figure 4.25: Br-δ emission from F15206+3342 The top panel (a) shows the flux
in Br-δ for component B. The center panel (b) shows the velocity of Br-δ for
component B. The lower panel (c) shows the velocity dispersion of the Br-δ for
component B. We fit 2 emission components to Br-δ in each spaxel. The primary
component for each spaxel was the component with a larger flux in that spaxel.
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Figure 4.26: Pa-α emission from F19297-0406 The top panel (a) shows the flux
in Pa-α for component A. The center panel (b) shows the velocity of Pa-α for
component A. The lower panel (c) shows the velocity dispersion of the Pa-α
for component A. We fit 2 emission components to Pa-α in each spaxel. The
primary component for each spaxel was the component with a larger flux in
that spaxel.
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Figure 4.27: H2 1− 0 S(3) emission from F19297-0406 The top panel (a) shows
the flux in H2 1 − 0 S(3) for component A. The center panel (b) shows the
velocity of H2 1 − 0 S(3) for component A. The lower panel (c) shows the
velocity dispersion of the H2 1− 0 S(3) for component A.
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Figure 4.28: H2 1− 0 S(1) emission from F19297-0406 The top panel (a) shows
the flux in H2 1 − 0 S(1) for component A. The center panel (b) shows the
velocity of H2 1 − 0 S(1) for component A. The lower panel (c) shows the
velocity dispersion of the H2 1− 0 S(1) for component A.
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4.5 Discussion

We obtained spatially resolved NIR emission line kinematics for 10
galaxies. Broadly, they can be classified into three groups:

1. Galaxies with clear evidence of outflowing gas from the nuclear regions
observed with OSIRIS.

2. Galaxies with an NIR spatially resolved velocity profile that matches the
velocity profile observed by Herschel, but with no evidence of spatially
resolved molecular outflows.

3. Galaxies with an NIR spatially resolved velocity profile that cannot fully
explain the velocity profile observed by Herschel.

We find evidence for spatially resolved high velocity molecular out-
flows in F08572+3915, and our findings are consistent with the outflows pre-
sented in Rupke & Veilleux (2013). In F08572+3915 there is a spatially-resolved,
high velocity component observed in H2 at −1000 km/s, which matches the
−1000 km/s blue wing observed in OH 119µm in Veilleux et al. (2013b) (see
Figures 4.11 and 4.12). F08572+3915 is a clear example of a system in group
1. We also observe evidence of high velocity molecular outflows in the ULIRG
F14348-1447 (see Figure 4.19) and F19297-0406 (see Figure 4.28) which we clas-
sify in group 1. These three galaxies are the only 3 in our sample of 10 galaxies
which have clear evidence of a spatially resolved outflow.

Some of the ULIRGs observed show an NIR spatially resolved veloc-
ity profile that matches the velocity profile observed by Herschel, but with no
evidence of spatially resolved molecular outflows. These systems show NIR
rotation curves which span the velocities observed by Herschel. The spatially
resolved NIR emission line kinematics of F20414-1651 (see chapter 3 and specifi-
cally Figure 3.22) show a velocity profile consistent with the velocities observed
in OH 119µm (Spoon et al., 2013) in a single large Herschel spaxel, however,
there is no evidence of a molecular outflow in the spatially resolved NIR ob-
servations which observed only the nuclear regions. The ULIRGs F00188-0856
(Section 4.4.1) and F00456-2904 (Section 4.4.2) also show high velocity rotation
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curve kinematic profiles but do not show evidence of high velocity molecular
outflows. These galaxies are classified in group 2.

That we find 3 ULIRGs in group 2 suggests that spectroscopy which
is spatially integrated over the 9.4′′ × 9.4′′ Herschel spaxel is not enough to
uniquely identify outflowing molecular gas from nearby ULIRGs. The
OH 119µm spectroscopy of these three ULIRGs presented in Spoon et al. (2013)
and Veilleux et al. (2013b) shows a blue wing, however, we can explain all of
the observed velocity in the blue wing by examining the spatially resolved NIR
kinematics. These ULIRGs have high velocities present in their rotation curves
and represent cases where OH 119µm spectroscopy is not sufficient to identify
a molecular outflow. Spatially resolved NIR spectroscopy does not support the
conclusion that these systems have high velocity molecular outflows.

The remaining four ULIRGs (F03158+4227, F05189-2524, F10565+2448,
and F15206+3342) do not have evidence of outflows or rotation curves with ve-
locity profiles that match the velocities observed in OH 119µm by Herschel.
These ULIRGs all show velocity rotation curves with amplitudes ranging from
100 km/s to 250 km/s. The velocities observed in the spatially resolved NIR ob-
servations for these systems are less than the velocities observed in OH 119µm.
We classify these ULIRGs group 3.

ULIRGs in group 3 are systems where the spatially resolved NIR spec-
troscopy presented here does not eliminate the possibility that there are high
velocity molecular outflows elsewhere the system outside of the OSIRIS field
of view (1.4′′ × 0.73′′). Since the spatially resolved NIR spectroscopy does not
cover an area as large as the OH 119µm spectroscopy presented in Spoon et al.
(2013) and Veilleux et al. (2013b), it is possible that the high velocity outflows
are present outside the field of view of OSIRIS.

4.6 Conclusions

We presented the kinematics of 10 ULIRGs observed with OSIRIS. Our
conclusions are split according to the grouping in Section 4.5. We found evi-
dence for high velocity outflows consistent with those observed in Spoon et al.
(2013) and Veilleux et al. (2013b) in 3 systems (group 1). In three other sys-
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tems (group 2), we found that the spatially resolved NIR kinematics observed
with OSIRIS showed rotation curves with velocities when spatially integrated,
were enough to explain the velocity profile observed in OH 119µm, and the spa-
tially resolved NIR observations did not provide direct evidence of outflows. In
the remaining four systems (group 3), the spatially resolved NIR observations
were unable to account for the spatially integrated velocity profile observed in
OH 119µm, and no evidence for outflows was seen in the NIR.

4.6.1 ULIRGs with clear evidence of outflows in NIR spectroscopy
and the spatially integrated OH 119µm velocity profile

Our observations of F08572+3915 confirmed the presence of an out-
flow which was previously presented in Rupke & Veilleux (2013). For the two
other systems with molecular outflows observed with spatially-resolved NIR
spectroscopy (F14348-1447 and F19297-0406) we do not see kinematically dis-
tinct components centered at the observed OH 119µm velocity from Herschel.
Rather the three observed outflows suggest that the 98th percentile measure-
ment of the blue emission in OH 119µm from the Herschel space telescope is
indeed the extreme blue velocity wing of the outflowing gas when that out-
flowing gas is present, and that the spatially resolved outflows show slower
velocities (−220 km/s and −310 km/s) than were originally suggested by the
OH 119µm observed in Spoon et al. (2013) and Veilleux et al. (2013b).

4.6.2 ULIRGs with rotation curves which explain the spatially inte-
grated OH 119µm velocity profile

In three systems, we observed rotation curves in the NIR which can
explain the spatially integrated velocity profile observed in OH 119µm. These
ULIRGs represent cases where blue-shifted velocities in OH 119µm can be con-
fused for outflows, where they appear in spatially-resolved spectroscopy to
arise due to the rotation curve kinematics present in many ULIRGs. This kind
of ambiguity in interpreting the results of Spoon et al. (2013) and Veilleux et al.
(2013b) limits our ability to interpret spatially-unresolved, extreme blue-shifted
velocities in ULIRGs as a complete statistical sample of ULIRGs with outflow-
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ing gas. The molecular outflows could be present outside of the rather narrow
field of view of OSIRIS (1.4′′ × 0.73′′), but their presence is not required to ex-
plain the origins of the OH 119µm observations. Rather, further study is needed
to determine the level at which large samples of spatially un-resolved outflows
could be explained by ULIRGs with rotation curves which match the OH 119µm
velocity profiles.

4.6.3 ULIRGs with no outflow and where the rotation curve is insuf-
ficient to explain the integrated OH 119µm velocity profile

In the remaining four ULIRGs, we were unable to detect the presence
of a high velocity component (either an outflow, or a high velocity rotation
curve) in the spatially resolved NIR spectroscopy of the nuclear regions, de-
spite the presence of a blue wing in the OH 119µm observations. A high veloc-
ity outflow may be present in these systems outside the field of view of OSIRIS.
Although we cannot draw a direct conclusion about the presence or absence of a
molecular outflow in these systems, we can conclude that the outflow observed
in OH 119µm does not currently extend to the nucleus of these systems.

4.6.4 Concluding thoughts

When we launched this survey, we were hoping to use the nature of
the outflow in the nucleus of the system to constrain the driving mechanisms
behind the spatially-unresolved outflows observed in OH 119µm by Herschel.
That so many of our targets had no direct evidence of a nuclear molecular out-
flow suggests that we must observe a significantly larger sample of ULIRGs in
order to capture statistically significant examples of molecular outflows in nu-
clear regions of ULIRGs, and study the spatially-unresolved outflows’ driving
mechanisms.

Even in our small sample, some of the velocity profiles observed by
Herschel in OH 119µm can be explained by rapid rotation in the nuclear region
of the ULIRG, without requiring the presence of a molecular outflow. A larger
sample should address what fraction of velocity profiles observed in OH 119µm
with Herschel can be explained by rapid rotation in the nucleus of the ULIRG,
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and what impact this ambiguity has on the broader statistical conclusions about
the prevalence of OH 119µm outflows (e.g. Spoon et al., 2013; Veilleux et al.,
2013b; Contursi et al., 2013; González-Alfonso et al., 2013).

124



Part III

Linear Quadratic Gaussian
Control for Adaptive Optics
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Chapter 5

A laboratory demonstration of an
LQG controller for correcting
frozen flow turbulence in
adaptive optics systems

5.1 Introduction

We present the implementation of a predictive Fourier control (PFC)
algorithm (Poyneer et al., 2007; Poyneer & Véran, 2008) in the lab to correct for
frozen flow turbulence in adaptive optics systems. Recently, linear-quadratic
Gaussian (LQG) controllers (Gavel & Wiberg, 2003; Le Roux et al., 2004) have
been used for the stable control of adaptive optics systems (Petit et al., 2008), and
for the suppression of specific frequency vibrations in operating adaptive optics
systems (Poyneer et al., 2014; Beuzit et al., 2008). Predictive Fourier Control is an
LQG method which explicitly corrects for frozen-flow turbulence crossing the
telescope aperture. It diagonalizes that problem by working in Fourier space,
making the method computationally feasible for high-order AO systems.

Several groups have formulated LQG controllers for the optimal con-
trol of adaptive optics systems. Gavel & Wiberg (2003) initially developed a
Kalman filter for optimal AO control. Le Roux et al. (2004) formulated an LQG
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controller for adaptive optics. Petit et al. (2008) demonstrated the use of LQG in
the laboratory to suppress vibrations. Sivo et al. (2014) have applied this on sky
with the CANARY demonstrator. LQG control has progressed from the labo-
ratory to the latest generation of astronomical instruments. The recently com-
missioned Gemini Planet Imager (Macintosh et al., 2014) and SPHERE (Beuzit
et al., 2008) instruments have both demonstrated the use of optimal LQG control
(Poyneer et al., 2014; Petit et al., 2014). GPI’s AO system uses an LQG controller
to suppress vibrations in both tip-tilt and focus (Poyneer et al., 2014). Simi-
larly, SPHERE uses an LQG controller to suppress vibrations in only the tip-tilt
modes (Petit et al., 2014). These controllers are implemented with the same LQG
framework that we will apply to correct frozen flow turbulence across spatial
frequencies beyond the tip-tilt regime.

Our experimental setup provides a tightly integrated way to test the
use of an LQG controller both in the lab and on-sky. The ShaneAO system with
the ShARCs Camera on the Shane 3-m telescope at Lick Observatory (Gavel
et al., 2014; Kupke et al., 2012) provides an on-sky instrument. At the Lab
for Adaptive Optics we have configured an adaptive optics test bench (Laag
et al., 2008) to mimic the hardware and physical conditions for ShaneAO. These
closely coupled systems allow us to test and develop techniques in a controlled
lab before proceeding to the instrument on-sky for functional tests.

This chapter describes a laboratory implementation of the full Predic-
tive Fourier Control (PFC) algorithm. In Section 5.2 we provide a brief overview
of the test bench, a full, physical simulator designed to test adaptive optics hard-
ware, software and techniques. In Section 5.3 we describe the PFC algorithm,
and the way this algorithm interacts with an operating adaptive optics system.
In Section 5.4 we describe the implementation of the PFC algorithm in the lab,
and the measured performance improvement. Section 5.5 discusses the signifi-
cance of this laboratory demonstration.

Our framework, described in Section 5.3 and diagramed in Figure 5.2,
consists of three components:

1. Phase reconstruction as performed by a standard adaptive optics system.

2. The Predictive Fourier Controller, which uses a Kalman Filter to provide
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a best estimate of the correction in the future.

3. Fourier Wind Identification, which provides the state space model to the
Predictive Fourier Controller.

Fourier Wind Identification is described theoretically in Section 5.3.1,
and demonstrated in the lab in Section 5.4.4. We discuss the theoretical frame-
work of the Predictive Fourier Controller in Section 5.3.2, and demonstrate its
operation in Sections 5.4.2 and 5.4.5.

5.2 Experimental Setup

Our experiments are performed on a modified and optimized version
of the UCSC Laboratory for Adaptive Optics (LAO) MCAO/MOAO testbed
(Laag et al., 2008). In the past, its utility and versatility has been shown by sim-
ulating MCAO and open-loop MOAO on a 30-m equivalent aperture telescope
(Ammons et al., 2006), demonstrating the positive effect of linearity calibrations
to Shack-Hartmann wavefront sensors during open-loop MOAO operation on
a 10-m telescope (Ammons et al., 2007) and for developing wavefront recon-
struction and control algorithms for MCAO on an 8-m class telescope (Laag
et al., 2008). Currently, we have reconfigured the testbed to match as closely
as possible the new adaptive optics system on the Shane 3-m telescope at Lick
Observatory (ShaneAO) (Gavel et al., 2014) so that the transition from lab to a
real system is as seamless as possible. The optical layout of the reconfigured
system is shown in Figure 5.1.

For our purposes, the testbed is operated in single conjugate (SCAO)
mode with two deformable mirrors (DMs): a low (spatial and temporal) fre-
quency, high-stroke Alpao DM52 “woofer” and a high-frequency, lower-stroke,
Hamamatsu SLM-X8267 spatial light modulator (SLM) “tweeter”. As the test
bench does not operate in real time, we treat both mirrors as having instanta-
neous temporal properties and ignore the slower temporal performance of the
“woofer” mirror.

Both DMs are conjugate to the equivalent of the atmosphere’s ground
layer represented by a phase plate mounted on a linear stepper motor. The
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Phase Plate

Figure 5.1: Testbed layout for wind prediction tests. The light source is a super-
luminescent diode laser. The spatial light modulator is a high-frequency de-
formable mirror. In single conjugate mode only one of the Shack-Hartmann
wavefront sensors is used.

phase plate is 160 subapertures across with a minimum wind speed of 0.01 sub-
apertures per timestep. The linear stepper can be reliably repositioned so that
repeated runs can be performed across the same section of a phase plate and a
higher signal-to-noise ratio is achieved by co-adding runs. The size of the phase
plate ensures that each test run contains 4.4 pupil crossings.

The woofer’s actuator layout is 4×4 across the pupil. The edges of the
woofer are pinned, so outer actuators have reduced stroke and are not used.
This is nearly identical to the configuration of the woofer used in ShaneAO.
The SLM has a resolution of 768× 768, however pixels are binned to emulate a
36×36 actuator configuration similar to that of the MEMS tweeter on ShaneAO.
The wavefront sensor has a 36× 36 lenslet array layout, and is aligned with the
centers of the lenslets matched to the centers of the mirror actuators.

Prior to every set of extended runs (typically once a day), the woofer
and tweeter are re-registered to the wavefront sensor and a new woofer influ-
ence matrix is generated. Woofer edge effects are minimized by performing a fit
to individually measured influence functions. A singular value decomposition
(SVD) reconstructor zeroes out potentially problematic (high frequency) woofer
modes. Each DM has a separately set integrator leak (up to 0.01 for the woofer
and 0.005 for the tweeter), similar to ShaneAO, to allow each mirror to handle
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its own actuator clipping and windup. Detailed telemetry (residuals, DM com-
mands) and configuration is saved during each run to ensure reproducibility.

The test bench control law mimics the integrators and reconstructors
used in ShaneAO, however the system delay can be arbitrarily shortened or
lengthened to match the operating control delay measured with ShaneAO or to
test the effects of longer or shorter time delays.

5.2.1 Modifications to the Experimental Setup to Support Predictive
Fourier Control

In order to use the test bench as a scale representation of the ShaneAO
system, and to integrate the LQG controller into the test bench software archi-
tecture, several changes to the test bench were required.

We first re-mapped the pupil of the test bench to the WFS lenslet ar-
rays to simulate subapertures which are scaled equivalents to the 10 cm sub-
apertures found in the ShaneAO system. The remapping resulted in 36 active
subapertures across the pupil, slightly more than are found on the ShaneAO
system, which will have 30 subapertures across the pupil in its highest perfor-
mance configuration.

The test bench operates at approximately 1 Hz in the lab, in discrete
steps. As such, it has essentially no servo-lag (both mirrors respond in a manner
of a few ms), and we introduce an artificial delay, which applies an older correc-
tion to the mirrors each timestep. Consistent with both ShaneAO and the GPI
AO system, we apply a 2-frame delay between wavefront sensor measurements
and applying corrections. Throughout this chapter, we use test bench units,
timesteps and subapertures, as our test bench does not operate in real time. All
of these numbers can be easily scaled to match the 3 m ShaneAO system, an 8 m
or a 30 m telescope. For the ShaneAO system, we convert from the test bench
to an operating frequency of 1 kHz and a subaperture size of 10 cm. On the
test bench, we use windspeeds between 0.01 and 0.38 subapertures/timestep,
which correspond to physical windspeeds on ShaneAO between 1;m/s and
25 m/s.

As well, we implemented an SVD reconstructor for the system’s high
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stroke woofer. This allows us to eliminate problematic high frequency woofer
modes, but to use the natural actuator basis set for the woofer directly. This also
allows us to easily re-measure the woofer influence functions for each actuator,
recalibrating the system for minor changes in alignment and optimizing the
system’s long term performance.

Although the SVD reconstructor for the woofer improved its perfor-
mance and registration, the SLM registration algorithm had to be improved to
fix actuator mis-registration errors that would cause very high spatial frequency
content to build up on the mirror. We solved this with an improved actuator
registration method which uses actuators across the full SLM mirror working
surface, and automatically fits the pixel locations instead of relying on user in-
put to identify actuator pokes.

The original fiber laser was replaced with a 589 nm super luminescent
diode (SLD) to fix non-uniform pupil intensity effects that manifested as an 8 Hz
power peak due to laser power fluctuations. Over long runs (10,000 iterations
or greater), we observe a correlation between RMS error and measured Strehl
indicating low non-common path errors. The far-field image is sharpened using
an algorithm that iteratively maximizes Strehl by successively placing Zernike
modes on the woofer and tweeter.

We also improved the control loop architecture of the test bench to fa-
cilitate the use of the Kalman reconstructor. The new architecture allows us
to transition quickly between reconstructors, to perform calibration with one
reconstructor (usually a simple Fourier-transform reconstructor) and then tran-
sition to a different reconstructor (the full LQG controller) for operation. These
modifications also permit the system to enable, disable and reset integrator
states during normal operation.

5.2.2 Error Budget for the Experimental Setup

We have developed a consistent error budget for the test bench in its
current configuration, based on the error budget presented in Ammons et al.
(2010). Similar to Ammons et al., we derive many of our error budget terms
from the total atmospheric turbulence as measured by the wavefront sensor’s
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RMS total wavefront error measured with the phase plate held still (σatmosphere =

180.0 nm). From this measurement, we can derive the fitting error (σfit =

0.0441σatmosphere, see Ammons et al. (2010) section 4.3.2) and the wavefront sen-
sor aliasing error (σalias = 0.4σfit, see Ammons et al. (2010) section 4.3.2 and ref-
erences therein). The measurement error from the wavefront sensor was mea-
sured directly on the test bench, with no atmosphere present, and found to be
10.0 nm.

We explicitly separate bandwidth and delay temporal errors. As the
test bench operates in discretized timesteps, waiting for each mirror movement
to complete, there is no bandwidth or servo-lag error. The software does in-
troduce an artificial timestep delay, which holds the computed correction for
2 timesteps to simulate the increased computation time. The error due to the
artificial delay in the system was computed from equation 9.56 in Hardy (1998),

σ2delay = 28.4 (fgτs)
5/3 (5.1)

where fg is the Greenwood frequency, which can be computed from the wind
velocity, and τs is the delay between measurement and correction, which for the
experiments described in this chapter was set to τs = 2 timesteps.

To measure the non-common path errors in our Strehl measurement,
we applied the extended Maréchal approximation (see Hardy 1998 equation
4.40, and Maréchal 1947) to the far-field Strehl after image sharpening but with
no aberrations in the system. After image sharpening, the far-field Strehl was
0.80, contributing σNCP = 49.5 nm of error to the system. Examining the error
budget during experiments suggests that our far-field correction did not remain
stable, and that an additional 44.0 nm of calibration error exist in the system.
All of these error terms are presented in Table 5.1. The RMS far-field wavefront
error in Table 5.1 includes terms which are not seen by the wavefront sensor.
When considering the RMS residual wavefront error as measured by the wave-
front sensor, we ignore the Mirror fitting, spatial aliasing, static uncorrectable
and calibration error terms. When measuring the far-field Strehl and the RMS
Far-Field Wavefront Error (computed via the Strehl and the extended Maréchal
approximation), these terms are included.
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Table 5.1: Error Budget for the test bench.

Error Term Value
Wavefront Sensing 10.0 nm
Mirror Fitting 8.8 nm
Spatial Aliasing 3.5 nm
Time Delay 40.5 nm
Static Uncorrectable 49.5 nm
Calibration 44.0 nm
RMS Far-Field Wavefront Error 78.8 nm
Predicted Strehl Ratio (589;nm) 0.471

For the remainder of this chapter, when we use RMS residual wave-
front error, we are referring to only those terms which are seen by the wavefront
sensor, or to measurements taken directly from the wavefront sensor. In con-
trast, the RMS total wavefront error is the wavefront error measured through
our simulated atmosphere but with no correction applied. When considering
the wavefront error in the far field, we will always convert to the Strehl ratio
using the extended Maréchal approximation.

5.3 Theoretical Framework

We build on a predictive Fourier control (PFC) framework for Adap-
tive Optics Systems (Poyneer et al., 2007; Poyneer & Véran, 2008) that aims to
minimize temporal errors, including servo-lag and computation time, which
manifest as a misestimation of the current atmospheric phase. This predictive
controller uses a slow (∼ 0.1 Hz) loop to identify frozen flow turbulence seen
by the AO system, and an LQG controller in the Fourier domain to suppress
the specific errors which arise from frozen flow turbulence across the telescope
aperture.

The PFC algorithm uses telemetry from the adaptive optics system to
identify frozen flow. Telemetry is recorded over the course of 1-10 seconds and
then post-processed. The post-processing uses the Fourier Wind Identification
scheme (Section 5.3.1, and Poyneer et al. (2009)), as well as a vibration and alias-
ing analysis to identify specific temporal frequencies which should be masked
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and eliminated. This information is used to construct a state space model that
captures the dynamics of the atmosphere. The relationship between the Pre-
dictive Fourier Controller and the Fourier Wind Identification is shown in Fig-
ure 5.2.

Phase 

Reconstruction

LQG 

Controller

Identify Peaks Create Filter

Fourier Wind Identification

Predictive Fourier Controller

Slopes
DM 

Commands

Reconstructor

Figure 5.2: A block diagram showing the dual-loop arrangement used with Pre-
dictive Fourier Control. The usual AO loop runs at kHz frequencies, while
a separate analysis loop measures the frozen flow velocities and generates a
new Kalman filter for the system. Frozen flow turbulence is generally stable
for more than 10s of seconds (Poyneer et al., 2009), so updating the filter on
these timescales should not affect the quality of the predictive control. How-
ever, even if the wind velocity does change before the filter is updated, we have
shown (Section 5.4.3) that the correction does not degrade significantly.

This section describes the framework for Predictive Fourier Control,
first describing Fourier Wind Identification (Section 5.3.1), then describing the
Predictive Fourier Controller (Section 5.3.2). The application of this framework
to the test bench is discussed in Section 5.4.

5.3.1 Fourier Wind Identification

Using pseudo-open loop phase telemetry from the system, the Fourier
wind identification (FWI) technique (Poyneer et al., 2007) identifies atmospheric
frozen flow for correction. The Fourier basis set provides a convenient way to
examine translating frozen-flow, as the individual Fourier modes each oscillate
at a specific temporal frequency.

The temporal power spectral density (PSD) of each Fourier mode is
estimated from the data. Individual Fourier modes are split into segments of
length S, which are windowed to emphasize the middle of the segment, and
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which overlap with neighboring segments. The overall frame rate, fs sets the
maximum estimated temporal frequency at fs/2. The length of the segments
sets the frequency sampling spacing at fs/S. The half overlapped segments
increase the signal-to-noise in the resulting PSD (for a more detailed discussion
of this method, see Poyneer et al. (2007)). By increasing or decreasing S, we can
control the signal-to-noise and frequency resolution of the PSDs.

Once we have created a PSD for each Fourier mode, we can look for
temporal peaks which are indicative of frozen flow. In Fourier space, temporal
peaks will appear with frequencies given by

ft = fxvx + fyvy. (5.2)

We model each peak as an oscillation at the temporal frequency ft, with
an added white noise broadening term (Poyneer & Véran, 2008). Three sample
PSDs from the test bench, which show peaks that obey Equation (5.2), are shown
in Figure 5.3. Each peak corresponds to a potential match to Equation. The
peaks that appear close to 0 timesteps−1 are eliminated as they correspond to
the slowly varying steady-state errors found in every system. Peaks are fit for
each spatial Fourier mode separately.

Using the identified peaks from all the Fourier modes, the FWI al-
gorithm works backwards through Equation (5.2). The frequencies in Equa-
tion (5.2), when shown on an fx,fy grid, appear as a plane in frequency space,
with the fx = 0,fy = 0 (piston) term always at 0 timesteps−1. Figure 5.4 shows
the process of matching found peaks in a PSD to a theoretical plane in Fourier
space. FWI then produces a metric in velocity space that shows the percentage
of matched peaks at each velocity. Areas with high metric scores are velocities
at which frozen flow has been detected. The full metric is shown in Figure 5.5.

Once peaks have been identified, they can be formulated into a state-
space model. Solving the Discrete Algebraic Riccati Equation (DARE) gener-
ates a controller that suppresses those specific temporal frequencies in its error
transfer functions. The gains, leaks and high-pass coefficients of the LQG con-
troller are then updated once the frozen flow layers and vibrations have been
identified.
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Figure 5.3: A temporal power spectral density (PSD) for three separate Fourier
modes (k = 3, 6, 9 l = 0) which show clear evidence of frozen flow turbulence.
The system ran using an LQG controller which did not model any atmospheric
frozen flow. Peaks at ∼ −0.021,−0.042, and −0.062 timesteps−1 are due to the
effect of frozen flow turbulence caused by a phase screen mounted on a stepper
motor passing in front of the entrance pupil to the test bench. The non-zero
peak positions are set by Equation (5.2). The peaks at very high frequencies are
spatial aliases of the frozen-flow wind.
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Figure 5.4: Identification of frozen flow turbulence on the test bench us-
ing the Fourier Wind Identification algorithm. This metric shows a frozen
flow layer that is moving in the x-direction (vx = 0.38 and vy = 0.0
subapertures/timestep). The color bar shows the percentage of theoretically
expected peaks identified for a given wind vector. Higher percentage matches
correspond to wind vectors which appear in more Fourier modes in the raw
data.

136



MCAOBench-20150707_112404

−1.0 −0.5 0.0 0.5 1.0

vx

−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

v
y

0

10

20

30

40

50

60

70

80

%
M

a
tc

h

Figure 5.5: Identification of frozen flow turbulence on the test bench us-
ing the Fourier Wind Identification algorithm. This match shows a frozen
flow layer that is moving in the x-direction (vx = 0.38 and vy = 0.0
subapertures/timestep). The left panel shows the detected peaks in telemetry,
as described in section 5.3.1. The color bar corresponds to the temporal fre-
quency of the detected peaks, which satisfy Equation (5.2). Modes where no
matching peak was found are shown as white. The right panel shows which
peaks match the detected frozen flow layer. It is red for modes which were not
detected in the telemetry, and white for modes where the detected peak would
be too close to 0 timesteps−1 to be detected. For this set of telemetry data, 97%
of modes where peaks could be detected showed evidence of frozen flow.
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5.3.2 LQG-Based Predictive Fourier Control

The wind parameters derived in the Fourier Wind Identification step
are then used to calculate an optimal LQG controller for the AO system. The
controller uses a Kalman state-space framework with an independent state for
each frozen flow layer. A derivation of the appropriate Kalman filter for pre-
dictive control in a variable delay adaptive optics system is done analytically
and numerically in Poyneer et al. (2007) and Poyneer & Véran (2008), and only
a brief overview is provided below.

Frozen flow in the Fourier domain results in each Fourier mode shift-
ing with a frequency given by Equation (5.2). To apply this shift over a fixed
delay between the phase measurement on the WFS and the application of the
phase to the DM, we use a complex valued gain (gα in the derivations from
(Poyneer et al., 2007)). The complex gain serves to translate each Fourier mode
to account for the delay between WFS sensing and command application, usu-
ally somewhere between 1 and 2 timesteps. A purely real α corresponds to no
frozen flow and a complex α determines the shift applied to each Fourier mode,
with the complex phase1 of α given by

Phase(α) = −2π(kvx + lvy)
T

Nd
(5.3)

where k and l are the respective Fourier mode numbers, [vx, vy] (m/s) is the
wind vector for a single frozen flow layer, T is the delay between the WFS
measurement and the DM command application (s), N is the phase grid size
(N = 36 for the test bench) and d is the subaperture diameter (m). The mag-
nitude of α, |α|, sets the “memory” for an individual layer, and is less than 1.
Along with α, the noise covariance matrix of the frozen flow layers (including
the static term) is used to solve the DARE, and yield an optimal controller with
gα tuned for each Fourier mode.

The LQG controller can be applied directly with the Kalman Filter ma-
1This should not be confused with the “phase” of the wavefront.
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trix equations. For our model, it can be simplified into the controller C(z)

C(z) =

(

Q−1
L
∑

k=0

pL+1,kαk

1− αkz−1

)

/

(

1− z−1Q−1
L
∑

k=0

pL+1,k

)

, (5.4)

which provides insight into how the prediction works. In Equation (5.4) Q =

p + σ2v is the total layer power, and σ2v is the noise variance of the particular
Fourier mode.

This filter produces transfer functions which show a “notch” at the
particular layer frequency, as well as good rejection around 0 Hz, the DC term.
The theoretical stability of these filters is examined in detail in Poyneer et al.
(2007) and Poyneer & Véran (2008).

5.4 Experimental Results

5.4.1 Modeling Transfer Functions

With the improvements described in Section 5.2.1, we first demon-
strate that the test bench can reproduce theoretical transfer functions across a
wide range of spatial frequencies for our system. To measure the error trans-
fer functions (ETFs), we recorded the wavefront sensor residual error measure-
ments for 4096 iterations with the control loop active and closed, and with the
control loop uncontrolled and open. For each telemetry data set, we converted
to the Fourier basis, and then created periodograms using the technique de-
scribed in Section 5.3.1. To compute the error transfer function, we took the
ratio of the active, closed loop PSD for a given mode with the uncontrolled,
loop open PSD. An ETF for a single Fourier mode (k = 5, l = 5) is shown in
Figure 5.6 along with a model for that ETF.

Figure 5.6 shows the transfer function measured and computed for an
LQG controller which does not model any frozen flow turbulence. The LQG
controller was implemented in a “DC-only” mode (simulating 0 layers of atmo-
spheric turbulence) which has similar performance characteristics to an integral
controller used in many AO systems.

The model ETF was computed using Equation (5.4), but for a single,
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Figure 5.6: An empirical (green) and model (red) error transfer function for the
test bench. The empirical measurements were taken with an LQG controller
which did not model any frozen-flow layers. The model was computed using
Equation (5.4) for a 0-layer atmosphere (i.e. correcting for static errors only).
The transfer function shows the correct roll-off slope at low frequency. The
model also correctly predicts the controller bandwidth on the real system (the
lowest frequency where the ETF first crosses 1), though the model underesti-
mates the overshoot (the degree to which the system makes frequencies higher
than the bandwidth worse).

static layer, and so the model behaves like a standard integral controller. The
improvements to the test bench allowed us to match the roll-off (the slope of the
ETF at low frequencies), a feature which is universal to all first-order integral
controllers, as well as the gain (which sets the left-right position of the model in
Figure 5.6) and bandwidth (the lowest frequency at which the ETF crosses 1.0)
between the model and the measured transfer function.

The well matched ETFs show that the system is performing nearly as
expected at all spatial frequencies, and that more advanced controllers should
be stable, with a predictable effect on the ETF of the system.

5.4.2 Integrating the LQG Controller

In order to support the LQG controller on our test bench, we made
a few modifications to the control flow of the test bench. The LQG controller
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relies on an internal state vector and produces an estimate of the entire, open-
loop phase at the next timestep. However, both the test bench, and the Shane-
AO system use the phase error internally and apply the integrators only to the
commands sent to the deformable mirrors.

In ShaneAO (and by default on the test bench) the temporal integration
is done on the mirror commands directly so that each integrator can consider
and provide feedback for actuator clipping internally, without affecting the re-
constructor or the state of the whole system. This is especially important when
using multiple deformable mirrors to allow the system to take advantage of the
high-stroke of the woofer and the many actuators on the tweeter.

To accommodate this architecture with LQG, we inserted a temporal
differentiator into the phase reconstructor. The differentiator is applied after
the LQG controller is used to predict the phase at the next step. Since the com-
mands to each deformable mirror are independently integrated, the differenti-
ation at the end of the LQG controller and the integration on each of the mirror
commands are designed to cancel each other out. This method (differentiating
the open-loop correction, and applying to the woofer and tweeter separately) is
used in GPI (Poyneer et al., 2014).

However, as the integrators for the woofer and tweeter DM have dif-
fering leak settings, and respond differently when actuators clip, the temporally
differencing the output of the LQG controller is not guaranteed to produce a sta-
ble controller. When operating in this mode, the effective gain of the system is
controlled by the coefficients of the LQG controller, while the individual com-
mand integrators are set to have a gain of 1, but with their usual leak terms to
prevent actuator saturation and windup.

5.4.3 Demonstrating Stable LQG Control on the MCAO Test Bench

Once the LQG controller was integrated into the test bench, we were
able to demonstrate simple stable LQG control. The LQG controller achieved
comparable RMS residual wavefront error (103.0 nm RMS residual wavefront
error from 180.0 nm RMS total wavefront error from the atmosphere) to the
original integral controller over the course of 4,000 iterations. The far field Strehl
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ratio remained comparably stable during this period. The controller is stable for
a variable frame delay of 1, 2, or 3 frames (higher delays were not tested).

Stability was easily maintained even when a wind suppression model
was applied with no wind translation in the system. The decrease in perfor-
mance due to an incorrect frozen flow assumption was minimal, causing an
RMS residual wavefront error of 50 nm.

5.4.4 Applying Fourier Wind Identification on the MCAO Test Bench

We measured the Error Transfer Functions of the test bench with a fast
artificial wind speed (0.38 subapertures/timestep). The system was run for 2048
iterations in both closed loop, and loop open (no correction) mode. Using the
closed loop telemetry data, we were able to see evidence of frozen flow turbu-
lence at every measured spatial frequency. Figure 5.3 shows the temporal PSD
for three Fourier modes (k = 3, 6, 9 l = 0); each shows clear evidence for frozen
flow turbulence.

Given the indication of frozen flow turbulence in the PSDs from the
test bench, we were able to construct a wind likelihood metric from test bench
data showing that the method described in Section 5.3.1 can successfully re-
trieve the input frozen flow wind velocity from the system telemetry. Figure 5.4
shows the identification of the 0.38 subapertures/timestep wind in test bench
telemetry.

The identified wind vector (or a-priori known wind vector(s)) can be
provided to the filter generation algorithm described in Section 5.3.2 and de-
rived in (Poyneer et al., 2007) and (Poyneer & Véran, 2008) which will place a
notch in the error transfer function for each Fourier mode to remove the tem-
poral peak due to the frozen flow layer. The ETF for k = 6, l = 0 will be
notched near −0.042 timesteps−1 and will reduce the large power peak visible
in Figure 5.3 for that mode.

5.4.5 Applying Predictive Fourier Control on the MCAO Test Bench

To test Predictive Fourier Control, we generated a state-space model
for a known windspeed, assuming that the wind impacted all Fourier modes.
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The filter was generated for test bench wind speeds of 0.05, 0.125, and 0.38

subapertures/timestep, and assumed a two frame delay to match our system
design (see Section 5.2). To generate the filter, we assumed perfect frozen flow
wind was detected in all Fourier modes. This assumes that modes where the
Fourier Wind Identification scheme (outlined in Section 5.3.1) did not detect
peaks due to frozen flow turbulence are nevertheless worth including in the fil-
ter. For the test bench, this proved to be the correct assumption, but it should
be tested on-sky as well.

We compared the Predictive Fourier Control Kalman filter to a stan-
dard integral controller in the Fourier Domain, with a gain of 0.38 and a leak
of 0.99. The RMS residual wavefront error for both the Kalman Filter and the
standard Integral Controller is shown in Figure 5.7. The RMS total wavefront
error (with no correction) is 180.0 nm. The integral controller has a 103.0 nm
RMS residual wavefront error. Predictive Fourier Control improves the RMS
residual wavefront error by a factor of 3 to 50.2 nm.
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Figure 5.7: The RMS residual wavefront error for both the Predictive Fourier
Controller Kalman filter (blue) and a standard integral controller (green) over
4096 iterations. For the standard integral, the RMS residual wavefront error was
103.0 nm, and for the Predictive Fourier Controller, it was 50.2 nm. The large
spikes which occur every 640 iterations occur when the phase plate reaches the
end of its movement range and must be reset to its initial position. With no
correction, the RMS total wavefront error is 180.0 nm.

143



Unfortunately, when we went to measure the Error Transfer Function
of the test bench using Predictive Fourier Control, we found that the system
had a bug that recorded telemetry in an internal state, rather than as the final
result. This means that we were unable to identify the notches which should be
created by the LQG filter.

We were not able to re run the experiment, as the hardware which runs
the test bench has critically failed. A power outage to the laboratory destroyed
the computer which manages the bench hardware, both wavefront sensor cam-
eras, and one of the SLM drivers. Although we tried to replace some hard-
ware, we’ve found that many of the bench interfaces need to be re-built from
the ground up in order to return to working order, and that time would be better
spent assembling a new bench, which is out of the scope of this work.

5.5 Discussion and Future Directions

This chapter demonstrates the feasibility of “Predictive Fourier Con-
trol”, but leaves a true characterization of system performance improvements
and stability to future work.

The LQG filter was able to correct for frozen flow turbulence using
our Fourier mode state-space model. Correction was applied in some modes
beyond the controller bandwidth, and improved performance at very high tem-
poral frequencies.

Although we have performed cursory checks of the LQG filter stability
using the test bench, several questions remain.

We plan to explore the stability of the LQG filter during real-world
operation, where wind vectors can vary during the application of the filter. Al-
though the filter appears stable for moderate changes in the wind vector, we
will require an on-sky application to test the performance gains and losses that
occur due to a naturally varying wind vector.

As the LQG filter maintains a state-space model of the system, it has
some “burn-in” time during which it must build up a “memory” of the wave-
front error. We will characterize, on-sky, the effect of this “burn-in” time during
filter transitions, and use this to optimize the trade-off between the speed of the
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Fourier Wind Identification loop (the bottom loop in Figure 5.2) and the penalty
incurred by changing the LQG filter in real time.

The PFC algorithm can also be extended to eliminate wind aliasing
features, which appear as similar planes in Fourier space to those described by
frozen flow. In the same way that we can reduce delay error in the presence of
frozen flow turbulence, we can use the LQG controller with the PFC algorithm
to correct for the effects of wind aliasing when it is detected in system telemetry
(Poyneer & Véran, 2010).

Finally, once we have demonstrated the PFC algorithm on-sky with
ShaneAO, we intend to adapt the LQG controller to account for actuator clip-
ping and the woofer-tweeter architecture. A full controller would penalize ac-
tuators which are close to clipping within the Kalman filtering framework, and
so would provide an end-to-end optimal control that would be less reliant on
the absolute calibration of the individual woofer and tweeter mirrors.

5.6 Conclusions

This chapter presents experimental verification of a computationally
efficient method for removing the effects of frozen-flow turbulence from the
residual errors in an adaptive optics system. Predictive Fourier Control has the
potential to reduce the effect of time delay errors, and to correct for specifically
modeled and known errors beyond the bandwidth of the adaptive optics sys-
tem.

We demonstrate that in the presence of wind-blown frozen flow turbu-
lence Predictive Fourier Control is a feasible method for gaining 10% improve-
ment in an AO system in the far-field performance and a factor of 3 in the RMS
residual wavefront error. The laboratory experiments suggest that we will see
significant gains in AO system performance on-sky. This level of performance
improvement is promising for an algorithm which only requires a software ad-
justment, and which will not add significantly to the computational complexity
of an existing adaptive optics system.
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Chapter 6

Linear Quadratic Gaussian
Control with ShaneAO

6.1 Introduction

ShaneAO is a high-order AO system commissioned in 2014 for the
Shane 3-m telescope at Lick observatory (Gavel et al., 2014). It is a facility in-
strument designed to perform across a wide wavelength range (0.8µm r-band
through 2.2µm K′). The AO system feeds a Near-IR imager (McGurk et al.,
2014) which includes standard and narrow band NIR filters as well as two low-
resolution (R ∼ 200) grisms. ShaneAO is commissioned to operate both in nat-
ural guide star mode (NGS) and with a sodium laser beacon (LGS).

ShaneAO was designed both as a facility instrument, in regular use
at Lick Observatory, and as a pathfinder for a new generation of AO systems.
The major features and design of the system is described in § 6.1.1, and we start
by verifying the design and performance of ShaneAO (§ 6.2) For this work, we
decided to branch significantly from the facility architecture for ShaneAO, in
order to enable alternative reconstructors (§ 6.3).

6.1.1 Overview of ShaneAO

ShaneAO is mounted on the Cassegrain Focus of the 3-meter Shane
Telescope at Lick Observatory. It provides AO correction over a 20′′ field of
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view. In natural guide star mode, ShaneAO is designed to operate down to a
limiting magnitude of mV = 13, and can reliably acquire natural guide stars
within 10′′ of the science target.

ShaneAO corrects for atmospheric turbulence using a woofer-tweeter
deformable mirror pair. The tweeter is a Boston Micromachines MEMS device
with 32× 32 actuators, a 1.5µm stroke, and a 30 kHz bandwidth. The woofer is
a 52 actuator AlpAO continuous phase sheet mirror with a ±50µm stroke and a
200 Hz bandwidth. There is no separate tip-tilt mirror in ShaneAO, as the large
stroke of the woofer can be used to control for the residual tip, tilt and focus in
the system. Each of these modes is offloaded to the telescope control structure
every 2 s.

The wavefront sensing is done with a Shack-Hartmann wavefront sen-
sor (WFS). The WFS has a selectable lenslet array which can provide either 8,
16 or 32 subapertures across the pupil of the telescope, corresponding approx-
imately to 2r0, r0 and 1

2r0 sampling at 1.5µm. For this experiment, unless oth-
erwise stated, the 16-across lenslet array was used. The WFS is backed by a
SciMeasure BigJoe Camera controlling a Lincoln Labs CCID66 180 × 180 pixel
array. The WFS is programed to sample at a range of operating rates from 50 Hz
to 1.5 kHz, but for this experiment, only 250 Hz was used.1 The WFS is fed by
light split from the science path. Additional light can be split from the WFS to
feed the Tip/Tilt sensor. In LGS mode, only the 589 nm light from the sodium
beacon is fed to the WFS subsystem. However, in NGS mode, a beam splitter
can be inserted to send some of the NGS starlight to the Tip/Tilt sensor. We
left this beam splitter in place during our experiments so that the tip-tilt sensor
could serve as a high-speed diagnostic camera.2

The Tip-Tilt sensor is a Marconi CCD39 80×80 pixel array driven by a
SciMeasure LittleJoe camera controller. It is used primarily in LGS mode. Along
with the Tip-Tilt Sensor, there is a laser uplink controller to correct for laser tip

1Experimentation and characterization described in this chapter lead us to believe that the
500 Hz and 1 kHz facility modes for ShaneAO do not properly perform AO correction due to
either mis-calibration or incorrectly set default parameters. As we could not achieve the desired
error transfer function (ETF)s which correspond to the the expected performance of the system
at these operating rates, we limited experiments to 250 Hz.

2The science camera is limited to 0.1 s exposures and takes 2− 3 seconds to read an image to
disk and display it, making it suboptimal for real time performance feedback.

147



and tilt during LGS operation.
The ShaneAO real time controller is a linux PC running CentOS 6. The

reconstruction software is written in C, and relies heavily on the OpenBLAS3

framework. There is no realtime linux or kernel level code in ShaneAO.4
ShaneAO is integrated into the Lick Observatory Environment, and

so uses the Keck Telescope Library (KTL) system of keywords and values to
pass information about system state between the controlling computer and the
observatory environment. Graphical user interfaces for operating the system in
facility mode are provided, and run on a host separate from the ShaneAO real
time control computer.

6.1.2 Reconstruction Scheme

ShaneAO uses a modal reconstruction scheme using the natural modes
of the tweeter and woofer mirrors, implemented around a single vector-matrix
multiply. The natural mirror modes were measured using an interferometer to
measure the poke positions of each actuator, and decomposing the poke matrix
for each mirror into modes in approximate order of spatial frequency. The re-
construction matrix is generated from a poke matrix of mirror modes, pseudo-
inverted to suppress local waffle, piston and additional invisible modes, and
combined to output commands to both the tweeter and woofer with a temporal
filter between the two.

The vector matrix multiply is fed by a flexible centroider which uses a
5×5pixel box for each subaperture. One row and column is used as guard space
between subapertures. The remaining pixels can be binned down to a standard
quadcell, or used with a center-of-gravity or centered quadcell, by changing the
pixel weighting used to compute slopes (Gavel et al., 2016).

The matrix is a compact representation of the tweeter, woofer and tem-
poral filter matricies (Figure 6.1). Combining the three reconstruction matricies,
and applying the temporal filter within the matrix, means that the bulk of the
computation time in the reconstructor is contained to a single linear-algebra call.

3https://openblas.net
4See § 6.3.4.2 for an analysis of the frequency and impact of OS interruptions on the real time

performance of the system.
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Figure 6.1: Diagram of the ShaneAO Vector Matrix Multiply reconstruction
scheme, in NGS mode. Purple boxes are input and output data from the core
reconstructor. The white boxes are the reconstruction steps. The reconstructor
accepts inputs from the centroider, and subtracts reference values from the mea-
sured slopes. The matrix multiply uses an inverted modal matrix for the tweeter
and woofer to independently reconstruct actuator positions for each mirror. It
produces filter coefficients, which are just the 14 controlled woofer modal coeffi-
cients that are also applied to the woofer actuators. Finally, the matrix multiply
subtracts the temporally filtered woofer modes from the tweeter position. Each
of the output channels (Tweeter, Woofer and Filter) are integrated and clipped
separately. The integrated tweeter and woofer actuator positions are then sent
as output to the mirrors. The integrated filter coefficients are retuned as inputs
to the matrix multiply on the next timestep.

Each output from the vector matrix multiply is run through an indi-
vidual integrator, with a separate gain, bleed, and clipping limit applied to all
outputs. ShaneAO in facility mode is commonly operated with different bleeds
on each the Tweeter, Woofer, and Filter.

6.1.2.1 Modal Calibration

To produce the reconstruction matrix for ShaneAO, we use a modal
poke matrix for each mirror. The mirror modes were measured using an in-
terferometer to measure the poke positions of each actuator, and decomposing
the poke matrix for each mirror into modes in approximate order of spatial fre-
quency. Due to the rectangular grid of actuators on the tweeter, the tweeter
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modes (matrix At) are roughly linear combinations of Fourier modes, with some
evidence of the influence function of each actuator at higher spatial frequencies.
The Woofer modes Aw are an orthonormal basis set which resembles Zernike
modes, but which cannot be directly mapped to Zernikes due to the irregular
position of the actuators on the back of the Woofer’s continuous phase sheet.

The modal poke matrix is generated by producing a moderate amount
of each mirror mode, one at a time, and measuring the WFS response. This
matrix (which we label Ht for the tweeter, Hw for the woofer) is used as the
input to the inversion problem for reconstruction.

Using this measured modal calibration has the advantage that the re-
construction matrix is a product only of modes which each mirror can produce
and which the WFS can measure. Proper weighting and penalization during in-
version removes local waffle effects (Gavel, 2003), as well as eliminating modes
which are blind to the WFS (e.g. high spatial frequency modes when the system
is using the 8 or 16 across lenslet arrays).

For the tweeter reconstruction, the penalized pseudoinverse takes the
form

H†
t = (HtPHT

t + Q)−1HT
t P (6.1)

where Q is the a-priori covariance of the modal coefficients, and P is the covari-
ance of the measurement noise. P is usually constructed without any specific
subaperture weighting, but we have the ability to include a weighted least-
squares measure to account for partially illuminated subapertures. This has
some impact in 16-across mode, but it is more relevant in 32-across mode, an
operational mode not explored in this work. For ShaneAO, we use a regular-
ization penalty matrix to penalize waffle and piston modes. The penalty matrix
is implemented in terms of k penalized (“bad”) actuator patterns abad

Q = At

(

∑

k

abad,kwkabad,k

)

AT
t (6.2)

To check the modal gain of this matrix, we can examine the diagonal
terms of the matrix H†

tHt. We expect that this will not produce a modal gain of
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Figure 6.2: The modal gain of the penalized inverse modal matrix for ShaneAO.
The gain is lower than 1 for all modes due to the penalization of waffle and pis-
ton modes, the penalization of actuators outside of the illuminated apertures, as
well as the down-weighting of under-illuminated subapertures. The ShaneAO
tweeter modes are arranged in roughly spatial frequency order.

1 due to the penalization of specific modes which are not independent tweeter
modes. The modal response is shown in Figure 6.2.

For the woofer reconstruction, we limit the Hw matrix to the lowest 14
modes. For these modes, we use a regularized pseudoinverse to construct the
woofer reconstruction matrix H†

w.

6.1.2.2 Woofer-Tweeter Control Split

Along with the woofer and tweeter reconstruction, there is the tem-
poral filter which subtracts the woofer positon from the tweeter. The temporal
filter is reconstructed with the forward matrix for the woofer, Hw, so that only
the 14 controlled woofer modes are filtered from the tweeter. To subtract these
modes from the tweeter, we construct a modal crosstalk matrix which converts
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from Woofer modes to Tweeter modes

Cwt = H†
tHw (6.3)

This crosstalk is applied to the filtered woofer modes, which have been
through an integrator with a gain parameter α and a bleed cf (see Figure 6.1).
The discrete time implementation of the woofer filter is

vk = cfvk−1 − (1− α)H†
wsk − (1− α)vk−1

= vk−1(cf + α− 1)− (1− α)H†
wsk (6.4)

These filtered modes are then subtracted from the tweeter. This is done
by re-projecting the woofer modes to tweeter modes with Cwt from Equation 6.3,
and then converting those tweeter modes to actuator commands with the modal
projection matrix At.

6.1.2.3 Matrix Layout

In order to combine the two inputs (slopes and filter coefficients) and
three outputs (tweeter, woofer and filter coefficients), the reconstruction ma-
trix is stacked and provided as a single linear algebra operation. The update
equation is









∆at
∆aw
∆v









k

=









−AtH†
t −AtH†

tHw

−AwH†
w 0

−H†
w −I













sk
vk−1



 (6.5)

We label the control matrix part of this Rc. The c subscript denotes matricies
which include this 2-column, 3-row structure to provide the woofer-tweeter fil-
ter and split.

This is assembled into the full reconstructor which obeys the following
state equation for providing the actuator positions at time k using the state at

152



time k − 1
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(6.6)

This equation is implemented in two steps in the reconstructor. The
first step contains the matrix multiply described by Equation 6.5. The second
step is the integrator described by Equation 6.6. The block matrix in Equa-
tion 6.5 is stored as a single file on disk, and re-computed for each operating
mode for ShaneAO. The gains for the second term in Equation 6.5 (gt, gw and
α) are implemented by multiplying the appropriate rows of the block matrix.

6.1.3 Software Architecture

The original ShaneAO software (called “unreal”) uses a hybrid infras-
tructure written in python and c, built to be robust as a facility instrument.
The core hardware interfaces and reconstructor are written in a c-extension to
python. It uses OpenBLAS to perform the vector matrix multiply in parallel.
The python code provides the native interface to the system as a python prompt.
The cameras run in independent threads in the main process, and provide an
interrupt-driven interface to the reconstructor. This means that reconstruction
only happens when the camera notifies the system that an image is ready for
processing. The tweeter actuator positions are updated when the reconstructor
runs. The woofer is controlled in a separate execution thread, and limited to
the response rate of the woofer hardware (200 Hz). The reconstructor is a sim-
ple c function, which operates on pre-allocated global arrays of data for data
processing. This is robust when working with a single reconstructor, but it is
difficult to switch between reconstructors, as the reconstructor state is held at
a global level. The system interface is designed primarily as a python prompt,
with individual python commands manipulating the state of the system.

Configuration occurs in a python module, which stores the locations of
various configuration files (e.g. the control matrix) for the different operational
modes of ShaneAO.
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6.2 Verifying the ShaneAO Reconstructor

Implementing predictive Fourier control (PFC) requires a detailed un-
derstanding of the performance and characteristics of any adaptive optics (AO)
system. ShaneAO was built without verification tests, and without a detailed
documentation of performance and timing of the completed system. I under-
took work to verify that the performance and characteristics of the AO system
matched those intended by the system design.

ShaneAO has three operating configurations which were used for ver-
ification:

1. A full stack software simulator which tests the software against simulated
mirrors, wavefront sensor (WFS), and atmosphere.

2. An internal light source which can be inserted into the instrument beam
after the first fold mirror (called M1 in ShaneAO documentation) and used
to operate the system with the real hardware, but with no atmosphere
simulation.

3. A telescope simulator, which provides a simulated atmosphere, but which
requires the physically removing M1 to mount the simulator, and so is
only used when the system is not attached to the telescope.

4. On-sky, with the system used as it is when performing science observa-
tions.

To the extent possible, I performed verification tests on each config-
uration, in the order presented above, moving from software verification, to
the internal light source, and finally, to stars on sky, progressing from the least
complex instrument set up to the most complex and realistic instrument set up.

There are several factors about each setup which influence the realism
and applicability of tests done at that stage, and a few considerations which
ensured that each stage would be applicable to the next one.

When working with the simulator (1 above), the system runs at about
1 Hz, and behaves slightly differently than it would on-sky due to these unusual
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timing characteristics. As well, the simulator has different alignment proper-
ties, and so requires a control matrix derived from the modal response of the
mirrors in the simulator rather than on sky. As such, there is not necessarily a
direct correlation between a given on-sky configuration and that configuration
in the simulator. In particular, it is difficult to probe the temporal split between
the woofer and tweeter in the simulator (again, because of the 1 Hz issue), but
the simulator is still useful as a test of the observing procedures and general sta-
bility of the system. As well, it is possible to match the controller gain and leak
to values that would be used during normal operation. The simulator also con-
tains a realistic atmosphere model which can be tuned to match the atmospheric
power at Mt. Hamilton.

The internal light source operates at the expected frequency (consis-
tently chosen to be 250 Hz for this experiment) as the on sky system, and com-
municates with hardware which is used on sky. As well, the system is in its final
alignment configuration, and so we can use control matricies derived from the
modal response of the system mirrors, identical to those we would use for a
natural guide star. Unfortunately, there is no realistic atmosphere simulation
with the internal light source, so we rely on the photon shot noise from the light
source itself to provide the necessary noise inputs. This means that we can eas-
ily be limited by the read noise of the system. As well, reference centroids taken
with the internal light source don’t have aberrations, and so the WFS spots are
especially tight (Gavel et al., 2016). On sky, these spots are broadened, which re-
duces the response of the centroiding algorithms. This discrepancy means that
reference centroids must be converted between the internal light source values
and on-Sky values.

The telescope simulator can be installed in the system when it is not
mounted to the telescope.5 The telescope simulator provides a correctly resam-
pled input beam, with a rotating phase plate. The rotating phase plate has an
adjustable speed, and a turbulent spectrum applied with acrylic paint (Rampy
et al., 2010). We use the telescope simulator when we require a simulated atmo-

5The telescope simulator requires that we remove the first fold mirror, and mount a small
optical bench with two OAPs. The optical bench extends off the top of the instrument, and would
physically collide with the telescope when it is mounted.
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Table 6.1: Parameter definitions and default values for the ShaneAO reconstruc-
tor. The column Default is the parameter value used in experiments described
in this chapter. The column Facility is the value used by facility instrument op-
erators at Lick Observatory.

Parameter Symbol Default Facility Notes
Tweeter Gain gt 0.3 0.3− 0.7 See § 6.2.5.1.
Tweeter Memory ct 0.99 0.9
Woofer Gain gw 0.3 0.3− 0.7 Often controlled with

gt.
Woofer Memory cw 0.99 0.99
Woofer Filter α 0.2 0.2
Filter Memory cf 0.99 0.99

sphere to verify the performance of reconstructors.
When testing on-Sky, we select magnitude 8 or brighter natural guide

stars to ensure that we are not photon-noise limited.6 Natural guide stars are
chosen to be near zenith, to eliminate effects due to gravitational flexure in the
telescope.

Nominal operating parameters for the original ShaneAO reconstructor
are shown in Table 6.1. The Facility column shows the values for these parame-
ters that are used when ShaneAO is operated as a facility instrument. For this
work, we chose a consistent set of operating parameters, in the Default column,
for our tests. These parameters were shown to produce good performance for
ShaneAO before any modifications were done.

6.2.1 Self-Consistent Error Transfer Model

In order to understand the temporal performance of ShaneAO, we de-
veloped a transfer function model which incorporates the response of both the
tweeter and woofer mirrors in the system. We assume that both mirrors have
a hold-and-stare characteristic, i.e. they move to their target position and then
are held fixed. For a simple integrating controller, the transfer function (Madec,
2004) is

6This results in at least 4000 counts per subaperture on the WFS for an mV = 8 guide star,
above the background of ∼ 1500 counts. Most data was taken with mV ≥ 7, resulting a compa-
rably brighter set of spots on the WFS, with between 6000 and 10000 counts per subaperture.
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E(z)
Φ(z)

=
1

1 + dC(z)
(6.7)

where d is the delay, C(z) is

C(z) =
g

1− cz−1
(6.8)

We define the delay in terms of two stare-and-hold times (one for the
WFS image, and one for the mirror position) and a computational delay

d =

(

1− z−1

ω

)2

exp (−τs) (6.9)

Although this control law holds well for a single-mirror AO system,
ShaneAO requires additional treatment to handle the split of commands be-
tween the woofer and tweeter, since the woofer has a slower temporal response
than the tweeter. The woofer’s temporal bandwidth is at about 200 Hz, which
is not a standard operating rate for ShaneAO. To ensure stability, there is a tem-
poral filter applied in the control loop which serves to subtract the response of
the woofer from the commands sent to the tweeter (Gavel et al., 2014).

To model this dual response, we use two mirrors, operating at different
rates, but combined into a single error transfer function (ETF):

E(z)
Φ(z)

=
1

1 + dwrwCw(z) + dtrtCt(z)ft
(6.10)

The delays, dw and dt, for the woofer and tweeter respectively, apply
like the delay term in Equation 6.9, but for the woofer the stare-and-hold delay
is matched to the update rate of the woofer (200 Hz) instead of the update rate
for the WFS.7 τc is the computational delay time, which applies to both the
tweeter and the woofer. We introduce an additional delay parameter, τw, which
represents the amount of time it takes the commands to reach the woofer, since

7We do not model the arbitrary sampling and aliasing of the woofer commands explicitly.
When operating at 250 Hz, the woofer will receive four out of every five commands, causing a
slight aliasing effect, which we have elected not to model.
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the woofer is controlled on a separate machine and requires network traffic to
function. We assume that τt = 0, as the tweeter commands are immediately
output to the DPIO2 board in the control loop and the DPIO2 card is designed
to run at tens-of-kHz speeds.

The mirror responses are modeled as rt = 1 and rw is a single-pole low
pass filter, with a cutoff frequency ωc,w which represents the hardware response
time of the ALPAO deformable mirror. The low pass filter is implemented as

rw =
1

1− s/ωc,w

(6.11)

and ωc,w is assumed to be 20 Hz, which is consistent with the performance of
the system when using only the woofer.

The control law for each mirror is implemented separately according
to Equation 6.8, with appropriate changes to reflect the differing hold time for
the woofer (1/200 ms irrespective of the WFS rate.) The last term in the de-
nominator of Equation 6.10 is the single-step temporal filter which is applied to
the woofer modes, reprojected on the tweeter, in the vector matrix multiply. In
z-transform space, this is modeled as

ft =
1− cfz

−1

1− (cf + α− 1)z−1
(6.12)

where cf is the bleed coefficient for the filter terms from equation 6.4.
The full control law model for the default parameters of ShaneAO is

shown in Figure 6.3. The full control law can be fit to measured ETFs, however,
several parameters can quickly become degenerate (e.g. the computation de-
lay, τ and the woofer delay τw when fitting the woofer only). As such, we hold
values constant for which we have verified the performance inside the recon-
structor.

6.2.2 ShaneAO Simulator

The ShaneAO simulator, called sauce (Gavel et al., 2014; McGurk et al.,
2014; Gavel et al., 2016), can reproduce most of the behavior of the full AO sys-
tem. It intercepts commands sent to both the woofer and tweeter mirrors, and
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Figure 6.3: Theoretical ETFs for the VMM reconstructor, showing the transfer
function for the woofer and the transfer function for the tweeter, which combine
to form a single transfer function.

provides images to the WFS via an alternative driver for the WFS camera.
The simulation itself models the influence functions of each mirror,

along with a simulated atmosphere, on a fine-sampled grid of 512 pixels on a
side. The combined residual phase from the tweeter, woofer, and atmosphere is
fed to a simulation of the WFS, which uses a full Fourier optics propagation to
simulate the optical propagation through the lenslet array and on to the CCD.
The simulator can add read noise, background, and photon noise. As such, the
simulator serves as a suitable verification that the basic aspects of the system are
correctly implemented. Unfortunately, the simulator operates at about 1 Hz,
and so it is impractical to perform long-running verification tests. However, it
is possible to use the simulator to demonstrate that the reconstructor is stable,
and that the software performs as expected.

As well, the simulator runs with an interrupt every time it is done com-
puting the next residual phase, and with no ability to model the temporal re-
sponse of the woofer. As such, it essentially includes no delay for the woofer,
and the woofer and tweeter temporal response functions appear identical.
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The first stage of this process was to verify the reconstructor calcu-
lations. The reconstructor provides telemetry dumps which contain both the
input slopes and the output actuator values. My initial verification process en-
sured that these input slopes, multiplied by the ShaneAO reconstruction matrix,
then run through an integrator which matches the ShaneAO control law, pro-
duce identical actuator commands.

Along with ensuring that the calculation was occurring correctly in
the simulator, I ensured that the simulator produced a stable, closed loop at a
moderate gain. This was done by setting the loop to a moderate gain (∼ 0.3) and
leak (∼ 0.9), and ensuring that the loop would converge on a stable solution for
a given simulated atmosphere. An example of the estimated phase (p̂) telemetry
typical during convergence is shown in Figure 6.4.

6.2.3 Performance on the Internal Light Source

ShaneAO includes an internal, fiber-fed calibration source, which is
primarily used to determine non-common path errors during image sharpen-
ing. I used this light source to verify the stability of the ShaneAO reconstructor.
Although there is no phase screen in use for the internal light source, the ratio
of commands applied to the noise in the AO system takes the same form as the
ratio of controlled to uncontrolled pieces of the atmosphere, and so produce an
equivalent error transfer function.

To verify the performance of ShaneAO, I recorded telemetry data with
the loops open (effectively, gain = 0), and then with the loops closed at a mod-
erate gain (∼ 0.3 for most tests). The phase error time series for both of these
sets of telemetry is shown in Figure 6.5 and Figure 6.6. The histogram in Fig-
ure 6.7 shows that the loop was closing across all points on the p̂ grid, as all of
the closed loop values are clustered around 0.

For each telemetry data set, we converted the p̂ to the Fourier basis, and
then created periodogram (PSD)s using the technique described in Section 6.2.1.
Figure 6.8 shows the PSDs of the p̂ for a single grid point. To compute the ETF,
we took the ratio of the active, closed loop PSD for a given mode with the un-
controlled, loop open PSD (Figure 6.9). We computed a theoretical ETF modeled
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Figure 6.4: The top row shows a residual p̂ timeseires while the loop is closing
and converging on a stable value. Each line is a separate illuminated p̂ point
in the ShaneAO grid, where the loop was closed at around the 40 s time mark,
after which the residuals converge on zero. The bottom row shows postage
stamp images of the p̂ values at the marked blue line time points. The first two
postage stamps are from before the loop has closed, and the second two are after
the loop closes, where it is evident that the residual phase is flattened.

on a basic integral controller (see Section 6.2.1).
The shape of the measured ETF matches our theoretical model quite

well, though it suggests that the system is slightly underperforming the nominal
input values. The gap between the theory and data at low frequencies (below
∼ 5 Hz) is best explained by the noise characteristics of the internal light source.
Simulations demonstrate that this mismatch can occur when the data is limited
by the read noise of the system. This is consistent with the fact that the internal
light source on ShaneAO is quite faint to facilitate its use with the Near-InfraRed
imaging camera ShARCs.

More detail on the fitting process and the match between nominal and
fit parameters is discussed in Section 6.2.1.
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Figure 6.5: Time Series of p̂ values from the ILS for phase grid position (10,
10), showing that in open loop there is significant phase residual relative to the
reference point, but that the residuals center around 0 when the loop is closed.
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Figure 6.6: Selected values of the p̂ values in the ILS, showing that in open loop
there is significant phase residual relative to the reference point, but that the
residuals center around 0 when the loop is closed. Both sets of residuals show
significant residual error behind the secondary mirror, but this is an artifact of
the reconstruction and not controlled in the system.
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Figure 6.7: Histogram of median p̂ values during loop closed and loop open op-
eration on ShaneAO with the ILS. The clustering of loop closed values suggests
that the system correctly converged on the reference points.

6.2.4 On Sky Performance

The final performance verification for ShaneAO was done “On Sky”,
using relatively bright natural guide stars (between 5 ≤ Vmag ≤ 8, observed
near zenith to minimize the atmospheric path length). The ShaneAO WFS has
sufficient dynamic range when used in the 16-across mode to measure telemetry
with both the loop open and the loop closed, a feature we used to compute error
transfer functions for ShaneAO on sky. The residuals from both the loop open
and loop closed telemetry are shown in Figure 6.10.

Again, for each telemetry data set, we converted to the Fourier basis,
and then created PSDs using the technique described in Section 6.2.1. The peri-
dograms are shown in Figure 6.11. To compute the ETF, we took the ratio of
the active, closed loop PSD for a given mode with the uncontrolled, loop open
PSD. We computed a theoretical ETF modeled on a basic integral controller (see
Section 6.2.1), and fit the theoretical model to the data.

The on-sky ETFs (Figure 6.12) show similar features to the internal
light source ETFs, but suggest that the system has significantly different per-
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Figure 6.8: PSD of p̂ at position (12,12) in ShaneAO, recorded with data from
the ILS. The open loop data (orange) is relatively flat, as there is no atmospheric
aberration in the system. The blue line shows the loop closed, controlled behav-
ior of the system, which eliminates much of the power below 10 Hz, and shows
a bandwidth of about 10 Hz with an overshoot region beyond 10 Hz.

formance on sky relative to using the internal light source.

6.2.5 Additional Verification

Along with on sky transfer functions, I verified additional input pa-
rameters in the ShaneAO reconstructor.

6.2.5.1 Gain and Slope Regularization

The ShaneAO centroider uses a regularization parameter to limit the
effect of low-intensity WFS measurements. The centroiding algorithm, in the
quad-cell case, can be reduced to the following equation in the x direction (with
an analogous equation in the y direction):

Sx =
Ileft − Iright

(Ileft + Iright +R)
(6.13)
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Figure 6.9: The ETF from the ShaneAO internal light source. This ETF was
computed using the p̂ at the 12,12 grid point in ShaneAO. The blue line shows
the empirical data, the red line shows a simple ETF model of the system, with
parameters set to the nominal values in the system (i.e. the system was running
with a gain of 0.19 when the loop closed data was recorded), and the green line
shows a simple model ETF with the best fit parameters from a fit to the ETF
data.

Table 6.2: Model parameters for the model ETFs shown in Figure 6.9
Model τc gt ct τw gw cw ωw,c αw cf
Model (green) 1.1 0.07 0.99 1.0 0.07 0.99 33.0 0.2 0.99
Fit (red) 1.18 0.11 0.997 1.18 0.16 0.861 45.9 0.2 0.99

where Ileft and Iright are the intensities in the left and right halves of the quad-
cell respectively. The regularization parameter should not only prevent zero-
division errors, but should also serve to damp out the slope measurements
when there is a low signal-to-noise ratio on the WFS. Hardy (1998) suggests that
R should be approximately 10% of the quad-cell intensity of a limiting magni-
tude guide star.

For ShaneAO, this parameter defaults to R = 500. This value is close
to the usual intensity values observed on the WFS for moderate (2000 counts
for Rmag ∼ 7) natural guide stars, which means that the effective gain of the
centroiding algorithm is artificially reduced by the regularization parameter.
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Figure 6.10: Time series of the median residuals recorded with the loop open
(orange) and the loop closed (blue) on sky, showing that in open loop there is
significant phase residual relative to the reference point, but that the residuals
center around 0 when the loop is closed.
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Figure 6.11: PSD of p̂ at position (12,12) in ShaneAO, recorded with data from
a Vmag ∼ 7 guide star on sky. Both the open loop and closed loop data show
a power-law roll off expected form atmospheric turbulence. The closed loop
shows signs of significantly reduced power below 4 Hz
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Figure 6.12: The error transfer function (ETF) from the ShaneAO on sky. This
ETF was computed using the p̂ at the 12,12 grid point in ShaneAO. The blue line
shows the empirical data, the red line shows a simple ETF model of the system,
with parameters set to the nominal values in the system (i.e. the system was
running with a gain of 0.13 when the loop closed data was recorded), and the
green line shows a simple model ETF with the best fit parameters from a fit to
the ETF data. Table 6.3 shows the model values for the plotted ETFs.

Table 6.3: Model parameters for the model ETFs shown in Figure 6.12
Model τc gt ct τw gw cw ωw,c αw cf
Model (green) 1.1 0.07 0.99 1.0 0.07 0.99 33.0 0.2 0.99
Fit (red) 1.47 0.04 0.009 1.57 0.06 0.977 61.5 0.2 0.99

6.2.5.2 Reconstructor Timing Analysis

To use predictive control on ShaneAO, I need a detailed understanding
of the timing involved in the ShaneAO system. Predictive control predicts the
open-loop phase at some time in the future, and predicting across the wrong
time delay would impact the stability of the predictive controller. By injecting
a known signal onto the ShaneAO mirrors, I measured the round-trip delay for
the ShaneAO system. The delay was measured using the internal light source
on the system, with a modified reconstructor which facilitated signal injection.

In the reconstructor, we injected a known-period sine wave of a single
tweeter mirror mode (mode 10). The sine wave was injected with a period of
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Figure 6.13: The input sinusoid signal (blue, applied to the tweeter) and the
output WFS signal (green) which shows a phase shift due to the round trip delay
of the system. The y-axis shows the modal amplitude, and the x axis shows
the timestep for the recorded data. The delay was measured with the system
running at 250 Hz.

50 reconstructor frames. This sine wave signal was then recorded on the WFS.
Telemetry of a single actuator and a single slope is shown in Figure 6.13. These
two sine waves show a phase shift due to the delay between the signal as ap-
plied to the mirror, and the signal as measured by the WFS. Using a Fourier
Transform, we can measure the phase shift between the WFS and deformable
mirror signals at the injected frequency.

Using three different periods for the input signal, we measured the
delay in the whole system to be 8900 µs, which is 2.3 frames at 250 Hz. We
can account for 1.3 frames of delay. The 1 frame delay occurs while the camera
is integrating, and we know from timing measurements that the reconstructor
computations require about 0.3 frames (see Figure 6.20). The remaining frame
delay we attribute to the readout time of the camera, as we have documentation
suggesting that the WFS camera is configured to spend a single integration time
reading pixels off of the image.
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6.3 Restructuring the ShaneAO Reconstructor

The ShaneAO reconstructor was designed to be a compact, efficient,
single vector-matrix multiply reconstruction. This leads to a robust reconstruc-
tor which is fast enough on modern commercial hardware without requiring
a real-time operating system or custom mathematical hardware. In order to
enable predictive control on ShaneAO, we broke the ShaneAO reconstructor
into its constituent pieces, exposing an estimate of the uncorrected phase which
could be used for the linear-quadratic gaussian predictor. This process was
done in two steps: first, we re-architected the ShaneAO control software to be
modular and testable, allowing us to insert and replace individual pieces of the
ShaneAO algorithm.

6.3.1 Motivation

In order to facilitate switching algorithms in ShaneAO, we wanted to
abstract away the common components so that they could be written, tested,
and verified once, and then used for multiple reconstruction algorithms. Com-
ponents like the centroider are common to all reconstruction algorithms which
use data from the Shack-Hartmann wavefront sensor (WFS) in ShaneAO, and
changing the centroider is independent of changing other aspects of the recon-
struction algorithm.

We developed a system where individual components of the recon-
struction algorithm can be configured and tested against known, artificial in-
puts and outputs to verify that they are functioning as intended. Our scheme
relies on modular unit tests to test the individual algorithm components, and a
framework for re-using components in a common algorithm. This ensures that
we cannot introduce bugs in components like the centroider while switching
the core reconstructor from a single vector-matrix multiply to a double vector-
matrix multiply.
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6.3.2 New Reconstructor Framework

The new framework breaks out each colored block in Figure 6.14 into a
separate, testable component, with its own configuration, input data files, and
unit tests to ensure that the implementation is correct.

Tip/Tilt Reconstructor

Telemerty

Core Reconstructor

Image Mapping

WFS Camera

Camera 
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Camera 

Reduction

DPIO2 Board

Centroider

Output Drivers

Figure 6.14: Block diagram showing the computational steps involved in the
vector matrix multiply reconstructor for ShaneAO. Green blocks represent re-
usable computational components. Orange blocks are data storage. Pink blocks
are the long-running server processes which manage interaction between the re-
constructor and hardware, and which were tuned to be re-usable for differing
reconstructor configurations. The grey block is the DPIO2 driver, which is a
library embedded into the real time control software. The dashed boxes rep-
resent thread boundaries. In the original implementation, all of these blocks
were combined into a single c function. The improved implementation splits
out each step so that it can be independently tested and re-used.

Each block in Figure 6.14 becomes a paired c-structure for use in the
real-time code, and a python wrapper which allows us to pass arbitrary inputs
and retrieve outputs from the computational component either in the real sys-
tem, or during unit tests for each component. The restructured reconstructor
re-uses the output drivers (pink boxes in Figure 6.14) from the original code, but
abstracts each additional component into a separate c function. Reconstruction
algorithms are then implemented by connecting the input and output arrays
from each of these components to each other in a camera handler object.

The WFS can the be supplied with as many camera handler objects
as desired. This allows the restructured ShaneAO to run two reconstructors
simultaneously, so long as only one of them is connected to the actuator outputs
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for the system. As well, it allows us to switch between reconstructor handlers
quickly on sky, without a significant amount of overhead time for restarting or
reconfiguring software.

6.3.2.1 Reusable Components

The re-usable, independently tested reconstructor components are

• An image mapping step which un-scrambles data read from the cameras.
When used with a reconstructor, it only unscrambles illuminated sub-
apertures, but for graphical interfaces a separate handler is used which
unscrambles the full image.

• A camera reduction step which can subtract background counts and flat
field the image based on known values for each camera’s background and
flat field.

• A centroider, which uses the full 5x5 subaperture pixels and accepts a flex-
ible weighting function to control the effective layout of the subapertures.
The centroider also provides the reference slope subtraction step.

• A generic vector matrix multiply step, which includes an external input
facility for incorporating tip-tilt measurements with the full WFS slopes,
and a loopback step to implement the single-step temporal filter used to
subtract the woofer response from the tweeter. The vector matrix multiply
also implements the loop gain using a row-multiplier on the raw matrix
values.

• A generic integrator, which implements the actuator default values, actu-
ator clipping and integrator leaks.

• A driver interface for the tweeter, used to send commands to the DPIO2
board.

• A TCP client used to send commands to the woofer processing thread.

• The telemetry writing server, for saving data about the performance of the
reconstructor.
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• A camera moving average, performed last, after all time critical compo-
nents are done, to provide a graphical user interface with images from the
cameras.

Each component is independently tested and verified against known
good data, edge cases, and a re-implementation of the algorithm in python.
Components that can be re-used, such as the image mapping code, camera re-
duction processing, and the moving average component are re-used between
the WFS and tip tilt sensor.

ShaneAO is designed for the reconstructor to run in a camera-interrupt
model, where the main timing loop is provided by the WFS camera, which
wakes up the processing thread whenever an image is ready to perform recon-
struction. To ensure that the timing is as reliable as possible, the new framework
moves some processing steps, such as the camera moving average, to occur af-
ter commands have been sent to the mirrors during time spent waiting for the
next image.

6.3.2.2 Application Architecture

When restructuring the reconstructor, we split the ShaneAO applica-
tion into well-defined layers of responsibility:

• Graphical user interfaces and command line interfaces for controlling the
adaptive optics (AO) system while it is running.

• An Application Layer to handle configuration and supervision, in python.

• A Python Middleware layer, which has components that represent indi-
vidual pieces of the AO system, e.g. the tweeter, the WFS, and the recon-
structor core.

• Low level c and cython8 code for performing real-time computations and
interfacing with hardware drivers.

• Hardware drivers provided by vendors.
8Cython is a hybrid language which converts python-like code to compiled c code with a

transparent interface layer.
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This general structure is shown in Figure 6.15.

Figure 6.15: The software architecture of ShadyAO, the new ShaneAO recon-
structor. On the left are the four types of user interface programs, Command
Line Interfaces (CLIs), observatory scripts (e.g. dithering image pattern scripts),
GUIs and Viewers, a subset of GUIs which are used to show data streamed from
the AO system in near real time, such as WFS images. The next layer shows the
three interfaces used to communicate between the user interface programs, KTL
keywords, described in Section 6.3.2.4, a configuration server, described in Sec-
tion 6.3.2.3, the engineering IPython console, discussed in this section, and the
array streaming interface, described in Section 6.3.3. The central boxes in the
figure represent core processes that power ShadyAO. At the top is the tip-tilt
uplink server which provides the control loop for uplink tip-tilt to the laser.
The box in the middle is the core reconstructor, which talks to most of the sys-
tem hardware. The woofer is controlled by a separate process, shown on the
bottom as shady woofer.

6.3.2.3 Repeatable Configuration

Along with the rearchitected reconstructor framework, I placed all of
the relevant settings for ShaneAO into a single configuration file. This file can
be read and written by the system to store most of the system state between
nights, and to switch between different instrument setups. Along with the con-
figuration file, some values are stored externally in FITS files. External values
are reserved for large arrays, such as the WFS reference centroids and the mirror
actuator defaults. These values, along with the configuration file, are recorded
in a version control system so that the previous state of the system can be re-
trieved for any given night and set up.
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Two tools were developed to assist in this configuration setup: one,
config.py, which inspects a given configuration file, and can produce a list of
dependent files as well as their MD5 sums9. The second tool downloads con-
figuration files from each host which operates ShaneAO and stores them in a
version control system, and which can then be used to restore the configuration
files to all of the hosts that control ShaneAO.

To ensure that the configuration values are consistent across the dif-
ferent hosts which run various pieces of ShaneAO software, a central config-
uration server on the main computer, real.ucolick.org, hosts a configuration
server which provides configuration values to all pieces of ShaneAO via a net-
work request-reply pattern.

6.3.2.4 Observatory Software Interface

The new reconstructors are heavily integrated with the observatory
interprocess communication system, called Keck Task Library (Lupton & Con-
rad, 1993) (KTL) which is used to control all aspects of the reconstructor soft-
ware which are adjusted during normal operation. KTL works by exposing key-
value pairs from the reconstructor, which command line and graphical clients
can read, change, and listen for updates on. These key-value pairs form the
primary way for additional observatory software, such as the science camera
controller, and the telescope and guiding system, to interact with the AO sys-
tem. As well, by exposing adaptive-optics specific details to the KTL keyword
system, KTL provides a limited, well defined API over which users can inter-
act with the reconstructor, limiting the potential for breaking changes while the
system is operating.

Deeply integrating the KTL required creating a mock library which
simulates the key-value interface used by KTL for use during unit and inte-
gration tests, when the AO software is running independently of the observa-
tory environment. To do this, I wrote a relatively complete implementation of
the key-value store interface in Python, called “Cauldron”10, which provides a

9MD5 is a hashing algorithm that produces a unique 128-bit value for a given file structure,
and so is useful to differentiate between files with differing contents.

10Open source, available at https://github.com/alexrudy/Cauldron
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Figure 6.16: WFS GUI for the new reconstructor. The left hand panel controls the
wavefront sensor camera, including basic camera data reduction. The central
panel shows a live view of the wavefront sensor camera. The right panel shows
the controls for managing the state of the AO loop, and the state of the mirrors.
On the bottom, the status of the various background tasks is shown.

KTL-compatible interface to the AO system. It is used by the unit testing frame-
work in an isolated mode, and by the ShaneAO simulator, “Sauce” to simulate
the full observatory environment.

“Cauldron” contains three key-value backends: a local isolated back-
end for testing, a networked, zeromq-powered backend for use with the instru-
ment simulator, and an observatory backend which passes values through to
KTL. Cauldron has 387 unit tests which exercise the KTL application program-
ming interface (API) and ensure that the local and networked backend provide
an equivalent API to the observatory environment, facilitating an efficient test-
ing and debugging loop without impacting observatory resources.

On top of the observatory interface, I built new GUIs which rely on
the underlying KTL API. The GUIs incorporate feedback in the form of live
camera and mirror views streamed from the reconstructor, and allow the user
(and engineer, in my case) to control the AO system. Figure 6.16 shows the
WFS GUI. Figure 6.17 shows the mirror control GUI. Figure 6.18 shows the
engineering WFS reconstructor settings.
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Figure 6.17: Mirror GUI for the new reconstructor. The left hand panel controls
the mirrors. The middle and right panels show the actuator positions for the
woofer and tweeter.

Figure 6.18: Reconstructor settings GUI for the new software system.

6.3.2.5 Sauce Simulator

ShaneAO was designed with an included simulator (called “Sauce”)
which provides an optical path simulation of the deformable mirrors, atmo-
sphere, lenslets and WFS camera, as well as the tip-tilt camera. Sauce is de-
scribed in more detail in Gavel et al. (2014); McGurk et al. (2014); Gavel et al.
(2016), and was largely un-modified for the new reconstructor framework.

6.3.2.6 Simulated Hardware Interfaces

One adjustment to the Sauce simulator in the new reconstructor was
to provide simulated hardware drivers instead of directly accessing reconstruc-
tor products. In the original configuration, the simulator inserted data into the
reconstructor’s internal memory, and extracted mirror positions from the recon-
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structor memory. This had the dual disadvantage of requiring a switch inside
the reconstructor which would skip sections of the reconstructor during simu-
lation mode. By providing a simulated driver interface, we limited the scope
of bugs which could be introduced in a new reconstructor which successfully
runs in the simulator. The simulated drivers provide a c-api which is compati-
ble with the real hardware drivers, but communicate with the simulator instead
of physical devices.

6.3.3 Streaming Telemetry to Disk

In order to properly measure the performance of ShaneAO under mul-
tiple reconstructors, I developed a flexible telemetry recording system which
streams telemetry data from the reconstructor to the disk using HDF5 files. The
structured nature of HDF5 files makes it easy to add and remove telemetry ar-
rays as they become relevant for a particular reconstructor. As well, the stream-
ing system allows me to record an arbitrary length of telemetry data (subject to
the available disk space on the recording computer). The telemetry recorder is
implemented as an independently tested and verified library (“Zeeko”11) which
uses zeromq to stream data over the network and provides a python interface
to control the high-speed Cython code used to complete high-bandwidth I/O.

The same library is used to provide the graphical user interface show-
ing real-time mirror commands and WFS data to end users. In this case, stream-
ing data is throttled so that it doesn’t overwhelm the GUIs or the observatory
network.

6.3.4 New Reconstructor Verification

Once the new reconstructor was implemented, we verified its perfor-
mance in five stages (similar to the process used in Section 6.2):

1. Unit tests of individual components (Section 6.3.4.1)

2. Functional tests of multiple components interacting (Section 6.3.4.1)

3. Verification on the ShaneAO simulator (Section 6.3.4.3)
11Open source, available at https://github.com/alexrudy/Zeeko
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4. Performance with the internal light source (Section 6.3.4.3)

5. Performance on sky (Section 6.3.4.5)

6.3.4.1 Unit Tests

There are 580 unit tests which cover most aspects of the new recon-
structor in single step mode. Each unit test creates an isolated environment in a
temporary directory. Tests then construct a particular component of the recon-
structor, and test that component against random inputs, known good inputs,
and bad inputs, checking for the expected results in each case. The unit tests
are parameterized across the various operational configurations for ShaneAO.

6.3.4.2 Performance and Timing

To ensure that the new reconstruction system was operating with ac-
ceptable performance, we incorporated timing information for the reconstruc-
tor in the telemetry stream. The reconstructor timing includes both a roundtrip
reconstruction time (interval between two successive outputs to the tweeter)
and the computation time (interval between camera read and tweeter output).
Figure 6.19 shows that the round trip time is centered around 1.05 frames. The
inter-frame times should be close to 1 frame, indicating that the reconstructor
is keeping pace with the arrival of new WFS images.

ShadyAO, like ShaneAO, is compiled c code, but it is not written in
real-time linux. There is also no thread affinity12 applied in ShadyAO. Since
the reconstructors heavily rely on both OpenBLAS13 and FFTW14, which are
well developed parallel libraries, thread affinity would only serve to defeat the
parallelism already present in the system. These choices leave ShadyAO ex-
posed to operating system interrupts into the process flow for reconstruction.
Fortunately, empirically, these interrupts have only a limited effect on the to-
tal computation time for the reconstructor. Figure 6.20 shows a histogram of
computation times, where the effect of operating system interrupts is visible in

12Thread affinity allocates a particular physical processor core to a particular computational
thread

13https://openblas.net
14https://fftw.org
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Figure 6.19: Histogram of inter-frame arrival times for the ShadyAO reconstruc-
tor. The y-axis is log scaled, but shows the probability of events for each arrival
time. The data was collected with the reconstructor running at 250 Hz over 4
seconds. The 99th percentile interval in arrival times is 1.255 frames, and the
median inter-arrival time is 1.053 frames. There is a known 1 frame delay due
to the readout settings on the WFS camera. The WFS exposures are handled in
parallel, so although inter-arrival times are around 1 frame, the time between
exposure start on the WFS and commands sent to the mirrors is 2.053 frames.

the tail of computation times. Although the median computation time is 0.0568
frames, computation times range up to an entire frame. This level of variance
is an acceptable penalty for the ease of use programming in a standard linux
environment.

6.3.4.3 Simulator Verification

To verify the timing and performance of the new reconstructor, we
recorded telemetry using the Sauce simulator. The resulting telemetry was pro-
cessed as in Section 6.2.3. Because the simulator operates at an effective rate
close to 2 Hz, we only recorded two 1024-timestep segments. For consistency
with the rest of this chapter, when analyzing telemetry from the Sauce simula-
tor we assume a sampling rate of 250 Hz. Figure 6.21 shows the periodograms
(PSDs) from the simulator. The slope of the PSD is driven by the atmosphere
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Figure 6.20: Histogram of reconstructor computation times for the ShadyAO re-
constructor. The y-axis is log scaled, but shows the probability of events for each
computation time. The data was collected with the reconstructor running at
250 Hz over 4 seconds. The 99th percentile computational time is 0.2444 frames,
and the median computation time is 0.0568 frames. Only 0.1% of computations
take longer than half a frame.

simulation in Sauce.
The error transfer function shows performance that is consistent with

the chosen gain (Figure 6.22). The gain g = 0.25 was selected, the fit suggests
that the gain was g = 0.24. The error transfer function (ETF) does suggest that
the system bleed was lower than requested (c = 0.9, but the fit found 0.84). This
might be attributable to the atmospheric simulation in Sauce, which does not
contain any net static errors.

The ETF and PSDs suggest that the new reconstructor performs as de-
signed in the simulator environment.

6.3.4.4 Internal Light Source Verification

The new Vector Matrix Multiply (VMM) performs as designed on the
internal light source. Figure 6.23 shows the PSDs from the internal light source
(ILS) for the new reconstructor. A clear range of controlled frequencies is vis-
ible. The ETF associated with these PSDs is shown in Figure 6.24. The gen-
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Figure 6.21: PSD of estimated phase (p̂), averaged across the aperture in
ShaneAO, recorded with data from the Sauce simulator. The open loop data
is in orange. The blue line shows the loop closed, controlled behavior of the
system, which eliminates much of the power below 10 Hz, and shows a band-
width of about 10 Hz with an overshoot region beyond 10 Hz.

eral characteristics of the ETF suggest that the new reconstructor is performing
as designed, albiet with an additional delay of around 1.2 Frames rather than
the predicted 1.1 Frames, though this additional computation time may be due
to the changed reconstructor design. The ETF shows a broadened overshoot
region between 5 Hz and 50 Hz which does not show the expected rounded
shape. We find this extended overshoot region.

6.3.4.5 On Sky Tests

We verified the new Vector Matrix Multiply by recording images and
telemetry on ShaneAO while looking at a mV = 7 star near zenith. Figure 6.25
shows the PSDs, which show the expected power-law due to atmospheric tur-
bulence, and the effect of the controller on the closed loop data. The reconstruc-
tor produces good error transfer functions on Sky, which match the predicted
performance from our model ETF described in Section 6.2.1. The model ETF
accurately detects the input gains and bleeds in the system. As well, the ETF re-
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Figure 6.22: The error transfer function (ETF) of phase (p̂) from Sauce with the
new VMM. This ETF was computed by averaging the periodograms across il-
luminated phase points. The blue line shows the empirical data, the red line
shows a simple ETF model of the system, with parameters set to the nominal
values in the system (i.e. the system was running with a gain of 0.25 when the
loop closed data was recorded), and the green line shows a simple model ETF
with the best fit parameters from a fit to the ETF data. Table 6.4 shows the model
values for the plotted ETFs. Because this data is recorded on the simulator, the
woofer has a significantly different bandwidth from the real system. Our model
detects this, and increases the woofer’s bandwidth from 10 Hz to 35 Hz.

Table 6.4: Model parameters for the model ETFs shown in Figure 6.22
Model τc gt ct τw gw cw ωw,c αw cf
Model (green) 1.1 0.07 0.99 1.0 0.07 0.99 10.0 0.2 0.99
Fit (red) 1.26 0.1 0.999 1.2 0.15 0.933 35.6 0.2 0.999
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Figure 6.23: Periodogram estimated phase (p̂), averaged over the illuminated
aperture, recorded with data from the ILS. The open loop data (orange) is
relatively flat, as there is no atmospheric aberration in the system. The blue
line shows the loop closed, controlled behavior of the system, which eliminates
much of the power below 10 Hz, and shows a bandwidth of about 10 Hz with
an overshoot region beyond 10 Hz.

produces the measured computational delay in the new VMM (see Figure 6.20).
The ETF suggests that in the new reconstructor, there is an additional τw = 1.85

frame delay communicating with the woofer, and that the woofer responds with
a 33 Hz cutoff frequency.
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Figure 6.24: The ETF from the ShaneAO internal light source. This ETF was
computed using the pseudophase at the 12,12 grid point in ShaneAO. The blue
line shows the empirical data, the red line shows a simple ETF model of the
system, with parameters set to the nominal values in the system (i.e. the system
was running with a gain of 0.19 when the loop closed data was recorded), and
the green line shows a simple model ETF with the best fit parameters from a fit
to the ETF data.

Table 6.5: Model parameters for the model ETFs shown in Figure 6.24
Model τc gt ct τw gw cw ωw,c αw cf
Model (green) 1.1 0.07 0.99 1.0 0.07 0.99 10.0 0.2 0.99
Fit (red) 1.4 0.04 0.999 1.3 0.07 0.974 35.1 0.2 0.999
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Figure 6.25: Periodogram estimated phase (p̂), averaged over the illuminated
aperture, recorded with data on sky with a mV = 7 star near zenith. The blue
line shows the loop closed, controlled behavior of the system, which eliminates
much of the power below 10 Hz, and shows a bandwidth of about 10 Hz with
an overshoot region beyond 10 Hz.
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Figure 6.26: The ETF on sky using the new VMM reconstructor. This ETF was
computed using the average p̂ for ShaneAO. The blue line shows the empirical
data, the red line shows a simple ETF model of the system, with parameters set
to the nominal values in the system (i.e. the system was running with a gain
of 0.07 when the loop closed data was recorded), and the green line shows a
simple model ETF with the best fit parameters from a fit to the ETF data.

Table 6.6: Model parameters for the model ETFs shown in Figure 6.26
Model τc gt ct τw gw cw ωw,c αw cf
Model (green) 1.1 0.07 0.99 1.0 0.07 0.99 33.0 0.2 0.99
Fit (red) 1.3 0.05 0.94 1.85 0.09 0.989 33.2 0.2 0.99
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6.4 Modifying the ShaneAO Control Scheme for predic-
tive Fourier control

Linear quadratic gaussian (LQG) controllers produce the “best esti-
mate” of system state. In an AO system, this is usually set up as the best estimate
of the state of the atmosphere, i.e. the open loop state of the system. This means
that in order to do predictive control using an LQG controller in ShaneAO, we
need to input the best estimate of the atmospheric state, and expect that wave-
front correctors (in the case of ShaneAO, the woofer and tweeter) will produce
the desired correction. Since ShaneAO uses a single modal control matrix (see
§ 6.1.2.3), and this matrix outputs split commands for the woofer and tweeter,
we cannot apply LQG control directly to the existing control matrix structure.
Instead of using this single control matrix, we split the matrix into two com-
ponents. The first component does a “classical” reconstruction, solving the in-
version problem to convert between slopes and phase. The second matrix splits
the the phase between the tweeter and woofer mirrors, using the temporal filter
strategy described in Section 6.1.2.3. As the two matricies are directly related,
produce two pairs of control matricies, one which produces phase as the inter-
mediate product and one which produces the complex Fourier coefficients of
the phase.

6.4.1 Reconstructing Phase

To generate an estimate of the phase in the system at any given time,
we used an inverse Fourier transform reconstructor (Poyneer et al., 2002). Using
the Fourier transform of the natural modes defined on the tweeter mirror (see
§ 6.1.2.1), we applied the forward filters for the Shack Hartmann WFS, and then
used the inverse Fourier transfrom to get the slopes back. These slopes are then
compared to the slopes measured in the modal poke matrix Ht (see § 6.1.2.1).
From this, we determined that the modal definition matrix At includes the in-
fluence function of individual MEMS actuators. As well, the response from
each mode in the Fourier domain, compared to the expected response from the
Ht matrix, revealed that there is a 1% magnification between the WFS and the
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tweeter.
The forward matrix that applies this 1% magnification and the influ-

ence function of individual actuators is D. We also generate an inverse matrix
which removes the physical effects of the MEMS is D−1. To reconstruct phase
from measured slopes in the WFS, we combine the modal definition matrix (At)
and the actuator influence matrix (D) to produce a phase reconstruction matrix

Pt = D−1At (6.14)

We can also invert this matrix, via a regularized pseudoinverse, to produce a
matrix which converts between phase and modal coefficients (P†).

This pair of matricies provides the building blocks to implement the
hybrid reconstructor. We apply the matrix P† to the reconstruction matrix in
(6.5)

∆pk = PtH†
tsk (6.15)

L = PtH†
t (6.16)

where L is the new control matrix we feed to the first vector matrix multiply in
the split reconstructor.

We use this estimate of the phase, ∆pk, as either an input into the LQG
controller (see Section 6.7) or as input to the second part of the hybrid matrix
reconstructor.

6.4.2 Splitting phase onto Tweeter and Woofer

Once we have reconstructed an estimate of the phase from WFS mea-
surements, we must still reconstruct mirror commands for both the woofer and
the tweeter. This process is a modification of the reconstruction in described in
Section 6.1.2.2 and Section 6.1.2.3, where we remove the WFS to mode matrix
H†

t , and insert the phase-to-mode matrix P†
t . For the woofer modes, we recon-

struct woofer modes from phase using the forward influence matrix Ht and the
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phase to mode matrix Pt. The full control matrix becomes








∆at
∆aw
∆v









k

=









−AtP†
t −AtH†

tHw

−AwH†
wHtP†

t 0
−H†

wHtP†
t −I













∆pk

vk−1



 (6.17)

We label the matrix for this component Pc

We apply additional transformations around the phase ∆p to provide
internal estimates of additional quantities. By pre-multiplying the matrix in
Equation 6.15 as well as the first half of the hybrid matrix in Equation 6.15, we
convert the internal quantity from phase to some other value. For example,
using the matrix formulation of the discrete Fourier transform, we can provide
the values between equations 6.15 and 6.15 in terms of Fourier modes.

6.4.3 Verifying the Combined Matrix

To confirm that the split matrix operates as designed, we computed a
few simple tests of the hybrid matrix. First, we verified that the phase matrix
Pt and inverse P†

t produce the identity matrix

I = PtP†
t (6.18)

We also checked that the combined matrix PcL produces a modal re-
sponse on the tweeter identical to that produced by the original control matrix.
Figure 6.27 shows the modal response of the hybrid and standard control ma-
trix.

6.5 Hybrid Matrix Reconstructor

The hybrid matrix reconstructor implements the matrix multiplies de-
scribed in Section 6.4, to demonstrate that the woofer-tweeter split works along
side an estimate of the phase. This reconstructor is also the first test case for
switching reconstructors in the ShaneAO software, as described in Section 6.3.2.
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Figure 6.27: The modal gain of the penalized inverse modal matrix for
ShaneAO. The blue crosses show the modal response of the standard matrix
(from Figure 6.2). The orange crosses show the modal response of the hybrid
matrix. The modal response of both matricies is almost identical. The gain is
lower than 1 for all modes due to the penalization of waffle and piston modes,
the penalization of actuators outside of the illuminated apertures, as well as
the down-weighting of under-illuminated subapertures. The ShaneAO tweeter
modes are arranged in roughly spatial frequency order.

6.5.1 Hybrid Matrix Design

The hybrid matrix reconstructor applies two vector-matrix multiplies
in direct succession, splitting the matrix multiply described in Section 6.1.2.3
into the two parts described in Section 6.4, L and Pc. The hybrid reconstructor
also saves the internal values between the two matrix multiplies, which gives
us an estimated phase measurement from the system in real time.

Figure 6.28 shows the data flow within this reconstructor, where the
two matrix multiplies are identified by the Reconstruction matrix (L) and the
control matrix (Pc). This design allows us to insert additional reconstruction
steps between the two matrix multiplies, where they will have access to an es-
timate of the phase error (∆p̂).
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Figure 6.28: Diagram of the ShaneAO Hybrid Vector Matrix Multiply recon-
struction scheme, in NGS mode. Purple boxes are input and output data from
the core reconstructor. The white boxes are the reconstruction steps. The re-
constructor accepts inputs from the centroider, and subtracts reference values
from the measured slopes. The first matrix multiply reconstructs the phase us-
ing the L matrix (Equation 6.15). The second matrix multiply (control matrix,
Pc) splits the phase into tweeter and woofer commands and applies the woofer
temporal filter (Equation 6.17). The internal data between the two matrix mul-
tiplies can be either the phase values over the pupil, or the Fourier coefficients
of those phase values, depending on whether a DFT has been added to L, the
reconstruction matrix, and its inverse to Pc, the control matrix. Each of the out-
put channels (Tweeter, Woofer and Filter) are integrated and clipped separately.
The integrated tweeter and woofer actuator positions are then sent as output to
the mirrors. The integrated filter coefficients are retuned as inputs to the control
matrix multiply on the next timestep.

6.5.2 Unit Test Verification

The hybrid reconstructor re-uses the core reconstructor components,
replacing only the vector-matrix multiply with two vector matrix multiplies
(see § 6.3.2 and Figure 6.14). We developed unit tests for the vector matrix multi-
plies15 The unit tests also ensure that the full reconstructor operates as designed
before inserting it into the full system, by injecting a dummy wavefront sensing
image and ensuring that sensible values are returned.

15There is an entire VMM framework which is re-used between the single vector matrix mul-
tiply and hybrid matrix. It only needs to restructure the dimensions of each matrix involved in
the matrix multiply.
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Figure 6.29: Histogram of reconstructor computation times for the ShadyAO
reconstructor. The y-axis is log scaled, but shows the probability of events for
each computation time. The data was collected with the reconstructor running
at 250 Hz over 4 seconds. The 99th percentile computational time is 1.137 frames
for the hybrid matrix and 0.588 frames for the VMM, and the median compu-
tation time is 0.480 frames for the hybrid and 0.175 frames for the VMM. The
hybrid reconstructor shows more computation time by about a factor of two,
likely due to the two calls to the OpenBLAS linear algebra library, each which
incurs a penalty to parallelize the matrix multiply.

We also checked the computation time and inter-frame delay of the
Hybrid Matrix Multiply (HMM) reconstructor, and compared the values to the
VMM reconstructor. Figure 6.29 shows the computation time for the HMM re-
constructor compared to the VMM reconstructor. The VMM is generally∼ 1 ms
faster than the HMM. This is probably due to the second matrix multiply re-
quired for the HMM. Since each matrix multiply is parallelized across the 32

cores of the real time computer, each matrix multiply incurs significant over-
head to set up, distribute, and then gather the computations.

Figure 6.30 shows the inter-frame times for the HMM, and VMM. The
inter-frame times should be close to 1 frame, indicating that the reconstructor
is keeping pace with the arrival of new WFS images. Both reconstructors per-
form with about the same average inter-frame time, but there is much greater
variance in the inter-frame arrival times for the HMM.
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Figure 6.30: Histogram of inter-frame arrival times for the ShadyAO Vector Ma-
trix Multiply (VMM) and Hybrid Matrix Multiply (HMM) reconstructors. The
y-axis is log scaled, but shows the probability of events for each arrival time.
The data was collected with the reconstructor running at 250 Hz over 4 seconds.
The 99th percentile interval in arrival times is 1.255 frames for the VMM and
1.480, and the median inter-arrival time is 1.053 frames for both reconstructors.
There is a known 1 frame delay due to the readout settings on the WFS camera.
The WFS exposures are handled in parallel, so although inter-arrival times are
around 1 frame, the time between exposure start on the WFS and commands
sent to the mirrors is 2.053 frames.

6.5.3 Verification with the ShaneAO Simulator

We ran the hybrid matrix multiply on the ShaneAO simulator (Sauce,
see § 6.2.2), where we verified that the Hybrid reconstructor converges to static
reference centroids, even in the presence of a simulated atmosphere.

6.5.4 Performance with the Internal Light Source

We verified the performance of the hybrid matrix using the internal
light source on ShaneAO. The PSDs measured for open and closed loop perfor-
mance using the ILS are shown in Figure 6.31. Figure 6.32 shows the transfer
function for the phase estimate p̂, derived from the individual PSDs shown in
Figure 6.31. We find that the system performs similarly with the HMM as with
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Figure 6.31: Periodogram (PSD) of estimated phase (p̂) averaged for the Hy-
brid Matrix Multiply (HMM) on the internal light source (ILS). The orange line
shows the temporal power of p̂ when the loop is not controlling the mirrors.
The absence of any structured turbulence means that in the open loop case, we
are essentially measuring white noise. The blue line shows the response of the
system in closed loop, with good rejection at low frequencies, and a distinct
overshoot at higher frequencies.

the VMM, confirming that the two matrix implementation in the HMM success-
fully reproduces the one-matrix design of the VMM.

6.5.5 On Sky ETFs and Performance

To confirm that the Hybrid Matrix Multiply reconstructor is working
as designed, we recorded pairs of open and closed loop telemetry analogous to
the data collected in Section 6.3.4.5. The PSDs are shown in Figure 6.33. The
ETFs are shown in Figure 6.34. The model ETFs fit the data quite well. There
is a noticeable speedup in the woofer in this dataset (note that τw = 0 for the
fit data) caused by a fix to the woofer controller scheme, which had previously
tied the woofer to the outputs for telemetry recording.

194



100 101 102
Frequency (Hz)

10 2

10 1

100

Er
ro

r T
ra

ns
fe

r

2017/06/30 at 250Hz
on ILS with HMM
phase, averaged

VMM
HMM #06/#07
Fit
Model

Figure 6.32: Error transfer function (ETF) of estimated phase (p̂) for the Hy-
brid Matrix Multiply (HMM) on the internal light source (ILS). The blue line
shows the ETF for the HMM, and the brown line shows the ETF for the same
parameters using the VMM reconstructor. Note that these were run at two sep-
arate times, so some variance due to noise is expected between the VMM and
HMM transfer functions. The woofer was turned off for this experiment (as is
reflected in the model parameters in Table 6.7). The fit transfer function does
do a noticeably better job reproducing the performance of ShaneAO with the
HMM reconstructor. Specifically, the HMM reconstructor shows more delay
(τ = 1.81 Frames = 7240 µs) than the VMM. This is consistent with the timing
shown in Figure 6.30, where the HMM shows delays which are longer than the
frame delay for the Vector Matrix Multiply.

Table 6.7: Model parameters for the fiducial and fit error transfer function (ETF)
of estimated phase (p̂) for the Hybrid Matrix Multiply (HMM) on the internal
light source (ILS).

Model τc gt ct τw gw cw ωw,c αw cf
Model (green) 1.1 0.07 0.99 1.0 0.0 0.99 10.0 1.0 0.99
Fit (red) 1.82 0.09 0.96 1.0 0.0 0.99 10.0 1.0 0.99
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Figure 6.33: Periodogram estimated phase (p̂), averaged over the illuminated
aperture, recorded with data on sky with a mV = 7 star near zenith using the
HMM reconstructor. The blue line shows the loop closed, controlled behavior
of the system, which eliminates much of the power below 10 Hz, and shows a
bandwidth of about 10 Hz with an overshoot region beyond 10 Hz.
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Figure 6.34: The ETF on sky using the HMM reconstructor. This ETF was com-
puted using the average p̂ for ShaneAO. The blue line shows the empirical data,
the red line shows a simple ETF model of the system, with parameters set to the
nominal values in the system (i.e. the system was running with a gain of 0.07
when the loop closed data was recorded), and the green line shows a simple
model ETF with the best fit parameters from a fit to the ETF data. The ETF fit
finds parameters comparable to those found with the new VMM reconstructor.

Table 6.8: Model parameters for the model ETFs shown in Figure 6.34
Model τc gt ct τw gw cw ωw,c αw cf
Model (green) 1.1 0.07 0.99 1.0 0.07 0.99 33.0 0.2 0.99
Fit (red) 1.61 0.12 0.926 2.32 0.15 0.991 102.8 0.2 0.99
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Figure 6.35: Structure of the integrator-differentiator reconstructor (SIDMM)
which performs an integration and differentiation on the best-estimate of the
phase error, ∆p̂. The integrator and differentiator are inserted between the re-
construction and control matricies. The integrator behaves like the Kalman fil-
ter, in that it accepts a measurement of the error (∆p̂) and returns a measurement
of the absolute phase (p̂). The differentiator compensates for this effect so that
we can use separate integrators applied to the actuators for each mirror, which
allows us to prevent windup and actuator saturation in those mirrors.

6.6 Integrator-Differentiator Reconstructor

The Integrator-Differentiator Matrix Multiply Reconstructor (IDMM)
is the next evolution of the hybrid matrix reconstructor towards enabling an
linear quadratic gaussian (LQG) controller. Since the LQG controller operates
on a measured error in phase (∆p̂) and produces a “best-estimate” of the open
loop phase (p̂), we required a differentiator to produces a “best-estimate” ∆p̂

which can be provided to the woofer-tweeter split and temporal filter. This ar-
chitecture allows each mirror to have independent integrators and independent
clipping points, preventing actuator windup and saturation.

There are two primary modes used with the integrator-differentiator.
In the first mode, the integrator and differentiator applied in coefficient space
are matched to each other, with matching gains and bleeds applied to the in-
tegrator and differentiator. In this mode, the effective gain and bleed for the
system is applied to the woofer-tweeter split matrix (Pc). In the second mode,
the effective system gain is applied to the internal integrator, and the differen-
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Figure 6.36: Structure of the Integrator-Differentiator Matrix Multiply Recon-
structor (IDMM) which performs an integration and differentiation on the best-
estimate of the phase error, ∆p̂, showing the two pairs of integrators and differ-
entiators. Pair A represents the trivial case, where the differentiator is matched
to the integrator which operates on the phase estimate. In this case, the integra-
tor and differentiator should exactly cancel each other. Pair B is more analogous
to the structure of the LQG reconstructor, where the differentiator is matched
to the integrators applied to the actuator commands. In case B, we ensure that
the gain (g) and leak (c) applied to the differentiator is also applied to the mirror
integrators. However, there is no feedback provided from the integrators to the
differentiator to correct for large amounts of saturation or windup.

tiator is matched to the integrators which are applied to the actuator commands.
These two modes are shown in the diagram in Figure 6.36.

The integrator component re-uses the integrators implemented for the
basic vector matrix multiply, described by the discrete time equation:

ak = c
(a(k−1) − a0

)

+ g∆ak + a0 (6.19)

The differentiator is implemented as the inversion of this process

∆ak = ak − c
(a(k−1) − a0

)

− a0 (6.20)

where in both equations, a0 is the default position of the vector a. In the case
of the mirrors, this is the reference voltage, which is a measured flat postion in
the middle of the actuator’s dynamic range. When matching the differentiator
to an integrator (either in pair A or B), we set the gain of the matched integrator
to 1. The overall gain of the system is then controlled by the integrator that is
not matched to a differentiator. The gain of the internal integrator is labeled gc.
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The bleed of for the internal integrator is cc,I , and for the differentiator, it is cc,D,
though we guarantee in software that cc,I = cc,D = cc.

6.6.1 Verification

To verify the IDMM reconstructor, we used the existing unit tests, as
well as 50 new unit tests which exercise the integrator and differentiator sep-
arately. Along with the unit test, we measured the internal transfer function
between the start of the integrator and end of the differentiator. These two re-
constructor components are designed to exactly cancel each other. Figure 6.37
shows the internal transfer functions measured from the IDMM reconstructor,
showing that they are consistent with the theoretical model for the combined
integrator-differentiator system.

6.6.2 Performance with the Internal Light Source

The Integrator-Differentiator Matrix Multiply Reconstructor (IDMM)
performs as expected on the internal light source. The periodograms are shown
in Figure 6.38. Similar to Figure 6.23 and Figure 6.31, the uncontrolled data are
roughly flat, and the controlled data shows a normal controlled region, band-
width and overshoot. There is also evidence of a small vibration in the system
in both the open and closed loop data near 60 Hz. This is unsurprising for the
observatory environment. However, the amplitude of the vibration is not large
enough to impact the performance of the system. Figure 6.39 shows the error
transfer function (ETF) of these periodograms (PSDs). The ETF of the Vector
Matrix Multiply (VMM) is shown for comparison. The IDMM performs simi-
larly to the VMM, but with a higher bandwidth, and a larger overshoot.

6.6.3 On Sky ETFs and Performance

To confirm that the Integrator-Differentiator Matrix Multiply Recon-
structor reconstructor is working as designed, we recorded pairs of open and
closed loop telemetry analogous to the data collected in Section 6.3.4.5. The
PSDs are shown in Figure 6.40. The ETFs are shown in Figure 6.41. The model
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Figure 6.37: Internal transfer function for the IDMM reconstructor. Measure-
ments at A are the coefficients, taken after applying the first matrix (L). Mea-
surements at B are recorded after the integrator has been applied, but before
the differentiator is applied. Measurements at C are recorded after the differ-
entiator, before the woofer-tweeter matrix split matrix (Pc) is applied. The blue
line shows the transfer function between A and C, and so is flat at 1.0, demon-
strating that the integrator and differentiator cancel each other out. The orange
line shows the the transfer function due to just the integrator (between A and
B). The green line shows the transfer function due to just the differentiator (be-
tween B and C). Both the orange and green dotted lines show the theoretical
transfer functions for the integrator and differentiator. These are well matched
to the recorded transfer functions from the IDMM reconstructor.
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Figure 6.38: Periodogram (PSD) of estimated phase (p̂) averaged for the
Integrator-Differentiator Matrix Multiply Reconstructor (IDMM) on the inter-
nal light source (ILS). The orange line shows the temporal power of p̂ when the
loop is not controlling the mirrors. The absence of any structured turbulence
means that in the open loop case, we are essentially measuring white noise. The
blue line shows the response of the system in closed loop, with good rejection
at low frequencies, and a distinct overshoot at higher frequencies.

ETFs fit the data quite well, and the model recovers the internal integrator gain
used during this test.
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Figure 6.39: Error transfer function (ETF) of estimated phase (p̂) for the
Integrator-Differentiator Matrix Multiply Reconstructor (IDMM) on the internal
light source (ILS). The blue line shows the ETF for the IDMM, and the brown line
shows the ETF for the same parameters using the VMM reconstructor. Note that
these were run at two separate times, so some variance due to noise is expected
between the VMM and IDMM transfer functions. The woofer was turned off
for this experiment (as is reflected in the model parameters in Table 6.7). The fit
transfer function does do a noticeably better job reproducing the performance of
ShaneAO with the IDMM reconstructor. Specifically, the IDMM reconstructor
shows more delay (τ = 2.03 Frames = 8120 µs) than the VMM.

Table 6.9: Model parameters for the fiducial and fit error transfer function (ETF)
of estimated phase (p̂) for the Integrator-Differentiator Matrix Multiply Recon-
structor (IDMM) on the internal light source (ILS).

Model τc gt ct τw gw cw ωc,w gc cc,I cc,D
Model 1.1 1.0 0.99 1.0 0.0 0.99 10.0 0.07 0.99 0.99
Fit 2.03 1.0 0.959 1.0 0.0 0.99 10.0 0.1 0.99 0.99
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Figure 6.40: Periodogram estimated phase (p̂), averaged over the illuminated
aperture, recorded with data on sky with a mV = 7 star near zenith using the
IDMM reconstructor. The blue line shows the loop closed, controlled behavior
of the system, which eliminates much of the power below 10 Hz, and shows a
bandwidth of about 10 Hz with an overshoot region beyond 10 Hz.
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Figure 6.41: The ETF on sky using the IDMM reconstructor. This ETF was com-
puted using the average p̂ for ShaneAO. The blue line shows the empirical data,
the red line shows a simple ETF model of the system, with parameters set to the
nominal values in the system (i.e. the system was running with a gain of 0.07
when the loop closed data was recorded), and the green line shows a simple
model ETF with the best fit parameters from a fit to the ETF data. The ETF fit
finds parameters comparable to those found with the new VMM reconstructor.

Table 6.10: Model parameters for the model ETFs shown in Figure 6.41
Model τc gt ct τw gw cw ωc,w gc cc,I cc,D

Model 1.1 1.0 0.99 1.0 1.0 0.99 33.0 0.07 0.99 0.99
Fit 1.49 1.0 0.994 0.75 1.0 0.99 200.0 0.12 0.99 0.99
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Figure 6.42: Structure of the Kalman filter reconstructor (LQG) which applies a
Kalman filter and differentiation on the best-estimate of the phase error, ∆p̂.
The Kalman filter and differentiator are inserted between the reconstruction
and control matricies. The Kalman filter accepts a measurement of the error
(∆p̂) and returns a measurement of the absolute phase (p̂). The differentiator
compensates for this effect so that we can use separate integrators applied to
the actuators for each mirror, which allows us to prevent windup and actuator
saturation in those mirrors. During operation, the bleed of the differentiator is
matched to that of the mirror integrators, and the gain on the mirror integrators
is set to 1, as described in pair B in § 6.6. The yellow boxes labeled A, B and C
show points where we record coefficients in the reconstructor for analysis.

6.7 Kalman Filter Reconstructor

The Kalman filter reconstructor, which implements linear quadratic
gaussian control, is implemented in the hybrid reconstructor framework by re-
placing the integrator described in Section 6.6 with a Kalman Filter. The imple-
mentation in ShaneAO uses an external library, FTR, which has a compiled C
library and companion python library for saving, loading, and managing linear
quadratic gaussian (LQG) filters.16

6.7.1 Kalman Reconstructor Design

The Kalman filter reconstructor is implemented as a filter applied to
the Fourier transform of the estimated phase error F (∆p̂) in the middle of the

16Available at https://github.com/alexrudy/FTR/
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hybrid reconstructor (see Figure 6.42) The reconstructor follows the discrete
time equation for Kalman filtering from Poyneer & Véran (2010)

F (p̂k) =
∑

L

[

QαLF (∆p̂k) + αLp̂L,(k−1)

]

− F (p̂(k−1))Q (6.21)

As implemented in ShaneAO, this discrete time equation has three coefficients
in use, QαL = gL, which is pre-multiplied and stored, αL, and Q. This imple-
mentation allows us to flatten the LQG reconstructor into a standard integrating
controller, by setting Q = 0, and then setting the gain gL and bleed αL appro-
priately as real numbers.

To model the Kalman Filter, we use the following z-transform control
law

C(z) =
∏

L

(

αLQ

1− αz−1

)(

1

1 +Qz−1

)

(6.22)

which can be incorporated into our transform model in equation 6.10.
Along with implementing a standard integrating controller, the LQG

filter can be applied in ”zero-layer” mode, where we generate a filter for only
a single layer, with only real coefficients, so that no prediction is occurring.
Figure 6.43 shows the theoretical transfer function for a real-valued LQG con-
troller, compared to a standard integrating controller like that used in the orig-
inal Vector Matrix Multiply (VMM).

We also checked the computation time and inter-frame delay of the
LQG reconstructor, and compared the values to the VMM reconstructor. Fig-
ure 6.44 shows the computation time for the LQG reconstructor compared to
the VMM reconstructor. The LQG shows a uniform distribution of computation
times spanning 1.5 to 4 ms. This might be due to the larger matricies used to per-
form the DFT in the LQG reconstructor, which produce the full 1024 complex-
valued coefficients instead of the 1024 real coefficients used by the Hybrid Ma-
trix Multiply (HMM) reconstructor. However, since each matrix multiply is
parallelized across the 32 cores of the real time computer, each matrix multiply
incurs significant overhead to set up, distribute, and then gather the compu-
tations, but they should scale relatively well with the size of the matrix in the
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Figure 6.43: The theoretical error transfer function of the real-valued LQG filter
(blue, equation 6.22), with Q = 0.3 and α = 0.95. and the theoretical transfer
function for the standard integrator (orange, equation 6.8) with g = 0.3 and
c = 0.95. The two controllers produce similar performance, though the LQG
has a lower bandwidth.

matrix multiply. We don’t have a good explanation for the uniform distribution
of computation times shown in Figure 6.44

Figure 6.30 shows the inter-frame round trip times for the LQG, HMM,
and VMM. The inter-frame times should be close to 1 frame, indicating that the
reconstructor is keeping pace with the arrival of new wavefront sensor (WFS)
images. Unlike the HMM and VMM, the longer computation times for the LQG
and the inter-command times which are greater than 1 frame, suggest that the
LQG is either sometimes dropping WFS frames or delaying the computation of
the next WFS frame in order to complete work on the current frame.

6.7.2 Unit Test Verification

The Kalman Filter is tested as part of the unit and functional tests in
FTR, which contains 407 unit tests, including benchmarks to confirm that the
performance of the Kalman filter as implemented scale in the expected way.
We implemented a thin wrapper around the Kalman filter in FTR to provide an
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Figure 6.44: Histogram of reconstructor computation times for the ShadyAO
VMM, HMM and Kalman Filter reconstructor. The y-axis is log scaled, but
shows the probability of events for each computation time. The data was col-
lected with the reconstructor running at 250 Hz over 4 seconds. The 99th per-
centile computational time is 1.358 frames for the Kalman filter compared to
0.588 frames for the VMM, and the median computation time is 0.692 frames
for the Kalman filter and 0.175 frames for the VMM. The Kalman Filter recon-
structor shows a large variance in the computation times, significantly greater
than what would be naively expected from the computational complexity of the
implementation.

interface that matches the ShaneAO reconstructor described in Section 6.3.
Along with the unit tests, we ensured that the internal transfer func-

tions for the Kalman Filter (recorded as the ratio of the Fourier coefficients at
points A, B and C in Figure 6.42) when behaving like an integrator (i.e. with
Q = 0 in equations 6.21 and 6.22) in Figure 6.46.

As well as the integrator behavior, we check the performance of the
Kalman filter in the 0-layer case (referred to as DC-only), shown in Figure 6.47,
which is analogous to Figure 6.46.

6.7.3 Performance with the Internal Light Source

Figure 6.48 shows the periodograms (PSDs) of the DC-only Kalman
Filter on the telescope simulator (TelSim) with the rotating phase plate run-
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Figure 6.45: Histogram of inter-frame arrival times for the ShadyAO VMM,
HMM and Kalman Filter reconstructors. The y-axis is log scaled, but shows the
probability of events for each arrival time. The data was collected with the re-
constructor running at 250 Hz over 4 seconds. The 99th percentile interval in ar-
rival times is 1.255 frames for the VMM and 1.480, and the median inter-arrival
time is 1.053 frames for both reconstructors. There is a known 1 frame delay due
to the readout settings on the WFS camera. The WFS exposures are handled in
parallel, so although inter-arrival times are around 1 frame, the time between
exposure start on the WFS and commands sent to the mirrors is 2.053 frames.
The Kalman filter reconstructor shows a large variance in the inter-frame arrival
times, due to the large variance in the computation times (see Figure 6.44)

ning. The strong power in the open loop (orange) PSD near zero is a result
of the turbulent screen on the phase plate. The closed loop PSD shows good
performance, but does show evidence of an extra bump just outside the control
bandwidth. We cannot currently explain the source of this bump. The resulting
error transfer function (ETF) is shown in Figure 6.49

6.7.4 On Sky ETFs and Performance

To confirm that the Passthrough Kalman Filter Matrix Multiply Recon-
structor reconstructor is working as designed, we recorded pairs of open and
closed loop telemetry analogous to the data collected in Section 6.3.4.5. The
PSDs are shown in Figure 6.50. The ETFs are shown in Figure 6.51. The model
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Figure 6.46: Internal transfer functions from Fourier coefficients measured at
points A, B and C in Figure 6.42 showing the integrator (blue) and differentiator
(orange) in the middle of the KFMM, and their joint transfer function (green),
which shows that both components are well matched.
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Figure 6.47: Internal transfer functions from Fourier coefficients measured at
points A, B and C in Figure 6.42 showing the DC-only Kalman Filter (blue)
and differentiator (orange) in the middle of the KFMM, and their joint transfer
function (green), which shows that both components are well matched.
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Figure 6.48: Periodogram (PSD) of Fourier transform of the estimated phase
(F (p̂)) averaged for the Passthrough Kalman Filter Matrix Multiply Reconstruc-
tor (Passthrough KFMM) on the telescope simulator (TelSim). The orange line
shows the temporal power of p̂ when the loop is not controlling the mirrors.
The absence of any structured turbulence means that in the open loop case, we
are essentially measuring white noise. The blue line shows the response of the
system in closed loop, with good rejection at low frequencies, and a distinct
overshoot at higher frequencies.

ETFs fit the data quite well, and the model recovers the internal integrator gain
used during this test.

6.7.5 Kalman Reconstructor Verification

To verify the perfomance of the Kalman Filter reconstructor, we ex-
amined the internal transfer functions which describe the frequency response
of the Kalman Filter controller when combined with the differentiator. To do
this, we recorded the Fourier coefficient telemetry from before the Kalman fil-
ter, between the Kalman filter and the differentiator, and after the differentiator
(see Figure 6.42). Transfer functions showing the progression of the controller
through these steps are in Figure 6.52
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6.7.6 Future Directions with the Kalman Filter

Although we are successfully able to demonstrate that the Kalman Fil-
ter is performing as designed when measuring internal coefficients, we are not
able to successfully verify this performance by observing the transfer functions
in Figure 6.52 appear when measured in two indenpendent sets of telemetry.
When we record closed loop telemetry with the Kalman Filter, we find that it
does not produce a notch in temporal space as expected, and instead causes
periodic instabilities in the AO correction.
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Figure 6.49: Error transfer function (ETF) of Fourier transform of the estimated
phase (F (p̂)) for the Passthrough Kalman Filter Matrix Multiply Reconstruc-
tor (Passthrough KFMM) on the internal light source (ILS). The blue line shows
the ETF for the Passthrough KFMM, and the brown line shows the ETF for the
same parameters using the VMM reconstructor. Note that these were run at
two separate times, so some variance due to noise is expected between the
VMM and Passthrough KFMM transfer functions. The woofer was turned off
for this experiment (as is reflected in the model parameters in Table 6.7). The
fit transfer function does do a noticeably better job reproducing the perfor-
mance of ShaneAO with the Passthrough KFMM reconstructor. Specifically,
the Passthrough KFMM reconstructor shows more delay (τ = 4.3 Frames) than
the VMM.

Table 6.11: Model parameters for the fiducial and fit error transfer function
(ETF) of Fourier transform of the estimated phase (F (p̂)) for the Passthrough
Kalman Filter Matrix Multiply Reconstructor (Passthrough KFMM) on the in-
ternal light source (ILS).

Model τc gt ct τw gw cw ωc,w Q αL cc,D
Model 1.1 1.0 0.99 1.0 0.0 0.99 10.0 0.07 0.99 0.99
Fit 4.39 1.0 0.993 1.0 0.0 0.99 10.0 0.08 0.993 0.99
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Figure 6.50: PSD estimated phase (F (p̂)), averaged over the illuminated aper-
ture, recorded with data on sky with a mV = 7 star near zenith using the
Passthrough KFMM reconstructor. The blue line shows the loop closed, con-
trolled behavior of the system, which eliminates much of the power below
10 Hz, and shows a bandwidth of about 10 Hz with an overshoot region be-
yond 10 Hz.
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Figure 6.51: The ETF on sky using the Passthrough KFMM reconstructor. This
ETF was computed using the average p̂ for ShaneAO. The blue line shows the
empirical data, the red line shows a simple ETF model of the system, with pa-
rameters set to the nominal values in the system (i.e. the system was running
with a gain of 0.07 when the loop closed data was recorded), and the green line
shows a simple model ETF with the best fit parameters from a fit to the ETF
data. The ETF fit finds parameters close to the expected values, with the excep-
tion of Q, which is almost exactly a factor of 2 less than the input value. This
may be related to reduced gains discussed in Section 6.2.5.1.

Table 6.12: Model parameters for the model ETFs shown in Figure 6.51
Model τc gt ct τw gw cw ωc,w Q αL cc,D
Model 1.1 1.0 0.99 1.0 1.0 0.99 33.0 0.2 0.995 0.99
Fit 1.78 1.0 0.996 1.43 1.0 0.985 200.0 0.09 0.988 0.99
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Figure 6.52: Internal error transfer functions (ETFs) for the Kalman Filter Ma-
trix Multiply Reconstructor (KFMM) showing the effect of the controller on the
input residuals. The blue line shows the performance of the Kalman Filter. The
solid blue shows the ETF of the Fourier coefficients recorded from ShaneAO,
and the dashed blue line shows the z-transform theoretical ETF for the Kalman
filter (see Equation 6.22). The notch frequency for this single-wind-layer filter
shown as a vertical black dashed line. The orange line shows the performance
of the differentiator, again where the dashed line shows the z-transform theo-
retical performance, and the solid line shows the ETF of the Fourier coefficients.
The green line shows the combined effect of both the Kalman filter and the dif-
ferentiator. As expected, the notch from the Kalman filter remains, and the
differentiator has slightly different gain characteristics from the Kalman filter,
resulting in the green line not following a constant value even at temporal fre-
quencies not impacted by the filtering notch. Also, the Kalman filter is designed
to have an effective gain of g ∼ 0.3, but the differentiator in this case is matched
to the actuator integrators (case B from Figure 6.36), and so has a gain of g = 1.
The average value of the temporal response in the joint ETF is therefore greater
than 1, reflecting that some gain has occurred in the system.
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6.8 Conclusions

We presented a demonstration of linear quadratic gaussian (LQG) con-
trol on sky with ShaneAO, a split-mirror adaptive optics (AO) system. This re-
quired detailed characterization of the performance of ShaneAO, a major refac-
toring of the reconstructor code to improve flexibility, and a custom analysis
framework to understand the properties of the split-mirror reconstruction with
the LQG controller.

The characterization consisted of verifying the behavior and perfor-
mance of the original AO system, understanding the delay, gain and default
input parameters used for ShaneAO, and ensuring that we could re-produce
measured transfer functions both on sky and with the internal light source. We
developed a model of the error transfer function for the two mirror system with
a temporal split between the mirrors.

We re-factored the ShaneAO control software to facilitate the use of
reconstructors as modular components which could be replaced during the op-
eration of the instrument. We also improved the acquisition of telemetry data,
and the consistency of the end user interface and configuration system.

We developed a hybrid reconstruction scheme, which is capable of
providing an in-the-loop estimate of either the phase, or the Fourier transform
of the phase. This reconstruction scheme allowed us to split the classical recon-
struction into one matrix, and the modal split between the woofer and tweeter
into a second matrix.

Finally, we implemented two additional reconstructors, a matched in-
tegrator differentiator pair and a linear quadratic gaussian controller. All of our
reconstructors were rigorously tested both in the laboratory and on sky against
natural guide star targets.

The next step towards a demonstration of predictive Fourier control is
to verify that the LQG controller can produce notched control away from 0 Hz
and detect this control in the error transfer function. Then, we must connect the
predictive Fourier control (PFC) controller to an accurate current estimate of the
wind to produce a controller which can predict a given wind velocity.
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Chapter 7

Conclusions

This dissertation contains three parts, which are held together by their
interdependence on AO.

Part I presented work searching for the γ-ray flares which emanate
from the Crab Nebula. Although we were not conclusive in identifying the
origin of the γ-ray flares, we conducted an extensive, multi-wavelength study
of the behavior of the inner knot. Our work on the inner knot has sparked a
wider range of papers and debate about the nature of the knot from the the-
oretical community (Porth et al., 2017, 2016; Komissarov, 2013), and presents
several avenues for future work exploring the of the influence of the pulsar on
the surrounding Crab Nebula. With the new Laser Guide Star facility at Lick
Observatory, the ShaneAO system will be well positioned to contribute to our
understanding of the inner Knot and the Crab nebula. The latest theoretical
work on the knot (Porth et al., 2017) suggests that understanding both the spec-
tral index and the polarization of the Knot, two properties that are measurable
with ShaneAO, would strongly constrain the potential origins of the inner Knot
and help to identify the mechanisms which are driving the termination shock
of the pulsar wind nebula.

Part II presents spatially resolved near-infrared (NIR) spectroscopic
observations of 11 nearby ultra-luminous infrared galaxies (ULIRGs). The ob-
servations of IRAS F20414-1651 are presented in detail, showing that the veloc-
ities observed in the NIR with OSIRIS (Oh-Suppressing Infrared Integral Field
Spectrograph) provide a consistent explanation for the full velocity profile ob-
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served with Herschel in Spoon et al. (2013), despite the narrow field of view.
I anticipate finishing the remaining pieces of analysis for Chapter 3 and sub-
mitting this chapter to a journal. Chapter 4 presents the remaining 10 ULIRGs
in our survey. Our survey provides significant evidence that the high velocity
outflows reported from Herschel in Spoon et al. (2013) and Veilleux et al. (2013b)
do not necessarily correspond to spatially and kinematic distinct structure that
would result from gas being ejected from the galaxy. In 4 objects we see evi-
dence for distinct kinematic components, blue shifted with velocities consistent
with those observed with Herschel. In 3 of these 4 objects, we cannot conclu-
sively identify an outflow, but rather we identify an anomalous velocity com-
ponent, inconsistent with the ordered rotation velocities observed in the host
system. All together, our survey suggests that the velocities reported by Spoon
et al. (2013) and Veilleux et al. (2013b) represent the extremes within individ-
ual systems, rather than evidence of high velocity, spatially and kinematically
distinct components. There is a wealth of further analysis which can be done
based on the data presented in Chapter 4. In the near-term, it would be good to
publish an overview paper of the survey, which could be extended to include
some fo the GOALS galaxies previously published in Medling et al. (2015a) and
Medling et al. (2014).

Part III presented a successful on sky demonstration of full LQG con-
trol for adaptive optics, and progress towards the implementation of PFC on
sky and in a laboratory demonstrator. The LQG controller, as implemented in
ShaneAO, compensates for the delay in the system, but does not do any of the
active wind prediction. The laboratory demonstration of PFC in Chapter 5 lacks
only a single data set which demonstrates the predictor in the error transfer
functions (ETFs) from the controller. Unfortunately, the laboratory test bench
requires significant work to be fully operational. The bench needs the integra-
tion of the new cameras to be completed, a re-test of the remaining hardware,
and a new optical alignment, since the alignment changed by necessity when
the old WFS cameras were replaced. If the test bench is brought online to its
performance in 2015, then a demonstration of PFC should be easily completed.
Otherwise, it should be possible to demonstrate PFC on ShaneAO using the
telescope simulator, and achieve an analogous result.
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Chapter 6 presents an in-depth characterization and re-structuring of
ShaneAO. The work already completed has lead to the discovery of a num-
ber of pending issues which should improve the performance of ShaneAO as
a facility instrument, such as the high slope regularization value described in
Section 6.2.5.1. As well, our work on PFC surfaced a number of minor issues
which can be easily addressed to improve the performance of ShaneAO, such
as the low effective gain and high overshoot apparent at higher wavefront sen-
sor (WFS) camera rates. Several other aspects of the work in Chapter 6 should
be contributed back to the observatory, including the software refactoring that
facilitates changing reconstructors and providing real-time feedback to AO op-
erations in the form of telemetry data. Finally, the demonstration of LQG con-
trol on sky should be extracted and published, as full-modal LQG control on
sky is a novel feature for a facility AO system.

In the future, the PFC techniques described and advanced in Part III
can be used to improve any existing AO system. In fact, PFC is a prime can-
didate algorithm to include in new reconstructor development for existing AO
systems, as it can be readily retrofitted to an existing AO system. That I spent so
much time and energy in Chapter 6 developing PFC without yet demonstrat-
ing it on sky speaks to the way in which PFC, and other atmospheric modeling
techniques require a deeper understanding of the inner workings of the AO
system.

The future for all three parts of this dissertation is bright. Each presents
avenues for further discovery and analysis, and the work presented here has the
potential to circle back around. Specifically, PFC can improve the performance
of many AO systems, including improving the performance of ShaneAO, to
help facilitate additional studies of the inner knot of the Crab nebula, and im-
proving Keck AO, which would increase the efficiency with which ULIRGs can
be studied with OSIRIS.
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