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Bias in Radiology: The How 
and Why of Misses and 
Misinterpretations1

Medical errors are a leading cause of morbidity and mortality in 
the medical field and are substantial contributors to medical costs. 
Radiologists play an integral role in the diagnosis and care of patients 
and, given that those in this field interpret millions of examinations 
annually, may therefore contribute to diagnostic errors. Errors can 
be categorized as a “miss” when a primary or critical finding is not 
observed or as a “misinterpretation” when errors in interpretation 
lead to an incorrect diagnosis. In this article, the authors describe the 
cognitive causes of such errors in diagnostic medicine, specifically 
in radiology. Recognizing the cognitive processes that radiologists 
use while interpreting images should improve one’s awareness of the 
inherent biases that can impact decision making. The authors review 
the common biases that impact clinical decisions, as well as strategies 
to counteract or minimize the potential for misdiagnosis. System-
level processes that can be implemented to minimize cognitive errors 
are reviewed, as well as ways to implement personal changes to mini-
mize cognitive errors in daily practice.
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After completing this journal-based SA-CME 
activity, participants will be able to:

■■ Discuss the types of cognitive processes 
radiologists use when interpreting cases.

■■ Recognize the types of biases that can 
affect radiologic interpretation.

■■ Describe cognitive and systemic solu-
tions to implement in reading rooms 
and departments to minimize radiologic 
misses and misinterpretations.

See www.rsna.org/education/search/RG.

SA-CME LEARNING OBJECTIVES
Introduction

Medical errors are a substantial cause of morbidity and mortality. Esti-
mates of the annual occurrence of medical errors range from 44 000 to 
400 000 (1,2), with higher estimates ranking medical errors as the third 
leading cause of death in the United States (2). In addition, medical 
errors contribute to unnecessary medical spending, with estimated costs 
ranging between $17 billion and $29 billion (U.S. dollars) annually (1).

Medical errors can be categorized and can include diagnostic er-
rors, treatment errors, preventive errors, and other errors (eg, com-
munication failures, equipment failures, and other system failures) 
(1). In radiology, most medical errors are categorized as diagnostic 
errors or other errors (3). Diagnostic errors can be defined as er-
rors that result in incorrect, delayed, or missed diagnoses (3). In 
malpractice lawsuits filed against radiologists, approximately 75% 
of lawsuits relate to diagnostic errors (3), and 38% of money paid 
in general malpractice lawsuits results from diagnostic errors (4).

Radiologists were first made aware of the high rates of diagnostic 
errors within the field in 1959, when an article by Garland (5) re-
ported a 32% retrospective error rate in the interpretation of abnormal 
chest radiographs and an average daily error rate of 3%–4% when 
negative studies were included; subsequent studies have demonstrated 
that these high error rates persist, despite decades of intervention (5–
7). Thirty percent of these retrospective errors represented misses of 
positive findings, and 2% represented misinterpretations, specifically 
false-positive diagnoses of diseases that had not manifested (5). In this 
article, we describe the cognitive biases that contribute to diagnostic 
errors to help radiologists accept mistakes and learn from them.

This copy is for personal use only. To order printed copies, contact reprints@rsna.org
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thinking to help the radiologist determine the cor-
rect diagnosis (9,10). 

For example, a first-year radiology resident may 
carefully review an abdominal computed tomogra-
phy (CT) study and consciously think about each 
structure in a checklist (lung bases, liver, spleen, 
etc). Such a review (using type 2 thinking) may take 
45 minutes to 1 hour. In contrast, a fourth-year 
resident on an evening call shift, who has internal-
ized this checklist, may read the same study in 5–10 
minutes, using a greater degree of type 1 thinking. 
Even if type 2 thinking takes over, the fourth-year 
resident remains influenced by type 1 thinking, 
which includes heuristics and cognitive biases (9).

Complex decision making requires a combina-
tion of type 1 and type 2 thinking (10). A radiolo-
gist must acknowledge his or her susceptibility 
to cognitive biases, which can result from type 1 
thinking, when developing a thought process that 
incorporates both types of thinking to make diag-
noses and generate reports (Fig 1).

Cognitive Biases
Both heuristics and biases are concepts from 
behavioral decision theory, which can explain er-
rors in diagnostic reasoning and judgment. When 
engaged in type 1 thinking, radiologists employ 
heuristics to make decisions quickly, subjecting 
themselves to cognitive biases. Many biases reflect 
faulty reasoning that may result from using heu-
ristics. Since the original explanation of heuristics 
was published, at least 30 biases that impact hu-
man decision making have been recognized (13).

An individual can evaluate his or her own 
thought process, also known as metacognition,  
which provides an opportunity to combat bias. 
First introduced in 1979 by Flavell (14), metacog-
nition is described as “thinking about thinking” 
(15). This multifactorial process involves (a) ac-
knowledging the limitations of memory, (b) seek-
ing perspective while making decisions, (c) being 
able to self-critique, and (d) choosing strategies to 
prevent cognitive error (15). Many of the strategies 
used to avoid bias that we describe are also known 
as cognitive forcing strategies, which are mental tools 
used to force unbiased decision making (15).

In this article, we describe 10 of the most 
common biases (Table 2) that impact radiologic 
decision making and provide illustrative case 
examples. In addition, we discuss cognitive forc-
ing and metacognitive strategies to avoid bias and 
provide summary questions for radiologists to 
consider before signing a report.

Anchoring Bias
Anchoring bias describes a situation in which one 
remains fixed to his or her initial diagnostic  
impression, despite being presented with additional 

Type 1 and Type 2 Thinking
It is important for a radiologist to understand 
human decision making and the context in which 
cognitive biases occur. A 1974 article by psycholo-
gists Tversky and Kahneman (8) established the 
basis for current theories about human decision 
making and judgment. They theorized that individ-
uals process information and make estimates and 
choices through the use of heuristics (8).Heuristics, 
also known as intuitive thought processes, are “highly 
economical” ways of thinking that allow for rapid—
almost reflexive—decision making with limited 
information (8). Although heuristic techniques are 
common and are usually effective, they are subject 
to biases that can lead to diagnostic errors (8).

Heuristics, also known as system 1, type 1, or fast 
thinking, describe the ability of the brain to think 
and act intuitively (9). Type 1 thinking requires 
continuous work (8–10) (Table 1), as humans 
consciously experience less than 1% of the infor-
mation the senses can process (approximately 400 
billion bits of information per second) (11). Expe-
rienced radiologists may reach a diagnosis without 
much conscious deliberation using a variety of 
heuristic techniques; however, heuristics may fail 
due to inherent errors called biases (12).

In comparison with type 1 thinking, type 2 
thinking, or system 2, is an analytical, slow, delib-
erate, and effortful approach to decision making 
(9,10). Type 2 thinking takes over when situations 
become difficult, and it is more likely than type 1 

TEACHING POINTS
■■ Radiologists were first made aware of the high rates of di-

agnostic errors within the field in 1959, when an article by 
Garland reported a 32% retrospective error rate in the inter-
pretation of abnormal chest radiographs and an average daily 
error rate of 3%–4% when negative studies were included; 
subsequent studies have demonstrated that these high error 
rates persist, despite decades of intervention.

■■ Complex decision making requires a combination of type 1 
and type 2 thinking. A radiologist must acknowledge his or 
her susceptibility to cognitive biases, which can result from 
type 1 thinking, when developing a thought process that 
incorporates both types of thinking to make diagnoses and 
generate reports.

■■ In a study classifying types of radiologic diagnostic errors, 
22% were related to satisfaction of search, which was second 
only to errors classified as underdiagnoses or misses, making 
this the most common cognitive bias in diagnostic radiology.

■■ Systemic factors often contribute to cognitive errors, but 
metacognitive training and cognitive forcing strategies can be 
used to combat cognitive bias at an individual level.

■■ Systemic sources of error that can impact cognitive processes 
should be addressed through institutional measures, includ-
ing limiting unnecessary interruptions during imaging inter-
pretation and providing radiologists with diagnostic feedback 
through peer-review programs, quality improvement, and 
radiologic-pathologic correlation.
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toms progress or otherwise do not fit the diagnosis, 
one should seek a second opinion (13).

Questions to Ask Yourself.—What else could this 
be? What have I forgotten to consider?

Confirmation Bias
Confirmation bias describes when one actively 
searches for data to confirm a specific hypothesis 
rather than searching for data that facilitate efficient 
testing of a competing hypothesis (13,16,19). This 
can include ordering more tests to increase confi-
dence in a diagnosis, even if the new data do not 
alter the probability of the diagnosis (13). It can 
also result in a delayed diagnosis, the inappropriate 
use of medical resources, or potentially unneces-
sary invasive procedures (Fig 2c). This bias impacts 
decision making (13), as reaffirming or disproving 
one’s diagnosis can have a psychologic impact on 
the provider (13,19). 

Strategies to Combat Confirmation Bias.—When 
formulating a diagnosis, one should continually re-
examine evidence, particularly that which supports 
alternate hypotheses (19), to avoid confirmation 
bias. Similar to the methods used to avoid anchor-

subsequent contrary information (3,13,16,17). 
Information presented early in a case tends to be 
inappropriately weighted during decision making 
(16). The failure to change diagnostic probability 
despite conflicting new information was previously 
called conservatism. This bias can be particularly 
damaging when combined with confirmation bias 
(discussed in the following section) (Fig 2) (13), 
and it can delay reaching the correct diagnosis. 

Anchoring bias is rooted in anchoring effect, 
which is the tendency to place undue influence 
on the information provided when initially faced 
with a decision (18). For example, if a group is 
asked if the length of the Golden Gate Bridge is 
more or less than 2500 m and is then asked to es-
timate the exact length of the bridge, the group’s 
answer will be clustered around the provided 
information of 2500 m, regardless of whether or 
not this is an accurate measurement (18).

Strategies to Combat Anchoring Bias.—One 
should avoid formulating a diagnosis before review-
ing pending relevant clinical data (13). Radiologists 
should be aware of the tendency to anchor in an 
early decision (13) and should always seek to dis-
prove an initial diagnosis (3,16,17). If clinical symp-

Figure 1.  Drawing shows the types of thinking used during each step of the radiologic review process, from image interpreta-
tion to radiology report formation. Understanding how one thinks about a case can help a radiologist learn how he or she may 
think incorrectly. Dx = diagnosis. 

Table 1: Key Characteristics of the Dual Process Theory of Reasoning

Type 1 Thinking Features Type 2 Thinking Features

Fast Slow
Intuitive Analytical
Unconscious Deliberate
Driven by heuristics Rational
Prone to cognitive biases Most likely to facilitate the correct diagnosis
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ing bias, a radiologist should be aware of the ten-
dency toward confirmation bias (13) and actively 
pursue evidence to disprove the initial diagnosis. 
One should not fall subject to pseudodiagnostic 
effect, which occurs when diagnostic information of 
no statistical significance is taken into consideration 
to support a diagnosis (13).

In addition, one should be conscious of the 
psychologic impact of retracting an initial diagnosis, 
and he or she should not let that prevent the pursuit 
of alternate diagnoses if the clinical progression 
does not fit the initial diagnosis (19).

Questions to Ask Yourself.—What aspects of the 
clinical information do not fit with my initial diag-
nosis? Does that support an alternate diagnosis?

Availability Bias
Availability bias is defined as judging the proba-
bility of an event by the ease with which examples 

come to one’s mind (3,13,16,17,19). As elo-
quently noted in Rhetorica ad Herennium, written 
in 85 bc, “the striking and the novel stay longer 
in the mind.”

Availability bias can result in a decreased 
sensitivity to entities not seen for a while and 
an increased sensitivity to recently seen entities 
(Fig 3) (13). This is also true for a diagnosis that 
may have been a miss, which is colloquially re-
ferred to as an "I got burned once (IGBO)" case 
(3,13,16,17,20). Availability bias can exert inap-
propriate influence on physicians’ presumed rates 
of disease prevalence (13). Conversely, nonavail-
ability bias describes diagnoses not recently seen 
by a physician, such as rare disease entities (collo-
quially called “zebras”), which are not considered 
and therefore are underdiagnosed (13).

Strategies to Combat Availability Bias.—The 
reader should use objective data on the base rates 

Table 2: Types of Cognitive Biases

Cognitive Bias Definition Strategies to Counteract Bias

Anchoring bias Failing to adjust an initial 
impression, despite receiving 
additional information

Gather all available clinical data before making a diagnosis, seek 
to disprove one's initial diagnosis, and seek a second opinion

Confirmation  
bias

Searching for data to reaffirm  
an existing hypothesis

Reexamine and seek new evidence, particularly that which sup-
ports alternate hypotheses

Be conscious of the psychologic impact of retracting an initial 
diagnosis

Availability bias Judging the probability of an 
event by the ease with which  
it comes to mind

Use objective data on the base rates of disease to correlate with 
one's own rates of diagnosis, and create a differential diagnosis

Satisfaction of 
report

Perpetuating an impression  
from a prior report

Review the examination and generate an impression before review-
ing the prior report, and consider a second opinion

Framing bias Drawing different conclusions 
from the same information, 
depending on how the infor-
mation is presented

Consider other organ systems or causes
Read an image first while the clinical history and the side of con-

cern are masked, and then review the history
Review the patient’s chart if the provided history substantially 

impacts the diagnosis
Attribution bias Attributing findings to patient 

characteristics or stereotypes
Be aware of this bias
Read an image first while the clinical history is masked, and then 

review the history
Review the patient's chart if the demographic information impacts 

how the diagnosis is formulated
Satisfaction of 

search
Decreasing vigilance and/or 

awareness for additional ab-
normalities after differentiat-
ing the first abnormality

Use a systematic or checklist approach, particularly for common 
and commonly missed diagnoses

Initiate a secondary search after differentiating the first finding
Remain aware of related diagnoses and common diagnostic 

combinations
Premature  

closure
Accepting a preliminary diag-

nosis as final
Keep an open mind when formulating a working diagnosis, and 

generate a differential diagnosis
Inattentional  

bias
Missing findings hiding in plain 

sight due to unexpected 
location or nature

Know one's own blind spots, and always step back to look at the 
big picture

Hindsight bias Retrospectively de-emphasizing 
the difficulty in making the 
initial diagnosis

Do not lose confidence or become overconfident as a result of 
retrospective analysis, and try to understand a colleague's 
perspective
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of disease, when available, and correlate them 
with the frequency with which he or she observes 
this disease (3,13). One should be aware of this 
tendency (3,13) and always create a differential 
diagnosis before diagnosing a patient with an 
IGBO diagnosis or an otherwise recent or memo-
rable diagnosis.

Question to Ask Yourself.—What cases have 
I seen often or recently that might impact my 
interpretation of this study?

Satisfaction of Report
Also referred to as alliterative error, satisfac-
tion of report is the tendency to perpetuate an 
impression written in a prior report (Fig 4a–4d), 
whether it is a colleague’s or one’s own report 
(4,6,17,19). As in any medical specialty, a col-
league’s opinion can exert undue influence on a 
radiologist’s medical decision making (17). 

In an review of 656 radiologic examinations 
with delayed diagnoses, Kim and Mansfield 

(6) reported that satisfaction of report was the 
fifth most common cause of diagnostic errors, 
demonstrating that 6% of errors in diagnostic 
radiology were related to this bias. However, 
an additional 5% of errors resulted from read-
ers not reviewing prior studies (6); it has been 
shown that reviewing prior studies provides 
diagnostic value in 89% of examinations (21). 
A radiologist should not discount the benefit of 
reviewing prior studies in an attempt to reduce 
this bias.

Strategies to Combat Satisfaction of Report.—
In radiology, it is considered standard of care to 
review relevant prior imaging examinations and 
reports (4,22). As such, how does a radiologist 
limit this bias? One should consider reviewing the 
examination and generating an impression before 
reviewing a colleague’s prior report (17,19). If, 
after generating an initial impression, the review 
of the prior report changes the impression, one 
should consider a second opinion.

Figure 2.  Anchoring bias confounded by confirmation bias. A 17-month-old girl 
presented with 1.5 months of intermittent leg pain and the inability to walk and 
reversion to crawling during the past month. (a) Frontal radiograph of the proxi-
mal left tibial metaphysis shows periosteal reactions (arrows), which were suspi-
cious for malignancy. A calcific fragment (arrowhead) adjacent to the distal left 
femoral metaphysis was described as a likely developmental variant spur rather 
than a classic metaphyseal lesion, which would raise concern for nonacciden-
tal trauma. Magnetic resonance (MR) imaging was recommended. (b) Coronal 
gadolinium-enhanced fat-saturated spoiled gradient-echo T1-weighted MR image 
shows periosteal enhancement (arrowheads) in the proximal left tibia. Absence of 
bone marrow edema or enhancement in the distal left femur was reassuring that 
the finding was a normal variant and not a sequel of trauma. (c) Axial CT image of 
the proximal left tibia shows a guided biopsy. Results of the biopsy helped confirm 
a healing fracture. In this case, the radiologist continued to pursue imaging and 
intervention that would support the initial diagnosis of malignancy.
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Figure 3.  Availability bias. A 6-year-old girl presented with a 10-day history of abdominal pain and mild fever. (a) Sag-
ittal ultrasonographic (US) image of the pelvis shows a lesion with linear echoes (arrows), heterogeneous echotexture, 
and echogenic foci. The interpreting radiologist, who had recently given a lecture on the imaging features of teratomas, 
diagnosed a teratoma. The patient’s fever and white blood cell count increased, and the pain persisted. (b) Axial con-
trast material–enhanced CT image of the pelvis shows a rim-enhancing collection (arrowheads) with air (*), connecting 
to the appendix (arrow). The patient was diagnosed with ruptured appendicitis with a pelvic abscess.

Question to Ask Yourself.—What would I think 
the diagnosis was if I interpreted the prior study 
myself and if I hadn’t read the prior impression?

Framing Bias
Framing bias, or framing effect, reflects the phe-
nomenon in which different diagnostic conclu-
sions can be drawn from the same information, 
depending on how the clinical information is 
presented (3,16,17,19). Radiologists often in-
terpret a study with limited clinical history (eg, 
ordering indication: chest pain) and are vulnera-
ble to the way other clinicians present a patient’s 
clinical history (Fig 5) (3). Clinical information 
has been shown to improve diagnostic sensitivity 
without any loss of specificity (22); however, the 
provided history on radiography requisitions has 
been shown to be incomplete, inadequate, or, at 
worst, incorrect or misleading (22–25).

Strategies to Combat Framing Bias.—A radiolo-
gist should step outside the clinical framework 
in which a case is presented and consider differ-
ent organ systems or causes (19). For example, a 
cardiologist may not consider noncardiac causes of 
chest pain (eg, a rib fracture). Radiologists are in 
a position to interpret an examination outside of 
the context of a clinical speciality whose special-
ists may have considered a narrower differential 
diagnosis (19). The practice advice for radiologists 
is to read an image first while masking the clinical 
history or the side of concern before reviewing the 
clinical history (3,17). If the provided history sub-
stantially impacts how the diagnosis is formulated, 
then one must consider reviewing the patient’s 
electronic medical record for a more complete and 
accurate clinical context (3).

Question to Ask Yourself.—Would I still make 
this diagnosis if I had a different clinical history?

Attribution Bias
Attribution bias occurs when findings are attrib-
uted to certain patient characteristics or stereo-
types (19), which, in the setting of radiology, are 
typically obtained from the provided clinical his-
tory (Fig 5). A radiologist is frequently divorced 
from the patient’s initial clinical presentation, 
which allows a radiologist’s diagnosis to be less 
influenced by patient stereotypes when compared 
to the diagnoses of other physicians. However, ra-
diologists are still subject to this bias and can be 
influenced by the provided patient information, 
which includes age, name, sex, and ethnicity (19). 

A patients’ ethnicity or country of origin 
can play a critical role in informing a diagnosis. 
For example, this information is valuable when 
considering rare genetic diseases or infectious 
diseases that may be endemic in certain countries 
or populations. However, as described previously, 
the provided clinical history can be limited and 
subject to error (23–26), which could mislead the 
interpreting radiologist and lead to an incorrect 
diagnosis (19).

Strategies to Combat Attribution Bias.—When 
formulating a diagnosis, one should be aware that 
patient information can impact the rate of diagno-
sis of disease (19). Other strategies used to combat 
this type of bias are similar to those used to reduce 
framing bias; a radiologist should consider reading 
an imaging study with the clinical history masked, 
and then he or she should review the provided his-
tory. If the provided history substantially impacts 
the diagnosis, one should review the patient’s 
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chart for more complete and accurate clinical 
information.

Question to Ask Yourself.—Would I suspect this 
diagnosis if I did not know the patient’s demo-
graphic information?

Satisfaction of Search
Satisfaction of search refers to an individual’s 
decreased vigilance and/or awareness of addi-
tional abnormalities after the first abnormality 
has been identified (Fig 6) (3,6,13,16,19).This 
is a bias that plagues radiologists. In a study 

Figure 4.  Satisfaction of report. A 65-year-old woman, with a history of bilateral lumpectomy followed by left mastectomy 
for disease recurrence, presented for right diagnostic mammography, per lumpectomy protocol. The patient denied having 
a palpable lump, pain, or nipple discharge. (a) Right mediolateral oblique (MLO) mammogram shows an area of increased 
density (arrow) at the lumpectomy site. (b, c) Right MLO mammograms from previous imaging studies from the past 2 years 
show the area of increased density, which was described in the previous reports as scarring and classified as Breast Imaging 
Reporting and Data System (BI-RADS) category 2. (d) MLO right mammogram from a remote prior imaging study shows the 
original lumpectomy scar, which helped confirm that the most recent mammogram (a) represents a developing asymmetry 
at the lumpectomy site. (e) Antiradial US image shows a shadowing mass (arrow), which was palpable at clinical examination. 
Pathologic analysis helped confirmed recurrent breast carcinoma.
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classifying types of radiologic diagnostic errors, 
22% were related to satisfaction of search, which 
was second only to errors classified as underdi-
agnoses or misses, making this the most com-
mon cognitive bias in diagnostic radiology (6). 

Radiologists can be subject to answering only 
the clinical question asked, but their role is to 
make a unifying diagnosis (19). For example, 
the call for a peripherally inserted central cath-
eter line check, which appears to be a straight-
forward check, primarily asks whether the line 
is appropriately positioned. Answering only this 

clinical question obscures the search for possible 
additional findings, such as pulmonary nodules. 

It has been shown that introducing an artificial 
second finding on a chest radiograph reduces the 
sensitivity for detection of the initial abnormal-
ity (27). Even in the absence of introduced bias, 
lung cancer on chest radiographs has been shown 
to be commonly missed (28,29).

Strategies to Combat Satisfaction of Search.—
Radiologists can use a systematic approach to 
ensure all relevant findings are identified, partic-
ularly common and commonly missed diagnoses 
(3,6,19). After completing the primary search 
and identifying the first finding or responding 
to the clinical question, one should initiate a 
secondary search (3,13). Related diagnoses and 
common diagnostic combinations should be 
kept in the forefront of the search (3).

Question to Ask Yourself.—Did I adhere to my 
primary and secondary search patterns?

Premature Closure
Premature closure is defined as the tendency to 
accept an initial diagnosis as final during the pre-
liminary stages of evaluation (3,13,16,30). This is 
the most common type of cognitive error in clinical 
medicine (31). Premature closure can result from 
convenience or “laziness of thought,” particularly 
when one is fatigued (13). It has been said that 
“when the diagnosis is made, the thinking stops” 
(16). This bias can be compounded by satisfaction 
of search and satisfaction of report (Fig 6).

Figure 5.  Attribution bias confounded by framing bias. A 7-year-old girl, with a history of surgical correction for com-
plex heart disease, presented with acute back pain after running. The clinical differential diagnosis included referred 
pain from mesenteric ischemia, ovarian torsion, and appendicitis. (a, b) Axial CT images of the pelvis were read as nega-
tive for all sources of referred pain by two radiologists. Additional patient history noted a supratherapeutic international 
normalized ratio. After 2 days in the hospital, the patient experienced weakness in the lower extremities and could no 
longer void independently. A third radiologist reviewing the CT images noted an area of hyperattenuation (arrows in 
b) surrounding the thoracic spinal cord. MR imaging was recommended to assess for epidural hematoma. (c) Sagittal 
T2-weighted MR image of the thoracic spine shows a focal epidural hematoma (arrow). In this case, the back pain was 
initially framed as a “referred pain” by the other clinicians. Primary causes of back pain are typically attributed to older 
patients and not children, and as such the radiologist continued the search for sources of referred back pain.
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Figure 6.  Satisfaction of search compounded by premature closure. A 17-year-old boy presented with fever of un-
known origin. (a) Axial nonenhanced CT image of the chest demonstrated pneumonia in the posterior segment of the 
right upper lobe. Antibiotic therapy was started, but the fever persisted. Images were further reviewed at the referred 
institution. (b) Axial nonenhanced CT image (bone window) shows cortical rib erosions (arrows). Tuberculosis with 
rib involvement was diagnosed. In this case, the secondary rib findings were missed after the pulmonary findings were 
identified. In addition, the initial diagnostic evaluation did not consider tuberculosis, although it should have been 
included as a differential diagnosis for the pulmonary findings.

Strategies to Combat Premature Closure.—To 
avoid this bias, a radiologist should initially 
generate a broad differential diagnosis (3), and 
then deliberately narrow down the potential 
diagnoses. One should have an open mind while 
formulating a working diagnosis. If the diagnosis 
is unclear, one must consider obtaining patho-
logic confirmation, if it is feasible (3,13).

Question to Ask Yourself.—Do I really have 
enough information to make a final diagnosis?

Inattentional Blindness
Inattentional blindness, also known as scrolling 
error or tunnel vision, describes findings that are 
missed because they are hidden in plain sight. 
Findings can be missed because of their location 
(eg, the last sections of the acquisition or the 
periphery of the field of view) or because of the 
unexpected nature of the findings (Fig 7) (6,32). 
A study showed that this is the fourth most 
common cause of error in diagnostic radiology, 
as 7% of errors were attributed to the finding 
being in the periphery of the image (6). 

The significant impact tunnel vision can have 
on radiologists was demonstrated in a study in 
which a cartoon gorilla was inserted into the 
lung fields on a chest CT study. It was missed by 
83% of radiologists who were asked to search for 
pulmonary nodules (32).

Strategies to Combat Inattentional Blindness.—A 
radiologist should know his or her blind spots 
and create a search pattern to review areas that 
are prone to this bias, including the periphery, 
first and last images, and scout and localizer 
sequences (6). One should step back and look at 

the big picture, as unexpected findings may be 
outside the traditional search pattern.

Question to Ask Yourself.—Did I remember to 
check my blind spots?

Hindsight Bias
Prevalent in all medical specialties, hindsight bias 
is the tendency to retrospectively de-emphasize 
the difficulty in making the initial diagnosis after 
it has been confirmed (3,13,16,19), particularly 
in morbidity and mortality conferences. This bias 
is also referred to as the “I knew it all along” bias 
(3,13), retrospectoscope bias, or the “how could 
he/she miss that?” bias. It is distinct from previ-
ously described biases due to its retrospective 
nature (Fig 7) (13,19). 

Hindsight bias prevents the realistic assess-
ment of past events, distorts the evaluation of prior 
decision making, and discounts the scenario under 
which the decision making occurred (13,16). This 
bias is related to self-serving bias in that individu-
als are more likely to take credit for their correct 
decisions and discount their mistakes (19).

Strategies to Combat Hindsight Bias.—This 
bias is difficult to overcome but is important to 
recognize. It can create an illusion that some 
radiologists are more intelligent than others 
(19), and it can compromise learning by setting 
unrealistic expectations for trainees (16,19). 
A radiologist should not lose confidence or 
become overconfident as the result of a retro-
spective analysis of his or her interpretation 
(13). A radiologist should try to understand a 
colleague’s perspective before making judgments 
about his or her decisions.
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Figure 7.  Inattentional blindness and hindsight bias. A child presented to the emergency department with a limp and denied a 
history of trauma. (a, b) Frontal (a) and right frog-leg lateral (b) radiographs show a normal pelvis and right hip, as interpreted 
by the radiologist. (c, d) Axial (c) and coronal (d) nonenhanced CT images of the pelvis show a pencil (arrows), which was pres-
ent due to self-inflicted trauma. This finding was outside the traditional search pattern and demonstrates inattentional bias during 
radiographic review. The radiologist interpreting the CT images (c, d) could not believe the finding was missed during the initial 
review, which is an example of hindsight bias.

Question to Ask Yourself.—How could I have 
come to the same conclusion as the radiologist 
who missed this diagnosis?

Reducing Cognitive Errors
There is a wide range of cognitive and systemic 
strategies for reducing error in clinical decision 
making (33). In this section, we focus on additional 
strategies to combat cognitive errors. In addition to 
the previously described cognitive forcing strategies, 
metacognition is a described mechanism used to 
combat bias (34). Systemic strategies to reduce cog-
nitive diagnostic error include reducing interrup-
tions, participating in quality assurance conferences 
to provide feedback on clinical decision making, 
and reviewing radiologic-pathologic correlations to 
establish the base rate of disease.

Improving Metacognition
Systemic factors often contribute to cognitive er-
rors, but metacognitive training and cognitive forc-
ing strategies can be used to combat cognitive bias 

at an individual level. Medical decision making is 
a complex process and requires type 1 and type 2 
thinking (35). The first step of metacognition is to 
note whether an individual is using type 1 or type 
2 thinking and recognize that type 1 thinking can 
subject a person to cognitive errors (36,37). Re-
flective thinking and self-questioning form the ba-
sis of metacognitive training, which can be used to 
identify what cognitive bias an individual’s current 
thinking process is most susceptible to (36,37).

Once a cognitive error has been identified, 
cognitive debiasing, or cognitive forcing strategies 
(Table 3), can be employed to prevent the error 
from occurring (12). For example, a cognitive 
forcing strategy to combat satisfaction of search 
would be to initiate a secondary search once the 
first finding has been identified (12). Alternately, 
if a radiologist, on self-questioning, realizes that he 
or she made a rare diagnosis based on an experi-
ence with a recent manifestation, he or she can 
employ a strategy to avoid this bias by actively 
including more likely diagnoses.
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Systemic Sources and Solutions
Systemic processes can contribute to cognitive 
error in a multitude of ways. In the following 
section, we describe both the challenges of and 
solutions for systemic influences on cognition.

Workplace Interruptions.—Common elements 
in medical workplace errors include interruptions 
and disruptions (38). Radiologists often multitask, 
balancing reading studies with noninterpretive 
tasks such as performing consults, protocoling, and 
answering calls and pages. In a study of radiology 
fellows, these tasks constituted 37% of the workday 
(39). On-call radiologists in particular experience 
a high volume of disruptions from noninterpretive 
responsibilities and, at peak hours, can expect to be 
interrupted an average of 2.5 times while interpret-
ing a CT study (40). 

An increase in phone calls before resident 
generation of a preliminary report has shown 
significant association with discrepancies (41). 
Interruptions have been shown to disrupt cogni-
tive processes, and the memory of the original 
task begins to fade to address the interruption 
(38). As such, interruptions can contribute to all 
cognitive biases, particularly satisfaction of search 
and premature closure. Implementing strategies 
to reduce workflow disruption, such as desig-
nating an individual to manage noninterpretive 
tasks, has been successful in increasing interpre-
tation time and decreasing disruptions (42).

Quality Assurance and Peer Review.—During 
radiology training, there is a focus on diagnostic 
accuracy, although radiologic diagnoses are rarely 
dichotomous (eg, normal or abnormal) and often 
require advanced and complex decision making 
(43). Even among trained specialists, there is signifi-
cant interreader and intrareader variation in diag-

nostic interpretation (44), with one study reporting 
discrepancy rates of 26% and 32%, respectively 
(45). Understanding, accepting, and forgiving one's 
cognitive error is an essential component of identi-
fying and correcting cognitive biases. 

Creating a peer-review program with a positive 
culture is essential to correct cognitive bias (3,46). 
Peer-review programs establish an environment 
where errors are instructive rather than punitive 
(46) and support an atmosphere of cognitive debi-
asing, ensuring that hindsight bias does not over-
whelm the retrospective analyses. It is important to 
acknowledge both hits and misses throughout this 
process, as sharing and discussing positive calls, in 
addition to missed findings, helps foster a positive 
environment for analyzing clinical decisions.

Radiologic-Pathologic Correlation.—Routine 
radiologic-pathologic correlation is the current 
standard of care in breast imaging. It has the 
potential for positive implications on cognitive 
training for all involved when radiologic diagno-
ses have pathologic correlates. Radiologic-patho-
logic correlation gives a diagnostic radiologist 
accurate feedback on his or her disease detection 
rates, positive predictive values, and abnormal 
interpretation rates (3,47). This establishes the 
radiologist’s knowledge of base rates of disease 
and therefore helps increase awareness and pre-
vention of availability bias.

Conclusion
Biases can substantially impact radiologic deci-
sion making, resulting in medical errors and 
negative patient outcomes. Maintaining an 
awareness of how individuals process thoughts 
and decisions is important, as heuristics are an 
integral part of human information processing. 
Understanding heuristics and one's vulnerability 

Table 3: Questions to Guide a Strategic Approach for Unbiased Interpretation

Task Questions to Guide Unbiased Interpretation

Generate a hypothesis: formulate a 
likely or differential diagnosis

What other diagnosis could this be?
What cases have I seen often or recently that might impact my interpretation?
What information or diagnoses have I forgotten to consider?

Interpret the data: confirm that the 
diagnosis is appropriate for the 
clinical scenario

Which aspects of the clinical information do not fit with my initial diagnosis, 
and do those aspects support an alternate diagnosis?

Would I have made this diagnosis if I had a different clinical history?
Would I have suspected this diagnosis if I did not know the patient’s demo-

graphic information?
Would I have diagnosed this if I interpreted the prior study myself and did 

not read the prior impression?
Verify the diagnosis: ensure that 

a thorough evaluation has been 
performed

Did I adhere to my primary and secondary search patterns?
Did I remember to check my blind spots?
Do I have enough information to make a final diagnosis?
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to cognitive biases does not prevent the biases' 
potential effects, but it can help a radiologist 
identify when he or she may be wrong.

Cognitive forcing strategies and metacogni-
tion can help disrupt and reduce the impact of 
cognitive bias on decision making and decrease 
rates of diagnostic error. Systemic sources of 
error that can impact cognitive processes should 
be addressed through institutional measures, 
including limiting unnecessary interruptions 
during imaging interpretation and providing 
radiologists with diagnostic feedback through 
peer-review programs, quality improvement, and 
radiologic-pathologic correlation. Being aware 
of the limitations in one’s judgment can lead to 
more thoughtful deliberation of imaging find-
ings and improve the quality of decision making.
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