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Information Processing Pattern and Propensity to Buy: 
An Investigation of Online Point-of-Purchase Behavior 

 
Abstract 

 
The information processing literature provides a wealth of laboratory evidence on the effects 

that the choice task and individual characteristics have on the extent to which consumers 

engage in alternative- versus attribute-based information processing. Less attention has been 

paid to studying how the processing pattern at the point of purchase is associated with 

propensity to buy in shopping settings. To understand this relationship, we formulate a 

discrete choice model and perform formal model comparisons to distinguish among several 

possible dependence structures. We consider models involving an existing measure of 

information processing, PATTERN, a latent variable version of this measure, and several 

new refinements and generalizations. Analysis of a unique dataset of 895 shoppers on a 

popular electronics website supports the latent variable specification and provides validation 

for several hypotheses and modeling components. We find a positive relationship between 

alternative-based processing and purchase, and a tendency of lower price-category shoppers 

to engage in alternative-based processing. The results also support the case for joint modeling 

and estimation. These findings can be useful for future work in information processing, and 

suggest that likely buyers can be identified while engaged in information processing prior to 

purchase commitment, an important first step in targeting decisions. 

Keywords: Information Processing; Discrete Choice; Markov Chain Monte Carlo (MCMC); 
Digital Strategy.  
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1. Introduction 

Consumers face daily decisions and trade-offs regarding the products they want to buy. Bettman 

(1979, p. 178) suggests that in making choices, consumers process information using one of two 

patterns: (1) Choice by Processing Brands, when consumers process the available information by 

examining specific products across attributes (what we call an alternative-based processing 

pattern) and (2) Choice by Processing Attributes, when consumers process the available 

information by examining specific product attributes across alternatives (what we call an 

attribute-based processing pattern). Consumers could, of course, process information using any 

mix of the two basic patterns. Consequently, information processing scholars have developed a 

key measure, PATTERN (Payne 1976, p. 376), widely used in a variety of experimental studies 

(see Payne, Bettman, and Johnson 1993 for a review), which takes on values between -1 and +1, 

where values closer to -1 indicate an attribute-based processing pattern and values closer to +1 

indicate an alternative-based processing pattern. 

This raises a logical research question: if consumers process information using one 

pattern to a greater extent than the other at the point of purchase, would they be more, less, or 

equally likely to buy a product? In other words, is there a relationship between processing pattern 

and buying behavior and if so, what is the nature of this relationship? This is the central question 

that motivates our study and underlies our hypotheses, models, and empirical analysis of a 

unique data set of processing patterns and purchase decisions of 895 online shoppers. The idea 

that there may be a systematic relationship between how shoppers process information in on-line 

environments and whether they end up making a purchase is inherently intriguing, and given the 

absence of work on this topic we take an exploratory approach. 
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Exploring the relationship between PATTERN and propensity to buy at the point of 

purchase has the potential to offer theoretical, methodological, and managerial contributions. On 

the theoretical side, the absence of prior work on this topic leads us to explore key hypotheses, 

detailed in Section 2, about the relationship between information processing pattern, purchase 

behavior, and the price category in which consumers are shopping. Our main hypotheses 

examine whether alternative-based processing patterns are more likely to be associated with 

purchase than attribute-based processing patterns, and whether shoppers interested in different 

price categories exhibit systematically different information processing patterns. We also provide 

a number of generalizations of PATTERN, including a latent specification that overcomes 

certain limitations of the original observed measure. While the new specifications are of 

theoretical interest in their own right, they also serve as valuable robustness checks for our main 

empirical findings. 

Our implementation contributes to four decades of advances in the information 

processing literature on the antecedent conditions under which consumers are likely to employ 

alternative-based, attribute-based, or mixed processing patterns. For example, laboratory studies 

have investigated the effect of individual differences (e.g., novices vs. experts), specific 

properties of the choice task being undertaken (e.g., complexity, as in the number of alternatives 

and attributes, and dissimilarity of options), and the type of choice situation (e.g., whether it 

involves emotion, time pressure, or a certain type of information display) on information 

processing patterns (e.g., see the reviews in Bettman 1979; Payne, Bettman, and Johnson 1993; 

Bettman, Luce, and Payne 1998). However, because all subjects in such experiments were 

typically required to choose among products in forced choice scenarios after accessing and 

processing the information provided, these studies are unable to link information processing 
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pattern to whether the subject will buy. In contrast, in our point-of-purchase setting we are able 

to study this missing link as we observe both buyers and non-buyers. By examining this 

relationship and testing its empirical relevance, this paper offers a foundation for connecting the 

aforementioned studies on drivers of processing patterns with propensity to buy. To the best of 

our knowledge, this paper is one of the first attempts to bridge the large literature on information 

processing patterns that flourished in laboratory settings during the 1970s, 1980s, and 1990s and 

continues through today (e.g., Dhar and Nowlis 2004; Valenzuela, Dhar and Zettlemeyer 2009) 

to purchasing behavior in a contemporary on-line shopping environment. We comment on the 

value of this connection in Section 5. 

On the methodological side, we pursue several objectives. One question that arises quite 

naturally, particularly in our online point-of-purchase setting, is whether modeling and 

estimation of information processing patterns and purchase behavior can be approached 

separately or should, instead, be accomplished jointly in a system of equations. Because the 

measures of information processing pattern we consider are censored to the interval !1,1[ ]  and 

purchase decisions are binary, we develop a joint (Tobit and probit) discrete data model to 

analyze the interactions between those two outcomes and discuss a simulation-based algorithm 

for parameter estimation. In our baseline model, the information processing pattern is allowed to 

endogenously determine propensity to buy based on the recognition that unobserved consumer 

background variables in addition to the price category in which a consumer shops may influence 

both the processing pattern and the eventual purchase decision. For example, shoppers may 

arrive at the point of purchase with different backgrounds, levels of experience, and prior 

information about the product category, which can result in better awareness or focus on 

particular products or features (e.g., Hauser and Wernerfelt 1990; Ratchford 1982). This, in turn, 
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could influence information processing (Hong and Sternthal 2010; Simonson, Huber, and Payne 

1988) and affect propensity to purchase.  

In this context, an unusual and important challenge arises in tackling our main goal of 

properly formulating the dependence of propensity to buy on PATTERN because the latter is 

censored to the interval !1,1[ ]  and exhibits point mass at both endpoints. To address this 

challenge, Section 4 considers two types of econometric models: in the first category, propensity 

to buy depends on the observed value of PATTERN, widely employed in experimental studies of 

consumer behavior, while in the second category modeling involves the latent variable (random 

utility) underlying that outcome, which allows unobserved consumer variables (background, 

level of experience, prior information, etc.) to affect propensity to buy. There is little a priori 

theoretical guidance on which type of model may be more appropriate and indeed there exist 

conditions related to presence or absence of unobserved variables wherein either of the two may 

be sensible. In showing that a latent measure of information processing pattern, which can be 

inferred from the data, is found to be more powerful than its traditional observed counterpart, we 

offer a methodological contribution that may prove useful in future information processing 

studies. 

This and other modeling issues motivate our next main methodological objective, which 

is to address the problem of model uncertainty to arrive at a preferred model specification. We 

do so by estimating alternative specifications of the relationship between information processing 

pattern, purchase, and price category, and performing formal model comparisons to distinguish 

among them. The results support several key hypotheses about the relationship between these 

variables. Although our proposed model has not been employed in the marketing literature, the 

main contribution is to basic research in information processing by providing new and important 
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substantive evidence on the connection between information processing pattern and propensity to 

buy. The results hold regardless of whether we work with traditional PATTERN or examine 

generalizations that dispense with some limitations of the original observed measure. Finally, our 

methodological framework provides a foundation for future modeling extensions. Because we 

link processing pattern to whether a shopper purchases, our techniques differ from commonly 

used multinomial models in marketing which focus on which product is chosen conditionally on 

purchase and product attributes. In our discussion, we suggest how future research could embed 

the model in this paper in a larger hierarchical model of consumer choice and describe the 

associated methodological challenges. 

The managerial implications of our results relate to a key challenge for commercial 

websites, namely the conversion of visitors to buyers. Many well-known websites such as Dell, 

CNET, Amazon, and Apple offer shoppers a choice to process information using alternative-

based, attribute-based, or a mix of alternative- and attribute-based patterns. For example, Apple’s 

website allows consumers interested in information on iPods to get the information in a format 

that enables alternative-, attribute-, or a mix of alternative- and attribute-based processing (see 

Figure 1). Likewise, shoppers on Amazon or CNET can examine a single product alternative or 

can alternatively select a set of products for side-by-side comparisons in a format similar to 

Figure 1. In addition, new tools based on clickstream and mouse-tracking technology can now 

capture consumer navigation across different pages at a site. Consequently, understanding the 

relationship between processing pattern and propensity to buy has the potential to allow 

management to identify shoppers who are more likely to purchase while they are engaged in 

information processing prior to a purchase commitment. Because website visitors can be 

stratified by their processing pattern, managers can direct incentives more efficiently, e.g., by 
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prioritizing likely buyers for follow-up communication if they abandon their shopping carts. The 

significance of recognizing and exploiting this channel for identifying likely buyers is even 

greater in settings where consumers may be anonymous, as in many web-based environments, 

and management has little additional information to rely on. 

Figure 1. Apple’s Presentation of Alternative-based and Attribute-based Information 
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The remainder of this paper is organized as follows. Section 2 examines hypotheses about 

the relationship between information processing pattern, propensity to buy, and price category. 

Section 3 discusses our data, while Section 4 presents our econometric methodology and offers 

generalizations of traditional PATTERN. Section 5 contains our results, whereas Section 6 offers 

discussion of their implications, limitations, and suggestions for future research. 

2. Background and Hypotheses 

In this section we provide background literature for three purposes. First, we develop a 

hypothesis between information processing pattern and propensity to buy, which underscores the 

need for studying the two constructs jointly and highlights the limited scope of prior studies that 

focus only on a subsample of consumers who arrive at a point of purchase. As noted in the 

introduction, processing patterns can be dynamic and context-driven, e.g. the consequence of 

strategic attempts to cope with processing limitations, and may involve unobserved factors that 

are also relevant to purchase decisions. Second, we develop a hypothesis between the price 

category in which a customer shops and information processing pattern because price category is 

easily observed and could serve as a useful segmentation variable for managerial efforts at 

prioritizing consumers who abandon their shopping carts for follow up communications aimed at 

persuading purchase. Third, we briefly indicate how our study differs from others that have 

investigated consumer conversion behavior on the Internet. 

2.1 Relationship between Information Processing and Propensity to Buy 

Consumers who assess products individually, in isolation, or one-at-a-time are better able to 

judge whether a product’s features meet their goals or purchasing criteria with less distraction 

about whether another competitive product is better (Dhar and Nowlis 2004). Such consumers, 

therefore, are expected to develop more accurate representations of products they assess (Payne, 
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Bettman, and Johnson 1993) and are better able to judge overall suitability and determine 

whether a product will satisfy their requirements (Simon 1956). In contrast to such alternative-

based processing, consumers who process information in attribute-based patterns aim to 

determine which alternative is best on each attribute. If only one attribute is important, such a 

lexicographic processing strategy can be useful in identifying which product to purchase 

(Valenzuela, Dhar, and Zettelmeyer 2009). When multiple attributes are important, however, 

choice is typically complicated and made more difficult by the need to make trade-offs between 

multiple products that are superior on one attribute but not another, because buying a certain 

product implies that other superior features of competitive products must be sacrificed. While 

this can be true in many product categories, it can be particularly relevant in durable goods 

categories, where the trade-offs of a given choice have wider-ranging consequences over longer 

periods of time. We therefore propose: 

H1: Shoppers who process information using alternative-based patterns to a greater 

extent than attribute-based patterns are more likely to buy, i.e., PATTERN is positively 

associated with propensity to buy.   

This proposition also relates to the two-stage choice literature, where research has 

suggested that consumers first employ a simplifying heuristic-based decision rule to reduce the 

number of alternatives in the choice set followed by a more careful evaluation of the remaining 

alternatives before selecting a product. This idea dates back to early work on information display 

boards (Bettman and Park 1980; Jacoby, Chestnut, and Fisher 1978; Payne 1976), which was 

subsequently picked up by modelers (Gensch 1987; Gilbride and Allenby 2004; Hauser and 

Wernerfelt 1990; Liu and Arora 2011). As a result, one might expect that an alternative-based 

processing rule might be more temporally related to purchase, i.e., alternative-based processing 
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is the strategy that people use after they have developed some initial expertise about the choice 

set, either by initial attribute-based screening in early phases of the choice or prior search. 

However, the model-based studies model only buyers’ behavior and focus on which product(s) 

will be selected, similar to the experimental studies that require subjects to choose a product with 

no option to abstain. Consequently, these works do not investigate non-buyers or whether the 

shopper will buy any product, thus limiting their scope to a subsample of all consumers that 

arrive at a point of purchase. The possibility that customers could decide not to make a purchase 

after completing either of the two stages highlights the importance of modeling the decision of 

whether to buy for strengthening the managerial implications of such models. And, because prior 

experimental and non-experimental work has not allowed an option to abstain, there is little, if 

any, evidence regarding H1 in a point-of-purchase setting where shoppers have that option. 

A key component of assessing the relationship between information processing pattern 

and propensity to buy is to recognize that since both are driven by common unobserved factors 

such as shoppers’ background, experience, and prior information about the product category, one 

must carefully account for potential endogeneity. Shoppers who arrive at the point of purchase 

with significant experience may process information via a preference validation pattern to ensure 

that the product does not contain any negative properties that discourage purchase (Iyengar and 

Lepper 2000; Moorthy, Ratchford, and Talukdar 1997), and hence may be more likely to process 

information via an alternative-based pattern. In related research, Dhar and Nowlis (2004) find 

that when subjects are in a buy or no-buy decision response mode (vs. unconditional brand-

choice response mode), decision processes will likely be characterized by alternative-based 

evaluations. Less experienced shoppers, on the other hand, may exhibit an exploratory attribute-

based processing pattern in accordance with the two-stage decision process. Because such 
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unobserved individual-specific factors would affect shoppers’ processing patterns and purchase 

decisions, those patterns and decisions must be studied jointly. Our results suggest that such joint 

modeling and estimation is supported by the data. 

2.2 Relationship between Price Category and Information Processing Pattern  

One of our goals in this paper is to investigate the relationship between the price category that 

shoppers access and information processing pattern. There are a number of reasons to expect that 

consumers who limit themselves to the low price category will be more likely to employ 

alternative-based information processing. Such a hypothesis is sensible in the context of the two-

stage choice literature, because these shoppers first use attribute-based processing to identify the 

lowest priced alternatives followed by more careful alternative-based processing to ensure that 

an alternative does not have features that deter purchase. More generally, consumers who limit 

themselves to the lowest price category typically employ a price-aversion strategy to make 

choices while consumers who do not limit themselves to the lowest price category typically use 

best value strategy to make choices (Tellis and Gaeth 1990). Price aversion involves choosing 

the lowest price alternative to minimize immediate cost while guarding against the presence of 

any non-price features that preclude purchase. As a result, price-averse consumers are more 

likely to process information in an alternative-based pattern on the lowest priced alternative and 

exhibit higher values of PATTERN. In contrast, best value involves making tradeoffs between 

price and non-price features in order to identify the alternative that is the best value. Therefore, 

best value consumers are more likely to process information in an attribute-based pattern to more 

easily determine what value they receive (forego) from superior (inferior) attribute levels when 

they pay more (less), and exhibit lower values of PATTERN.1 Consequently, we expect: 

                                                
1 The reader is referred to Tellis and Gaeth (1990) for further theoretical details on price aversion and best value 
strategies. 
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H2: Shoppers in a lower (higher) price category are more likely to process information 

using alternative- (attribute-) based information processing patterns; i.e., price is negatively 

associated with PATTERN.  

An empirical validation of the relationship between price category and consumer 

information processing pattern can be very useful because, if selection of a particular price 

category is found to lead to a certain processing pattern and subsequent buying behavior, 

managers could use price category as another important proxy (in addition to information 

processing pattern, as argued earlier) for segmenting and prioritizing. While segmentation on the 

basis of processing pattern may have information content advantages, it requires tracking and 

computations, whereas segmentation by price category, despite its potential crudeness, may be 

easier to implement because the choice of price category is easily observed. 

2.3 Studies on Conversion Behavior on the Internet 

Although our main contribution is to basic research in information processing, this paper relates 

to econometric studies that investigate conversion behavior on the internet, i.e., converting visits 

into purchases (Moe 2006; Moe and Fader 2004; Montgomery et al. 2004; Sismeiro and Bucklin 

2004). These efforts typically focus on determining how customer and search characteristics 

relate to purchase behavior but do not study information processing pattern and its relationship to 

propensity to buy at the point of purchase.  

3. Data 

Our data set consists of observations on a sample of shoppers who visited the website of a 

popular global electronics retailer and were unaware that their actions were to be analyzed. We 

are required to keep the product category and retailer’s identity confidential. The Decision Board 

Platform (Mintz et al. 1997, http://www.decisionboard.org), a computerized decision process 
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tracing program, was installed on the retailer’s website. The Decision Board Platform is 

conceptually similar to Mouselab (e.g., Payne, Bettman, and Johnson 1993) and has been 

employed in a wide variety of research fields including political science, engineering safety, and 

business studies. Customers who visited the website over a 50-hour period examined products 

based on different price categories with links for each price category listed visibly in the center 

of the main product category homepage. These links stated "compare [electronic products] at a 

glance, see only the features that matter most to you for [the price range selected].” Shoppers 

then entered the Decision Board Platform and were able to compare 3 alternatives at-a-glance 

(given in columns) on 11 product attributes (presented in rows) with the model identifier and the 

price of the alternative listed as column headers. The attribute values in the corresponding cells 

were hidden and consumers were instructed to click on cells that were important to them to 

access those values. A “Customize and Buy” option was visibly placed at the bottom of each 

product column. A mock-up of the web page is given in Figure 2 using an iPod example.  

Figure 2. Mock-up of the Matrix Presented to Shoppers by the Decision Board Platform 
Using iPod as an Example 
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The Decision Board Platform kept track of the accessed cells, the sequence in which they were 

accessed, and the customize-and-buy decision of each shopper. Our analysis includes n = 895  

consumers who accessed more than one cell and exhibited a processing pattern during the 50-

hour period. 

3.1 Measures 

3.1.1 Price category. Shoppers started by entering one of two price categories to conduct 

their processing – low (less than $999) and high (more than $999). Price category was the only 

theoretically relevant variable recorded by the Decision Board Platform prior to the initiation of 

information processing. Such dearth of background information tends to be the norm in web- 

based environments and is representative of the information that management typically has about 

a website visitor. 

3.1.2 Information processing pattern. A widely used measure, PATTERN (Payne, 

Bettman, and Johnson 1993), is employed to quantify the extent to which consumers process 

information via alternative- or attribute-based patterns. The measure is defined as a ratio – the 

numerator is the difference between the number of alternative- and attribute-based transitions, 

NALT  and NATT , respectively, and the denominator is the sum of the two, i.e., 

 P = NALT ! NATT

NALT + NATT

.   (3.1) 

The resulting scores are censored to the range [-1,1] and exhibit point-mass at both -1 and 1. 

Lower values indicate more attribute-based processing, while higher values represent alternative-

based patterns. The use of this measure links our results to earlier experimental information 

processing studies and facilitates future connections between the antecedent conditions for 

processing patterns and propensity to buy at the point of purchase. 
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In Section 4, we examine refinements and generalizations of the metric in equation (3.1) 

and discuss their theoretical implications. We conduct extensive additional analysis employing 

the new measures and report our findings in Section 5. The results offer broad validation of our 

main conclusions across all versions of processing pattern, serving as useful robustness checks of 

the results based on the traditional measure in equation (3.1). 

3.1.3 Propensity to buy. Propensity to buy is recorded as a binary variable, 0 or 1, with 1 

indicating that a shopper chose a product. If a consumer clicked on the “Customize and Buy” 

link at the bottom of an alternative’s column, the product’s purchase page appeared and shoppers 

could customize the product or purchase it as is. It is unknown if all consumers clicking on 

“Customize and Buy” subsequently procured the product, since this required completion of 

additional tasks (as in Sismeiro and Bucklin 2004). Final purchases were recorded on a secure 

server to which we do not have access for legal reasons. Yet, consumers selecting “Customize 

and Buy” demonstrate a greater inclination to buy than if they did not click on that link. In either 

case, our model can be viewed as a first stage in a hurdle model and interpretation of hypotheses 

H1 and H2 would be valid for that stage (analysis of the second stage of the hurdle model would 

obviously require availability of actual purchase data). 

3.2 Descriptive Statistics 

Among the 895 shoppers in our sample, 594 (66%) exhibited an alternative-based processing 

pattern (had a positive PATTERN score), 284 (32%) exhibited an attribute-based processing 

pattern (had a negative PATTERN score), and 17 (2%) exhibited neither alternative nor 

attributed-based processing patterns (had a PATTERN score of 0). Figure 3 gives a detailed 

distribution of PATTERN for buyers and non-buyers in both price categories and indicates the 

mass points at -1 and +1 and the variation between these two end points. 
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Figure 3. Frequency Distribution of PATTERN for Buyers and Non-Buyers in Low and 
High Price Categories (PC) 

 

Of the 895 consumers, 433 (48%) proceeded to customize and buy and 462 (52%) did 

not. Among the shoppers who processed via an alternative-based processing pattern, 314 (53%) 

proceeded to customize and buy. Among the consumers who processed via an attribute-based 

processing pattern, 112 (40%) proceeded to buy. In addition, 582 (65%) consumers chose to 

shop in the low price category, while 313 (35%) consumers shopped in the high price category. 

Of the 582 consumers who chose to shop in the low price category, 430 (74%) used alternative-

based processing, while among the 313 shoppers in the high price category, 164 (52%) used 

alternative-based processing. 

As the retailer required that the product alternative and attribute information remain 

confidential, in Table 1 we provide ordinal information about the attribute in each price category. 

Table 2 provides descriptive analysis of the information processing revealed by shoppers in the  
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Table 1. Descriptive Information on the Products in the Low and High Price Categories 
Low Price Category 

Attribute Product 1 
(Level) 

Product 2 
(Level) 

Product 3 
(Level) 

Price 1 2 2 
1 2 1 1 
2 1 1 1 
3 1 1 1 
4 1 1 1 
5 2 1 3 
6 1 1 2 
7 1 1 1 
8 2 1 2 
9 1 1 1 

10a/b 1 / 2 2 / 1 3 / 3 
11 1 2 1 

High Price Category 

Attribute Product 1 
(Level) 

Product 2 
(Level) 

Product 3 
(Level) 

Price 1 2 1 
1 1 2 1 
2 1 1 1 
3 1 2 1 
4 1 1 1 
5 2 3 1 
6 1 1 1 
7 1 1 1 
8 1 1 1 
9 1 1 1 

10a/b 1 / 2  3 / 3 2 / 1 
11 1 1 2 

NOTE: Level 1 indicates lowest value and level 3 indicates highest value for an attribute. Prices and model 
names & numbers were available to shoppers without clicking a cell. Attribute 10a (height) and attribute 10b 
(weight) were accessible by clicking the same cell. Level 1 for price indicates a cheaper alternative, level 1 
for height (attribute 10a) indicates a shorter alternative, and level 1 for weight (attribute 10b) indicates a 
lighter alternative; for the remaining attributes, lower levels correspond to less desired values. 
 
low and high price categories. Summaries are presented for “pure” alternative-based 

(PATTERN=1), “pure” attribute-based (PATTERN = !1), and mixed processing. Three variants 

of mixed processing are examined: (a) two-stage theory (consumers begin with attribute-based 

processing and then switch to alternative-based processing), (b) reverse two-stage theory 

(consumers begin with alternative-based processing and then switch to attribute-based 
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processing), and (c) random/mixed strategies (consumers process information without 

discernible patterns). According to H1, alternative processing is more likely to be associated with 

purchase than attribute-based processing. Although H1 will be tested formally based on models 

presented in the next section, Table 2 offers some preliminary support for that hypothesis: 57% 

of buyers reveal either pure alternative-based (46%) or 2-stage theory based (11%) processing, 

while 11% of buyers reveal pure attribute-based processing, and 32% of buyers reveal non-2-

stage theory information processing. Surprisingly, a total of 43% of buyers do not conform to 

traditional 2-stage theory, which provides an important additional rationale for studying the 

processing patterns of all shoppers, and not just the subsample of buyers. 

Table 2. Descriptive Statistics by Type of Information Processing for Buyers 
Type of Processing Percent of all Shoppers Percent of Buyers 
Price Category All Low High All Low High 
“Pure” Alternative 41% 47% 30% 46% 49% 38% 
“Pure” Attribute 16% 11% 25% 11% 8% 16% 
Mixed Processing 43% 43% 45% 44% 43% 46% 
2-Stage Theory 11% 8% 17% 11% 9% 16% 
Reverse 2-Stage-
theory 19% 22% 13% 18% 20% 13% 

Random/Mixed 
Strategies 14% 13% 15% 14% 13% 17% 

Note: The average number of clicks (with standard deviations in parentheses) for each type of processing are as 
follows: “pure” alternative 9.98 (5.83), “pure” attribute 7.29 (8.32), mixed 18.12 (9.38), 2-stage theory 20.54 (9.34), 
reverse 2-stage theory 19.66 (9.01), and random/mixed strategies 14.12 (8.67).  
 

We emphasize three additional points before proceeding. First, our data set exhibits 

excellent variability over the constructs being investigated, which is important for estimation 

purposes. Second, there is no dominant or clearly superior product in the low- or high-price 

categories in Table 1 that could have led to alternative-based processing (also recall that 

information remains hidden until consumers access a cell). And third, the high “Customize and 

Buy” rate in our sample suggests that at least some customers must have come to the point of 

purchase well prepared by processing additional information prior to arrival or possessing more 
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experience in the product category. Because such customer characteristics can impact both 

information processing pattern and propensity to buy, they underscore the importance of joint 

modeling and suitable formulation of dependencies, which we address next. 

4.  Empirical Methodology 

4.1 Overview 

We now present an econometric model that is specifically tailored to the setting considered in 

this paper. Recall that our main motivation is to examine the relationship between processing 

pattern and propensity to purchase in the presence of unmeasured exogenous factors (e.g., 

familiarity or expertise) that affect both purchase propensity and processing pattern. The model 

is intended to accommodate three particular aspects of the problem at hand. First, our model 

accounts for the discrete nature of the dependent variables – in particular, propensity to buy is a 

binary indicator variable, while our measure of information processing pattern is censored on the 

interval [-1,1] and exhibits point mass at both endpoints. To deal with this aspect, our modeling 

and estimation approach relies on data augmentation (Chib 1992; Albert and Chib 1993), which 

employs the latent threshold-crossing utility representation of the model to facilitate estimation. 

A second issue we address is the potential for information processing pattern to be endogenous 

in its relationship with propensity to buy due to the possibility of unmeasured factors that affect 

both variables. If these potential features of the theory are not accounted for in the model, they 

could render it misspecified. Models with endogeneity, however, have been difficult to estimate 

when the response variables of interest are not continuous because standard two-stage estimators 

are inapplicable in this context. Moreover, an important modeling question arises in our setting: 

should endogeneity of information processing pattern be modeled in terms of observed or latent 

variables? While this question does not arise in continuous data problems, it is a point worth 

emphasis in discrete data settings. Third, we specifically account for model uncertainty by 
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performing formal model comparisons based on marginal likelihoods and Bayes factors. These 

techniques allow us to consider the extent to which the data support the main hypotheses we 

consider here and allow us to distinguish among several competing specifications. 

4.2 Model Specification 

For consumer  i = 1,…,n , the general specification we consider is given by the bivariate system 

 
yiIP
* = !xi1"1 + # i1
yiPB
* = !xi2"2 + yiIP

* $ + # i2,
  (4.1) 

where yiIP
*  and *

iPBy  are the latent random utilities underlying information processing pattern and 

propensity to buy, respectively, and 1ix  and 2ix  are exogenous covariates with corresponding 

parameter vectors 1β  and 2β . The observed information processing pattern, yiIP , relates to the 

latent measure yiIP
*  through the two-sided censored (Tobit) relationship 

 yiIP =
!1 if yiIP

* " !1

yiIP
* if yiIP

* # !1,1( )
1 if yiIP

* $1

,

%

&
''

(
'
'

 (4.2) 

whereas iPBy  relates to the latent *
iPBy  through the indicator link function { }*1 0iPB iPBy y= > . In 

the foregoing equations, the latent yiIP
*  and yiPB

*  have the customary random utility interpretation 

underlying the theory on discrete choice analysis in econometrics. In particular, the latent yiIP
*  

represents the net value or utility of alternative-based processing; because of observed factors 

(e.g. covariates) and unmeasured characteristics (e.g. familiarity or expertise) that can not a 

priori be restricted, the measure is unbounded and can take on values on the entire real line with 

larger values implying greater net utility of alternative-based processing. For example, if 

consumers are more familiar, have more expertise, or have conducted more research prior to 

arriving at the point of purchase, all of which is unobserved, results in them having a strong 
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intention to purchase a particular alternative, the latent net value or utility of alternative-based 

processing will be high. In contrast, if consumers do not have a strong intention to purchase a 

particular alternative prior to arriving at the point of purchase, but intend to engage in trade-offs 

between price and benefits at the point of purchase, the latent net value or utility of alternative-

based processing will be low, thereby leading to attribute-based processing. Similarly, yiPB
*  can 

be viewed as the net utility of purchase, which, if positive, results in purchase.  

Therefore, even though the observed data yiIP  can only take values in the range !1,1[ ]  

and yiPB ! 0,1{ } , the latent variables that determine those outcomes are unrestricted. In the Tobit 

equation, the modeling framework and the mapping in (4.2) relate, in a theoretically coherent 

way, the discrete point-mass at the endpoints to the covariates and parameters employed in 

modeling the continuous outcomes yiIP ! "1,1( ) . Moreover, if yiIP
*  is far outside the interval

!1,1( ) , (or analogously, when yiPB
*  is far from 0) a much larger shock would be needed in order 

to observe any change in observed behavior. The fact that the latent utilities can be changing 

without necessarily inducing a corresponding change in yiIP  or yiPB  is a key distinction of this 

model relative to regressions involving only observed processing and purchase decisions. 

In the system of equations in (4.1), the errors follow 

 
 

! i1
! i2

"

#
$$

%

&
''
! N 0,(( ) , where 11 12

21 1
ω ω
ω
⎛ ⎞

Ω = ⎜ ⎟
⎝ ⎠

 , 

i.e., !  is a symmetric positive definite matrix that incorporates the usual unit variance restriction 

in probit models. For the purposes of estimation, the model in (4.1) can be written as 

 yi
* = Xi! + " i , (4.3) 

where 
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 yi
* =

yiIP
*

yiPB
*

!

"
#
#

$

%
&
&

, Xi =
!xi1 0 0

0 !xi2 yiIP
*

"

#
$
$

%

&
'
'

, ! = "!1, "!2,#( )" , and ! i =
! i1
! i2

"

#
$$

%

&
'' . 

In the specific application that we consider, the vector of exogenous covariates 1ix′  contains an 

intercept and a dummy variable for high price category, while 2ix′  contains an intercept term. 

While in (4.1) yiPB
*  is affected by the latent yiIP

* , another sensible specification would be 

to allow the yiPB
*  to depend on the observed yiIP ,i.e., 

  
yiIP
* = !xi1"1 + # i1
yiPB
* = !xi2"2 + yiIP$ + # i2.

  (4.4) 

Equation (4.4) can be written in matrix form as equation (4.3), however with Xi  given by 

Xi =
!xi1 0 0
0 !xi2 yiIP

"

#
$$

%

&
'' . 

This suggests that despite their differences, both models can be estimated similarly since they 

contain analogous components. 

Let yi = yiIP , yiPB( )! , , and 
 
y* = y1

*,…, yn
*( )! , and let ( ), ,ψ β θ ω=  represent 

the vector of model parameters, where ω  contains the unique unrestricted elements of Ω . The 

likelihood function 
  
f y |!( ) = f yi |!( )i"  for this model requires multivariate integration to 

obtain each likelihood contribution ( ) ( )* *| |
i

i i iS
f y f y dyψ ψ= ∫ , where iS  is the feasible region 

defined by the mapping between *
iy  and iy . This feature complicates estimation by maximum 

likelihood; however, Bayesian simulation-based estimation is easy to implement. Details on our 

MCMC estimation approach are presented in the Appendix. The Bayesian approach is also 

 y = !y1,…, !yn( )!
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useful because it provides finite sample inferences about parameters and model probabilities, and 

easily enables comparisons of nested and non-nested models (which will be discussed shortly). 

To differentiate between models (4.1) and (4.4), we note that equation (4.1) implies that 

values of the latent yiIP
* , even those outside the observable range [-1,1] in (4.2), matter for 

purchase behavior. In other words, the magnitude of latent factors such as consumer background, 

experience, and prior information about a product category, that affect information processing 

patterns determine propensity to buy. On the other hand, equation (4.4) implies that purchase 

behavior depends only on the observed processing pattern yiIP , as has typically been done in 

experimental studies of consumer behavior. In this case, yiIP
*  influences yiPB  only to the extent 

that it affects yiIP  through the nonlinear censoring mechanism in equation (4.2). 

To gauge the empirical relevance of the specifications involving observed or latent 

drivers of behavior, cast light on the propositions in Section 2, and study the case for joint 

modeling and estimation relative to simpler alternatives, we examine several competing models. 

These models are formally compared based on their marginal likelihoods as discussed next. 

4.3 Model Comparison 

For any two models jM  and kM , Bayesian model comparison proceeds on the basis of the ratio 

of posterior model probabilities, known as the posterior odds 

 
( )
( )

( )
( )

( )
( )

Pr | Pr |
.

Pr | Pr |
j j j

k k k

M y M f y M
M y M f y M

=  

The first fraction on the right hand side is known as the prior odds ratio, while the second is 

called the Bayes factor. Of central importance in determining the Bayes factor is the marginal 

likelihood ( )| lf y M , defined as the integral of the likelihood function ( )| ,l lf y Mψ  with 

respect to the prior ( )|l lMπ ψ , i.e., 
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 ( ) ( )| ( | , ) |l l l l l lf y M f y M M dψ π ψ ψ= ∫ . (4.5) 

Well-known properties of marginal likelihoods and Bayes factors are that they lead to finite 

sample model probabilities, do not require competing models to be nested (unlike Wald, 

likelihood ratio, or Lagrange multiplier tests), and have appealing asymptotic properties that give 

rise to the information criterion of Schwarz (1978) (see O’Hagan 1994, Ch. 3; Greenberg 2008, 

Ch. 3). 

A less-known, yet very important, point is that marginal likelihoods provide a measure of 

sequential out-of-sample predictive fit. This can be seen by writing: 

  
( ) { }( )

{ }( ) { }( )
1

1

| | ,

| , , | , ,

n

l i j lj i
i
n

i j l l l j l lj i j i
i

f y M f y y M

f y y M y M dψ π ψ ψ

<
=

< <
=

=

=

∏

∏∫
   

(4.6) 

where the first line uses the law of total probability to represent the marginal likelihood as the 

product of n one-step-ahead sequential predictive densities. The second line of (4.6) makes it 

explicit that the adequacy of a model, as captured by its marginal likelihood, corresponds to its 

cumulative out-of-sample predictive record where the fit of observation i is measured with 

respect to the posterior density based only on data {yj} j<i  up to the ith data point, without 

conditioning on {yj} j!i . In contrast, in-sample measures of fit condition on the entire data set. 

There are also important advantages of the model comparison framework presented here 

relative to customary out-of-sample comparisons in which a researcher would estimate the model 

using part of the data and then examine how successfully that model can predict the remainder of 

the data. The sequential out-of-sample fit measure provided by marginal likelihoods overcomes 
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key difficulties (both general and context-specific) of traditional out-of-sample comparisons.2 

Fast and efficient computation of (4.5) is afforded by the method of Chib (1995); the MCMC 

sampler is also employed for evaluating the likelihood function (Jeliazkov and Lee 2010). The 

construction of proper priors for use in (4.5) is done by the method of training samples and is 

discussed in the Appendix. 

4.4 Alternative Information Processing Measures 

The original PATTERN measure in equation (3.1) was modified in several ways in order to deal 

with several possible drawbacks. First, transitions that occur after a particular column or row has 

been exhausted may be misclassified. This is because customers must switch to a new row or 

column, which may affect their PATTERN score even if they wish to continue the same 

browsing behavior. To avoid this problem, we constructed a new measure that does not include 

transitions immediately following the completion of a row or column of clicks.3 We call this 

measure “rational” PATTERN because it accounts for a key constraint to browsing behavior. 

Our second modification generalizes (3.1) by weighing each move mt , t = 1,...,T , that a 

customer makes. In particular, let the indicator functions 1 mt = ATT{ }  and 1 mt = ALT{ }  take 

the value 1 whenever transition mt  is attribute- or alternative-based, respectively. The measure 

of information processing pattern we propose is 

                                                
2 First, note that the marginal likelihood in (4.5) is invariant to permutation of the indices of the data: the same value 
will be obtained if the data were rearranged. This invariance is desirable because, in contrast, typical out-of-sample 
comparisons depend on what part of the data is used in estimation and what is retained for the purpose of 
comparison. Second, as a practical matter, the conditional mean of yiPB  in (4.1) depends on the latent value of yiIP

* ; 
thus, it is unavailable and must be averaged over the latent data. Third, since yiIP  is censored, traditional metrics of 
predictive accuracy such as mean squared error or R2 are inapplicable. Finally, we must account for the fit in both 
equations in our bivariate system, and hence comparisons based only on the binary outcome yiPB  would be 
inappropriate. 
3 We thank a reviewer for suggesting this measure. 
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!P =
wt1 mt = ALT{ }t=1

T! " wt1 mt = ATT{ }t=1

T!
wt1 mt = ALT{ }t=1

T! + wt1 mt = ATT{ }t=1

T!
,   (4.7) 

where wt  is an suitably defined weight function. Our application examines weights of the form 

 wt = exp !" t !#( ),   (4.8) 

for scalars ! "#  and ! " 1,T[ ] . With constant weights, for example when ! = 0 ,  !P  reduces to 

the PATTERN score in (3.1), but otherwise the two differ. When ! > 0 , letting ! = T  gives 

weights that emphasize consumer behavior towards the end of a browsing session, in other words 

introduces recency-based weighting of clicks; conversely, ! = 1  implies that behavior at the 

beginning of a session is weighted more heavily, we have primacy-based weighting of clicks. 

Choosing !  to be the index of the median transition also enables us to weight the first half of 

clicks differently from the second half of clicks, or the middle of a customer’s search differently 

than the two ends. This type for analysis can be performed similarly at other quantiles as well. 

We also examined two alternatives that only consider runs of transitions, thereby 

focusing on overtly “determined” information processing patterns. Specifically, let NALT ,R  

represent the number of alternative “run” clicks (2 or more consecutive alternative clicks) and let 

NATT ,R  be the number of attribute “run” clicks (2 or more consecutive attribute clicks). Then, a 

run-based measure can be defined as 

 R =
NALT ,R ! NATT ,R

NALT ,R + NATT ,R

 . (4.9) 

We also examine a related measure that accounts only for the longest attribute or alternative 

runs, or the “maximum run” measure, defined as 

 M = LALT ! LATT
LALT + LATT

 , (4.10) 
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where LALT  and LATT  measure the number of clicks in the longest alternative or attribute runs, 

respectively. 

In Section 5.3, we study several versions of the metrics and weight functions discussed 

here to examine if they provide support for the main conclusions that emerge from our baseline 

specification using traditional PATTERN. 

5.  Results 

Our results are presented in three steps. In Section 5.1, we present model comparisons between 

the latent and observed versions of information processing pattern, followed by comparisons to 

determine whether joint modeling of outcomes and endogeneity are supported by the data. In 

Section 5.2, we interpret the parameter estimates of the best fitting model to examine whether H1 

and H2 are supported. Then, in Section 5.3 we introduce several alternative measures of 

information processing, and use them to test whether H1 and H2 are robust across specifications. 

5.1 Model Comparisons 

Estimated log-marginal likelihoods for our baseline models M1  and M 2 , given in equations 

(4.1) and (4.4), respectively, are presented in Table 3. A direct comparison between these models 

reveals that the data strongly support the latent specification. The difference in log-marginal 

likelihoods implies posterior odds in favor of the latent variable model M1  versus M 2  of 

roughly 8519:1. Given this set of three models, the log-marginal likelihoods suggest that the 

posterior probability that M1  is the correct model is 0.99873 while the corresponding probability 

for M 2  is 0.00012. This is strong evidence that that the relationships in our setting are better 

captured at the underlying latent utility level than by the observed processing pattern. The key 

distinction between the observed data model,M 2 , and the latent data specification, M1 , is the 

way in which yiIP
*  enters the model for yiPB . 
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Table 3. Model Comparisons 

Model Xi   ln f y |Mk( )  Pr Mk | y( ) 4 
Latent data endogeneity model  

 Xi =
!xi1 0 0

0 !xi2 yiIP
*

"

#
$
$

%

&
'
'

  -1471.80 (0.02) 0.99873  

Observed data endogeneity model  

 Xi =
!xi1 0 0
0 !xi2 yiIP

"

#
$$

%

&
''   -1480.85 (0.02) 0.00012 

Independent equations model  

 Xi =
!xi1 0
0 !xi2

"

#
$$

%

&
''   -1478.57 (0.01) 0.00115 

 
The indirect relationship in M 2 , where the latent yiIP

*  first determines the observed yiIP  

through the nonlinear censoring mechanism in (4.2) and only then affects propensity to buy yiPB , 

is not supported by the results in Table 3. Instead, the data strongly favor M1 , where the full 

magnitude of yiIP
* , even values whose extent is driven by observed covariates and unobserved 

factors outside the !1,1[ ]  interval, is relevant for customers’ decisions. An important practical 

implication for future empirical work on information processing and purchase behavior is that 

including observed PATTERN as a regressor may not be fully adequate and that a random utility 

specification may be preferable. This possibility has not been studied in the literature previously, 

but appears to be strongly supported by the model comparison results. 

Table 3 also presents the log-marginal likelihood for modelM 3 , which is a simplification 

of M1  intended to test whether joint modeling of the outcomes and endogeneity are indeed 

important features of the setting. ModelM 3  captures the notion that information processing 

pattern and propensity to buy can be modeled independently because the model does not include 

Ω
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ω ω
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⎝ ⎠
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yiIP
*  or yiIP  as regressors in the equation for yiPB

* , and rules out correlation in the errors. Model 

M 3  performs worse than model M1 , with posterior odds of 871:1 in favor of M1  (implying that 

the posterior probability of M 3  given the data is 0.00115), a result which strengthens the case 

for joint modeling and estimation and supports key modeling aspects such as accounting for 

endogeneity, modeling at the level of the underlying latent variables, and allowing for correlation 

in the errors. These are new results in the literature and provide a platform for understanding the 

interaction pathways at the point of purchase.  

We also estimated a model in which yiPB  depends not only on the type of processing yiIP
* , 

but also on the quantity of search, i.e., on the number of clicks customer i has completed. The 

marginal likelihood for that model was estimated to be -1474.35, which was lower than that of 

model M1 . Quantity was not significant in the propensity to buy equation. Taken together, these 

results indicate that the presence of a quantity variable is not supported by the data and that the 

original specification is more appropriate. 

5.2 Parameter Estimates 

Parameter estimates for the benchmark model  are presented in Table 4. Inferences are based 

on an MCMC simulation run of length 10,000 draws, following a burn-in cycle of 1,000 

iterations. Consistent with H1, we find that shoppers who employ alternative-based information 

processing patterns are likely to have a higher propensity to purchase than shoppers who employ 

attribute-based patterns. This relationship is supported by the data and found to have a robust 

effect across specifications. In the baseline model, the effect of yiIP
*  has a posterior mean of 0.27 

with posterior standard deviation of 0.05. The values of !  and the error covariance !12  provide 

                                                                                                                                                       
4 Given this set of models, the posterior model probabilities are computed from the posterior odds ratios discussed in 
Section 4.3 assuming that the models are a priori equiprobable.  

1M
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strong evidence, as do the model comparisons, that the equations should be treated jointly and 

that correlation in the errors must be properly accommodated. 

Table 4. Parameter Estimates for Model  
Parameter Covariate Mean SD 95% Interval Inefficiency 

 eq. 1: intercept 0.96 0.08 (0.81, 1.11) 2.02 
 price category -0.79 0.12 (-1.03, -0.56) 1.31 
 eq. 2: intercept -0.22 0.05 (-0.32, -0.11) 4.10 
 yiIP

*  0.27 0.05 (0.17, 0.35) 7.36 
  2.51 0.18 (2.18, 2.90) 3.50 
  -0.45 0.11 (-0.66, -0.24) 14.11 

 
The results in Table 4 also support H2, the conjecture that customers in the low price 

category tend to process information in alternative-based processing patterns. Specifically, the 

coefficient on price category has a posterior mean of -0.79 with a posterior standard deviation of 

0.12. Because of the correlation in the errors and the non-linearity in the relationship between yi
*

and yi , interpretation of the magnitude of that coefficient in practical terms is not 

straightforward. However, the simulation techniques presented in Chib and Jeliazkov (2006) and 

Jeliazkov et al. (2008) allow for uncomplicated simulation-based evaluation of the marginal 

effect. In particular, covariate effect estimation proceeds as a forecasting problem in which, 

given a draw  from the posterior, a value of yi
*  is generated and converted to yi  for both the 

high and low price categories. Performing this simulation multiple times and averaging the 

resulting differences between the high and low price categories simulated values of  gives an 

estimate of the average effect of the exogenous covariate price category and is a useful way to 

interpret the magnitude of the coefficient on price category. Using this simulation approach, we 

have been able to determine that yiIP  increases by approximately 0.35 when price category is 

changed from 1 (high) to 0 (low) suggesting that shoppers who select the lower price category 

are more likely to employ alternative-based processing patterns (consistent with price aversion). 

1M

β

11ω
12ω

ψ
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Because of the endogeneity in the model, a change in this covariate also has an effect on , 

which increases by approximately 0.09. Both of these effects are of sufficiently high magnitudes 

that they should be of interest to website marketing managers. 

Furthermore, Table 4 lists the inefficiency factors for the model parameters, which show 

that the MCMC algorithm exhibits good mixing and convergence properties. The inefficiency 

factors approximate the ratio of the numerical variance of the posterior mean from the correlated 

MCMC draws relative to that from hypothetical independent draws (the latter quantity can be 

obtained by the method of batch means). Values close to 1 indicate approximate iid sampling. 

Researchers familiar with MCMC sampling in latent data models will recognize that the chain is 

performing very well – mixing is better for parameters that rely less on latent data (as in the first 

equation of the model) and tends to be somewhat slower for parameters that depend on latent 

data (e.g., the elements of !  in the second equation and !12 ). The performance of the MCMC 

algorithm was further verified in a set of MCMC runs with different lengths and starting points. 

5.3 Results Based on Alternative Measures of Information Processing 

Results from the original PATTERN measure of equation (3.1) are reproduced in row 1 of Table 

5, followed by results from models using the alternatives discussed in Section 4.4. Results for 

“rational” PATTERN are given in row 2 of Table 5. The modification affected few individuals, 

and hence the correlation between the two measures was very high, 0.996, leading to nearly 

identical conclusions. 

Table 5 further presents results from a variety of weighted measures constructed as in 

equation (4.7) for various settings of !  and !  in (4.8). Weights that emphasize different degrees 

of recency-based behavior (! > 0 ,! = T ) are studied in rows 3-6, whereas results from primacy-

based weights (! > 0 , ! = 1 ) are given in rows 7-10 of Table 5. (Recall that when ! = 0 , 

iPBy
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equation (4.7) reduces to (3.1)). Inverted U-shaped and U-shaped weights are applied in rows 11 

and 12 of Table 5, whereas results for several differential weights are given in rows 13-16. 

Finally, regressions from the runs measures of equations (4.9) and (4.10) are presented in rows 

17 and 18. An examination of the evidence in all 18 rows of Table 5 suggests that the different 

metrics offer unanimous support for H1 and H2 and support the main conclusions that emerged 

from the baseline specification involving PATTERN.5 

6.  Discussion 

Our results support the key hypotheses motivating this paper—that alternative-based processing 

is associated with higher propensity to buy and that shoppers in the low price category tend to 

process information in alternative-based patterns. The results also support the latent version of 

PATTERN over its traditional counterpart and reveal that joint modeling of information 

processing pattern and buying behavior is important at the point of purchase. These results have 

important implications for basic research in information processing and managers.  

To the best of our knowledge, our main finding that alternative-based processing is 

associated with increased propensity to buy, is the first empirical result on this relationship, 

particularly in a field setting. This result offers a link between the experimental information 

processing studies over the last four decades and propensity to buy in a field setting. By 

connecting these studies with propensity to buy, our results can generate a set of managerial 

strategies whose effectiveness can be explored at the point of purchase. For example, one 

antecedent condition for processing pattern studied in the information processing literature is 

complexity of the task environment (e.g., the number of alternatives, attributes, the dissimilarity

                                                
5 The main conclusions were subjected to an additional robustness check; we re-estimated model M1  after 
eliminating shoppers with fewer than 5 clicks. The results obtained from the subsample were consistent with those 
from the full data sample, and supported both H1 and H2. 
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Table 5. Results for Models Employing New Processing Pattern Measures 
Description of yiIP  Variable Coefficient 

on yiIP
*  

Price 
Category 

Coefficient 

H1, H2 
Supported? 

Description of yiIP  Variable Coefficient 
on yiIP

*  
Price 

Category 
Coefficient 

H1, H2 
Supported? 

H1 H2 H1 H2 

1. Traditional PATTERN 0.27 
(0.17, 0.36) 

-0.78 
(-1.01, -0.54) Yes Yes 

10. Primacy weighted; 
! = 1 , ! = 1  

0.16 
(0.09, 0.24) 

-1.11 
(-1.41, -0.81) Yes Yes 

2. “Rational” PATTERN: 
excludes clicks after completing 
a row or column 

0.21 
(0.13, 0.29) 

-0.92 
(-1.20, -0.65) Yes Yes 

11. Inverted-U weights: 
! = 1 , ! = median  

0.21 
(0.12, 0.29) 

-0.94 
(-1.22, -0.66) Yes Yes 

3. Recency weighted: 
! = 0.25 , ! = T  

0.21 
(0.13, 0.29) 

-0.87 
(-1.15, -0.59) Yes Yes 

12. U-shaped weights: ! = 1 , 
! = nearest endpoint  

0.21 
(0.13, 0.30) 

-0.90 
(-1.18, -0.63) Yes Yes 

4. Recency weighted: 
! = 0.5 , ! = T  

0.21 
(0.12, 0.28) 

-0.85 
(-1.14. -0.56) Yes Yes 

13. Differential weight (1st half) 
wt = 2  for 1st ½ of clicks;  
wt = 1  for 2nd ½ of clicks 

0.21 
(0.12, 0.29) 

-0.94 
(-1.22, -0.68) Yes Yes 

5. Recency weighted: 
! = 0.75 , ! = T  

0.20 
(0.12, 0.28) 

-0.84 
(-1.14, -0.54) Yes Yes 

14. Differential weight (2nd half) 
wt = 1  for 1st ½ of clicks;  
wt = 2  for 2nd ½ of clicks 

0.21 
(0.13, 0.29) 

-0.91 
(-1.18, -0.63) Yes Yes 

6. Recency weighted:  
! = 1 , ! = T  

0.21 
(0.13, 0.28) 

-0.85 
(-1.17, -0.54) Yes Yes 

15. Differential weight (1st 1/3): 
wt = 2  for first 1/3 of clicks; 
wt = 1  for remaining 2/3 

0.21 
(0.12, 0.29) 

-0.94 
(-1.22, -0.67) Yes Yes 

7. Primacy weighted: 
! = 0.25 , ! = 1  

0.20 
(0.11, 0.28) 

-1.00 
(-1.28, -0.73) Yes Yes 

16. Differential weight (2nd 2/3): 
wt = 1  for first 1/3 of clicks; 
wt = 2  for remaining 2/3 

0.21 
(0.13, 0.29) 

-0.91 
(-1.18, -0.64) Yes Yes 

8. Primacy weighted:  
! = 0.5 , ! = 1  

0.19 
(0.11, 0.27) 

-1.05 
(-1.34, -0.77) Yes Yes 17. “Runs” measure 0.14 

(0.09, 0.19) 
-1.64 

(-2.12, -1.16) Yes Yes 

9. Primacy weighted: 
! = 0.75 , ! = 1  

0.18 
(0.10, 0.26) 

-1.08 
(-1.37, -0.79) Yes Yes 18. “Maximum run length” 

measure 
0.28 

(0.18, 0.38) 
-0.74 

(-0.96, -0.53) Yes Yes 
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of the options, etc.). While posting additional products on a commercial website may help to 

boost sales by serving a wider audience, it also increases the complexity of the choice task and 

may promote attribute-based processing patterns and lower propensity to buy. Our work provides 

a first step towards quantifying these trade-offs that could aid management in its pursuit of an 

optimal website design. An example of such facilitation is occasionally, although not often, 

found in business practice. For instance, Apple’s website recommends particular iPods for 

certain types of use – iPod shuffle for clipping a light-weight model to a sleeve, belt, or gym 

clothing (for ultra-portability), the iPod nano for those who want to shake, shuffle, and roll 

(music lovers), the iPod classic for music, movies, podcasts, and audio books, and the iPod touch 

for internet browsing, games, videos, and songs.  

Similar managerial implications can be derived from our second finding, namely that 

consumers in the low-price category are more likely to employ alternative-based processing and 

have a higher propensity to buy than shoppers in the high-price category. The practical appeal of 

using this finding as a targeting device is the ease with which price category can be observed, as 

it does not require additional tracking or sophisticated computation required for pattern of 

information processing. Prices and other product attributes should be highly visible to enable 

low-price category shoppers to quickly find an acceptable product and employ an alternative-

based evaluation that ensures that the product does not have any negative facets that deter 

purchase. In the high price category, visible prices and other product attributes would allow 

customers to easily identify similarly priced alternatives so that they can efficiently conduct an 

attribute-based evaluation that allows them to understand the trade-offs required to attain best 

value. 
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The implications of our findings are relevant not only to websites, but brick-and-mortar 

stores as well. Imagine two similar consumers who are interested in products displayed in a 

particular product category, however one consumer is more interested in a specific product and 

has some questions about its features (alternative-based processing) while the other is interested 

in how three different products compare on several features (attribute-based processing). Based 

on our results, a salesperson should, ceteris paribus, expect that the customer who is interested in 

one product will be more likely to buy, and that the other customer should be asked clarifying 

questions (intended use, expected quality, etc.) and given recommendations so as to quickly 

focus on just one or two alternatives and help transition to alternative-based processing. We 

expect that our results will generalize across product categories, retailers, and consumers, 

although further empirical work is warranted in order to understand the idiosyncrasies of each 

specific setting.  

Methodologically, our conclusions are that joint modeling is important and equally if not 

more importantly that the latent variable specification of PATTERN is better than conditioning 

on its observed counterpart. This finding will be important for future information processing 

studies that study processing patterns in lab-based and online shopping settings wherein there 

may be unobserved consumer background variables, which can influence information processing 

patterns and propensity to buy. Because our data collection setting involves shoppers who 

arrived online to either purchase or not purchase in a durable product category we have one 

observation per shopper, consequently we are unable to allow for heterogeneity across shoppers 

in the impact of information processing patterns on propensity to buy or the impact of price-

category on information processing patterns. The focus of the current work is to establish the 

basic relationships between PATTERN and propensity to buy, and price categories and 
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PATTERN. Important future advances would be enabled by considering segments of consumers 

whose processing strategies or cognitive costs vary, e.g., those in Table 2, and longitudinal 

studies designed to understand and better account for heterogeneity across shoppers and dynamic 

aspects of decision making such as state dependence, evolution of tastes, habit formation, or 

learning. One benefit of the model considered herein is that it can be inserted as a component in 

a larger hierarchical model. In particular, embedding our current model as a layer in a 

hierarchical multinomial choice model can provide guidance not only about whether a customer 

will buy, but also, conditionally upon buying, about what product will be purchased. We hope 

that future research on these issues will build on our efforts.  

APPENDIX: MCMC Estimation Algorithm and Prior Specification 

Estimation Approach 

Under the prior distributions ( ) ( )0 0| ,N Bπ β β β=  and ( ) ( ) { }0 0 22, 1 1IW r Rπ Ω ∝ Ω = , we 

develop a Markov chain Monte Carlo (MCMC) estimation algorithm which recursively samples 

the full-conditional distributions of β , Ω , and the latent data { }*iy . The MCMC algorithm 

includes the latent data explicitly so as to facilitate estimation. The approach proceeds as follows. 

Algorithm 1: MCMC Estimation 

1. Sample 
 
! | y*,"#$ %& ! N

"
!,
"
B( ) , where 

 

!
B = B0

!1 + "Xi#
!1Xii$( )!1  and 

 

!
! =
!
B B0

"1!0 + Xi#
"1yi

*
i$( ) . 

2. Sample ! | y*,"#$ %&  by drawing  !11"2 ! IW r0 + n,Q11( )  and ( )1 1
12 22 21 112 22~ ,N Q Q Qω ω− −

⋅  

where 1
11 2 11 12 22 21ω ω ω ω ω−
⋅ ≡ −  and ( )( )1 * *

0 i i i ii
Q R y X y Xβ β− ′= + − −∑ , from which Ω  

can be recovered directly. 
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3. For  i = 1,…,n , sample  yiIP
* | yiPB

* , yiIP ,!,"#$ %& ! TNSi
µ1|2 ,V1|2( ) , where the region iS  of the 

truncated normal distribution is implied by the censoring of yiIP , and 1|2µ  and 1|2V  are the 

usual conditional moments; at each step also sample  yiPB
* | yiIS

* , yiPB ,!,"#$ %& ! TNSi
µ2|1,V2|1( ) , 

where iS  is the region ( )0,∞  if yiPB = 1  and ( ),0−∞  otherwise. 

The first step in Algorithm 1 follows the sampling of seemingly unrelated regression models (see 

Chib and Greenberg 1995), the second step follows from the properties of the inverse Wishart 

distribution (Dreze and Richard 1983; Chib, Greenberg, and Jeliazkov 2009), and the final step 

exploits the data augmentation techniques proposed in Chib (1992) and Albert and Chib (1993). 

Training Sample Priors 

The prior densities in our application are determined through a training sample approach (for an 

overview, see O’Hagan 1994 or Greenberg 2008). We take 150 observations (roughly one-sixth 

of our data) as a training sample, while the remainder is retained as a comparison sample. The 

data in the training sample are used to construct a first-stage posterior distribution that in turn 

will be used as a proper informative (training sample) prior when analyzing the comparison 

sample. This approach takes advantage of the Bayesian updating principle and uses all available 

information in the sample – the eventual posterior distribution combines information from the 

training sample prior with information from the comparison sample, which is embodied in the 

likelihood. This technique is also appealing because of its neutrality on the signs and magnitudes 

of covariate effects. To be cautious, however, we have conducted local sensitivity analysis to 

ensure that the size of the training sample does not alter the model rankings, parameter estimates, 

or the substantive conclusions of our paper. This was done by varying the size of the training 

sample by up to one-half its original size and examining the resulting model rankings to ensure 
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that they do not change. Varying the setup in this way did not change model rankings, with M1  

always leading M 2  and M 3  with a log-marginal likelihood difference of at least 6. 
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