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ABSTRACT OF THE DISSERTATION  

 

Dissecting the roles of IRFs in  

de novo enhancer formation in macrophages 

 

by  

 

Carolina Chavez 

Doctor of Philosophy in Molecular and Medical Pharmacology 

University of California, Los Angeles, 2023 

Professor Alexander Hoffmann, Co-Chair 

Professor Thomas G. Graeber, Co-Chair 

 

 

Macrophages exposed to immune stimuli reprogram their epigenomes to alter 

subsequent functions. Here, we have dissected the roles of interferon regulatory factors (IRFs) 

in innate immune de novo enhancer formation. We found that upon transient endotoxin 

exposure, such enhancers may remain poised for days. Endotoxin-activated IRF3 induces only 

a small number of de novo enhancers directly, but it is indirectly required for the formation of a 

large number of enhancers via type I interferon-induced ISGF3. However, ISGF3 is unable to 

trigger enhancer formation by itself – it must cooperate with NFκB-induced IRF1. In type II IFN, 

IRF1 induces enhancer formation by cooperating with GAF. We found that IRF1 is particularly 

required in locations that show less chromatin accessibility in naïve macrophages, and a fine 

timecourse revealed that IRF1 is required for the initial opening of chromatin before ISGF3 

extends it and recruits enzymes to deposit H3K4me1 marks. Our results reveal an IRF1-

mediated combinatorial logic gate to provide innate immune memory formation in cells exposed 
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to pathogen or activated IFNγ-secreting T cells, but not bystander macrophages that benefit 

from the transient anti-viral message of type I interferon. 
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CHAPTER 1: INTRODUCTION 

1.1 Innate immune memory  

Immune responses are classically divided into innate and adaptive immunity. Innate 

immune cells react rapidly to pathogen associated molecular patterns (PAMPs) or damage 

associated molecular patterns (DAMPs) and can in turn coordinate the activation and 

recruitment of adaptive immune cells (Sheu et al. 2019). Responses by adaptive immune cells 

are slower to develop but result in immunological memory, resulting in a stronger and more 

rapid response to subsequent exposure to the same pathogen (Charles A Janeway et al. 2001).  

Macrophages are a critical cell type of the innate immune system that can respond to PAMPs 

and DAMPs by inducing stimulus-specific signaling programs which will result in the activation 

of transcription factors, secretion of cytokines, and transcription of genes that will facilitate 

pathogen clearance or activation of the adaptive immune system (Ahmed et al. 2022). 

While adaptive immune cells can develop pathogen-specific and long-term immune 

responses, the dogma that only adaptive immune cells can build memory has been challenged 

by studies showing that innate immune cells can mount resistance to reinfection (Netea et al. 

2016). This innate immune memory in macrophages can be observed in the well-established 

phenomenon of endotoxin-induced tolerance, a transient unresponsive state where cells are 

unable to respond to further challenges (Biswas and Lopez-Collazo 2009), or the potentiation of 

gene expression to subsequent immune challenges (Rodriguez et al. 2019) (Figure 1.1). 

Evidence of this reprogramming has been observed in macrophages by signaling through 

pathogen recognition receptors (PRRs) such as toll-like receptors (TLRs) or interferon (IFN) 

receptors for Type I (IFNβ) or Type II (IFNγ) IFNs (Cheng et al. 2019; Kang et al. 2019; Foster 

et al. 2007; van der Heijden et al. 2018).   
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Early evidence of trained immunity was observed in mice that demonstrated protection 

after a β-glucan injection, subsequently surviving a lethal injection of Staphylococcus aureus 

(Bistoni et al. 1986). Since then, multiple studies in humans have revealed heterologous 

protection by β-glucan vaccine to influenza and other viral infections, or by vaccines against 

measles-mumps-Rubella (MMR), oral polio vaccine (OPV), or influenza (Kaufmann et al. 2022; 

Ziogas and Netea 2022). The innate immune memory associated with these responses has 

been correlated with the epigenetic reprogramming of monocytes and macrophages (Foster et 

al. 2007; Ostuni et al. 2013; Yoshida et al. 2015; Quintin et al. 2012; Saeed et al. 2014). 

Clinically, epigenetic targeting of these processes has been explored to ameliorate inflammation 

and tissue damage in rheumatoid arthritis, asthma, encephalomyelitis, chronic kidney disease, 

and cancer (Rodriguez et al. 2019). This dissertation will focus on the stimulus-responsive 

transcription factors that elicit epigenetic reprogramming of macrophages by IFN or TLR 

signaling that lead to innate immune memory.  

 

Figure 1.1. Schematic diagram of innate immune memory. Epigenetic reprogramming via 

the stimulus-responsive generation of de novo enhancers leads to potentiated gene expression 

responses to subsequent heterologous stimulation. In contrast, epigenetic reprogramming via 

the stimulus-responsive deposition of repressive marks may lead to dampening of the 

inflammatory response, also known as tolerance.    
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1.2 Type I and type II interferon signaling  

The interferons (IFNs) constitute a family of cytokines that were discovered because of 

their potent antiviral properties (Honda et al. 2006). Subsequent classification has delineated 

them into Type I (IFNα/β), Type II (IFNγ) and Type III (λ) IFNs, each contributing uniquely to 

cellular processes such as cell proliferation, apoptosis, inflammation, and adaptive immunity 

(Michalska et al. 2018). Although Type I and Type II IFNs utilize distinct receptors, both activate 

Janus kinase (JAK)-dependent phosphorylation of signal transducer and activator of 

transcription (STAT) and induce expression of interferon stimulated genes (ISGs).  

Type I, including IFNα and IFNβ, are elicited in response to microbial stimuli detected by 

pattern recognition receptors (PRRs). IFNβ is secreted by infected cells to induce a gene 

expression program that confers an antimicrobial state in both the infected and neighboring cells 

(Ivashkiv and Donlin 2014). The binding of IFNβ to its receptor IFNAR1 and IFNAR2 activates 

JAK1 and TYK2 kinases, leading to the phosphorylation of STAT1 and STAT2 (Figure 1.2). This 

results in the formation of a heterotrimeric complex with IRF9, known as ISGF3, which binds to 

the IFN-stimulated response element (ISRE) sequence, GAAANNGAAACT (Cohen et al. 1988; 

Schmid et al. 2010). In macrophages, innate defenses in the infected cells and neighboring cells 

is dominated by IFNβ responsive ISGF3 (Ourthiague et al. 2015). 

Type II IFN, predominantly IFNγ, is produced in response to foreign antigens by T 

lymphocytes and natural killer (NK) cells (Michalska et al. 2018). Macrophages conditioned with 

IFNγ have been termed “classically activated” M1 macrophages and are skewed towards a pro-

inflammatory phenotype (Murray and Wynn 2011). Binding of IFNγ to receptor complex IFNGR1 

and IFNGR2 activates JAK1 and JAK2 kinases, leading to the phosphorylation of STAT1 and 

formation of homodimer of STAT1 (GAF) (Figure 1.2). GAF binds to the γ-IFN activated site 

GAS, the palindromic sequence TTTC(N)2-4GAAA (Decker et al. 1997; Ramsauer et al. 2007; 

Sekrecka et al. 2023). Notably, however, high doses of type I IFN can also activate GAF 
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(Kishimoto et al. 2021) (Figure 1.2). Whether high doses of IFNγ can also activate ISGF3 in 

macrophages has not been reported.  

IFNγ-induced STAT1 activation and the downstream transcriptional network lead to 

remodeling of the epigenome that alters gene transcription (Ivashkiv 2018). IFNγ induces 

formation of several hundred of enhancers that persist for at least 48 hours after removal of 

IFNγ (Ostuni et al. 2013). This priming of regulatory elements allows for sustained 

transcriptional responses to a secondary stimulus, thereby conferring short-term transcriptional 

memory. The exploration of mechanisms underlying enhancer formation by interferons holds 

significant interest, offering potential avenues for identifying therapeutic targets.    

 

 

Figure 1.2. Type I and Type II IFN signaling pathways. Type I IFNs, such as IFNβ, signals 

through IFNAR to activate ISGF3, and at high enough doses, it can also activate GAF. Type II 

IFNs, such as IFNγ, signals through IFNGR to activate GAF. ISGF3 or GAF translocate to the 

nucleus to bind to ISRE or GAS sequences, respectively, and activate transcription of ISGs. 

Figure created with Biorender.  
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1.3 TLR4 signaling 

Toll-like receptors (TLRs) are type I transmembrane proteins that recognize a variety of 

PAMPs and elicit immune responses, including the secretion of IFNβ. To date, there are 10 

known TLRs in humans and 12 in mice (Tamura et al. 2008). All TLRs initiate downstream 

signaling by recruiting adaptor proteins, such as myeloid differentiation primary-response 

protein 88 (MyD88) and TIR domain-containing adaptor inducing IFNβ (TRIF) (Tamura et al. 

2008).  

TLR4 is a cell surface receptor that recognizes endotoxins from gram-negative bacteria, 

such as the lipopolysaccharide LPS. Notably, TLR4 is unique among TLRs in its ability to 

activate both, the MyD88 and the TRIF pathways, which in turn activate downstream families of 

transcription factors NFκB and IRFs, respectively (Tamura et al. 2008). TRIF recruits non-

canonical IKKs known as TBK1 and IKKε via TRAF3 to activate the IRF3 transcription factor. 

Once phosphorylated and dimerized, IRF3 translocates to the nucleus to induce the 

transcription of IFNβ and other genes (Kawai and Akira 2010).  

The detection of endotoxin triggers a robust inflammatory response, but excessive 

inflammation can lead to a state of tolerance (Biswas and Lopez-Collazo 2009). However, the 

Medzhitov group elucidated two set of gene programs initiated by LPS: the silencing of pro-

inflammatory genes and the priming of antimicrobial effectors (Foster et al. 2007). Notably, the 

promoters of antimicrobial genes exhibit increased tri-methylation of lysine 4 of histone H3 

(H3K4me3) and chromatin accessibility, leading to faster and more robust induction of these 

genes.  

Similarly, our studies have also shown that LPS induces mono-methylation of lysine 4 of 

histone H3 (H3K4me1) at hundreds of genomic locations, an epigenetic mark indicative of 

enhancers (Cheng et al. 2021). LPS activates NFκB with non-oscillatory dynamics, inducing 
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hundreds of de novo enhancers (Cheng et al. 2021). A second set of hundreds of de novo 

enhancers are associated with ISREs, the cognate motif for IRFs.  Which IRF family members 

regulate de novo enhancer formation and subsequent gene expression responses remains 

unknown.  
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1.4 Chromatin remodeling of de novo enhancers 

DNA is organized into nucleosomes wrapped around histone octamers, compacted in 

the nucleus in the form of chromatin (Chen et al. 2020). Heterochromatin is characterized by 

tightly compacted nucleosomes that inhibit the entry of transcription factor machinery and gene 

transcription. Chromatin undergoes structural alterations to “loosen” the DNA from nucleosomes 

and transition from an inactive to an active transcription state. This is initiated by pioneer 

factors, transcription factors that can bind to closed chromatin and recruit enzymes that displace 

nucleosomes or deposit epigenetic marks on nearby core histones or polymerases that initiate 

gene transcription.  

Nucleosome-free regions in functional sequences regulate gene expression; promoters 

are located proximal to the transcription start site (TSS), while enhancers are distal to genes 

(Chen et al. 2020). Chromatin in different functional classes are segregated spatially by 

chromatin associations to nuclear bodies, where active chromatin is typically closer to nuclear 

speckles (Yildirim et al. 2022). Proximity to nuclear speckles promotes interactions between 

promoters and enhancers and act as hubs for transcription factor machinery (Kim et al. 2019; 

Yildirim et al. 2022). One enhancer typically regulates many genes, and one gene is typically 

regulated by many enhancers. This inherent many-to-many complexity poses challenges in 

identifying the gene target of a specific enhancer within the regulatory landscape.  

Lineage determining transcription factors (LDTFs), such as PU.1, play critical roles in 

macrophage lineage development and the maintenance of macrophage-specific enhancers 

(Chen et al. 2020; Mayran and Drouin 2018). Until recently, it was believed that the enhancer 

repertoire of a differentiated cell is fixed by the presence of LDTFs. However, recent evidence 

suggests that macrophages can undergo epigenetic reprogramming in response to immune 

challenges, regulated by signal-dependent transcription factors (SDTFs) (Ostuni et al. 2013; 

Cheng et al. 2021; Comoglio et al. 2019).  
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In macrophages, latent or de novo enhancers represent chromatinized genomic regions 

that are opened in response to stimuli, increasing their accessibility and gaining H3K4me1, a 

marker of enhancers (Ostuni et al. 2013). The formation of de novo enhancers in response to 

cytokines or PAMPs is mediated by stimulus-dependent transcription factors (SDTFs) (Ostuni et 

al. 2013; Kaikkonen et al. 2013; Comoglio et al. 2019; Cheng et al. 2021). Active enhancers 

also have H3K27ac marks, while poised enhancers lack this epigenetic mark (Chen et al. 2020). 

The persistence of H3K4me1 even after removal of the initial activation suggests that this 

epigenetic memory reprograms the macrophage’s subsequent stimulus-responses, potentiating 

expression of immune response genes (Netea et al. 2016).   

The underlying mechanism of de novo enhancer formation involves several 

distinguishable phases (Figure 1.3). First, SDTFs bind to cognate sequences within 

nucleosomal DNA which might be closed or pre-primed with LDTFs binding (Ostuni et al. 2013). 

Next, a phase of binding stabilization in conjunction with nucleosomal opening increases 

chromatin accessibility within minutes, potentially in cooperation with chromatin remodeling and 

enzymes such as SWI/SNF (SWItch/Sucrose Non-Fermentable) or FACT (Facilitates Chromatin 

Transcription) (Kim et al. 2022), and pioneer factors such as PU.1. Following this, RNA 

polymerase II is recruited to transcribe these enhancer regions, referred to as eRNAs 

(Kaikkonen et al. 2013). Finally, SDTFs may contribute to the recruitment of chromatin modifiers 

resulting in the deposition of H3K4me1 within hours after stimulation (Figure 1.3) (Mayran and 

Drouin 2018; Ostuni et al. 2013; Kaikkonen et al. 2013).  

Our studies showed that the formation of de novo enhancers is stimulus-specific (Cheng 

et al. 2021). NFκB induces hundreds of de novo enhancers, but only when it is activated with 

non-oscillatory dynamics (Cheng et al. 2021). This dynamic requirement ensures that enhancer 

formation is restricted to MyD88-mediated signals emanating from bacterial PAMPs, such as 

LPS, but not, paracrine TNF, which activates NFκB with oscillatory dynamics. A second set of 
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hundreds of de novo enhancers are associated with ISREs, the cognate motif for the family of 

interferon regulatory factors (IRFs). This dissertation will focus on identifying which IRFs are 

required for de novo enhancer formation.  

 

 

Figure 1.3.  Model for de novo enhancer formation. Upon stimulation, signal dependent 

transcription factors (SDTFs) bind to closed and unmarked chromatin. Subsequently, these 

SDTFs may recruit additional transcription factors (TF) and chromatin modifiers to displace 

nucleosomes. The recruitment of other enzymes results in deposition of H3K4me1 or H3K27ac, 

effectively marking the enhancer as active. Active enhancers can potentiate gene expression of 

target genes.  
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1.5 The IRF family of transcription factors  

The interferon regulatory factors (IRFs) emerged as pivotal regulators of antiviral 

responses, initially discovered in 1988 (Miyamoto et al. 1988). They comprise nine family 

members with cell-type specific roles (Zhao et al. 2015; Yanai et al. 2012). Of these, IRF1, 

IRF3/IRF7, and IRF9 (part of the ISGF3 complex) are relevant for stimulus responses in murine 

M-CSF-differentiated bone marrow-derived macrophages (BMDMs) (Zhao et al. 2015).  

IRF1 was first identified as a transcriptional regulator of type-I IFNs (Fujita et al. 1988), 

and further studies have revealed a broad function of IRF1 in regulating inflammation, cell 

growth, apoptosis, and more recently, its influence on metabolic programs, control of the 

insulin/IGF signaling pathway following SARS-CoV-2 infection, and regulation of immunity to 

mycobacteria (Tamura et al. 2008; Shi et al. 2011; Shin et al. 2022; Alfarano et al. 2023; Rosain 

et al. 2023). IRF1 expression is induced by NFκB and GAF, the binding sites for which are 

found within the promoter region (Taniguchi et al. 2001). Upon TLR4 signaling, IRF1 expression 

is activated via NFκB, while Type II IFN activates it via GAF (Figure 1.4).  

IRF3 and IRF7 are pivotal regulators of IFNβ expression (Honda et al. 2006). IRF3 

resides in the cytosol, and upon infection it undergoes phosphorylation, dimerization, and 

nuclear translocation where it binds to consensus interferon response elements (IREs) to 

promote gene expression (Honda et al. 2006; Fujii 1999). IFNβ is secreted via IRF3 from 

infected cells and binds to IFNAR on the same or neighboring cells, which activates 

downstream transcription factor ISGF3. IRF7 is highly homologous to IRF3, but it is IFN-

inducible in an ISGF3-dependent manner (Sato et al. 1998), establishing a potential positive 

feedback loop wherein IRF3 induces IFNβ which signals the cells to induce IRF7 expression 

and further activates IFNβ (Sakaguchi et al. 2003). While the first PAMP-responsive IRF is 

IRF3, activation of ISGF3 dominates the subsequent gene expression response (Ourthiague et 

al. 2015).   
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The activation of IRFs downstream of LPS and IFN signaling has been heavily explored 

(Figure 1.4).  Our previous studies determined that about half of the LPS-inducible de novo 

enhancers are associated with ISRE motifs and are absent in an Irf3-/-Ifnar-/- double knockout 

that is defective in IRF3 and ISGF3 activity. However, a key impediment to dissecting the 

functional specificity of IRF is that all bind a highly conserved DNA sequence known as the 

interferon-sensitive response element (ISRE, direct repeats of GAAA), with only minor 

deviations (Ourthiague et al. 2015), resulting in potential compensation among family members. 

Furthermore, STAT proteins also bind to GAAA repeats and the STAT1 homodimer (GAF), 

responsive to IFNγ, binds an inverted repeat of this sequence (GAS element). Recent evidence 

corroborates our observation that IRFs can remodel the epigenome of macrophages (Song et 

al. 2021; Platanitis et al. 2022a; Zhang et al. 2015). Yet, the specific roles of IRF1, IRF3, ISGF3, 

and GAF in the epigenetic reprogramming of PAMP- and IFN-inducible responses is less well 

understood. 

 

 

Figure 1.4. Schematic diagram of IRF activation by TLR4 and IFN signaling. TLR4 

signaling triggers the activation of IRF3, resulting in the secretion of IFNβ and subsequent 

activation of ISGF3 via IFNAR. IRF1 is activated downstream of TLR4 signaling through NFκB, 

while it is activated downstream of IFNγ through GAF. High doses of IFNβ induce GAF 

activation, thereby activating IRF1.   
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1.6 Summary  

Here we combine a genetic approach with biochemical characterization of the IRF 

signaling network and epigenomic profiling to delineate the roles of IRF family members in de 

novo enhancer formation during the innate immune response. We found that only at a minority 

of de novo enhancers IRF3 acts directly, but its major role is indirect via IFN induction and 

consequent ISGF3 activation. However, ISGF3 requires the coordinated function of IRF1, which 

is activated by NFκB in cells responding to pathogen exposure, but not at IFNβ levels in which 

only ISGF3 is activated. We thus report a combinatorial requirement for ISRE-driven enhancers 

that ensures stimulus-specificity in epigenomic reprogramming. Indeed, IRF1 cooperates with 

GAF to trigger formation of de novo enhancers. We conclude that while IRF1 is a versatile 

chromatin remodeling SDTF, it must function combinatorially with other SDTFs to ensure that 

long-lasting epigenome remodeling is restricted to cells directly exposed to pathogen or when in 

proximity to adaptive immune cells secreting IFNy. 
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CHAPTER 2: RESULTS 

2.1. Molecular characteristics of de novo enhancers induced by endotoxin  

Our previous studies revealed that the endotoxin-induced de novo enhancers associated 

with ISRE motifs were abolished by the combined deficiency of IRF3 and ISGF3 (Cheng et al. 

2021). To dissect the contributions of IRF3 and ISGF3 in de novo enhancer formation, we 

stimulated BMDMs generated from WT, Irf3-/-Ifnar-/-, Ifnar-/-, and Irf3-/- mice with 100 ng/mL LPS 

for 8 hours. We performed chromatin immunoprecipitation sequencing (ChIP-seq) using an 

antibody against H3K4me1 and identified 4800 de novo enhancer regions by applying a cutoff 

for the false discovery rate (FDR) of <0.05 and for the log2 fold change (LFC) of >0.5 of triplicate 

data upon LPS stimulation in WT cells. The majority of these H3K4me1 regions were in 

intergenic and intronic regions, while a vast minority were found in TSS or exonic regions 

(Figure 2.1A). When considering knockout data, these 4800 de novo enhancers clustered into 

two major groups by unsupervised k-means clustering (Figure 2.1B): cluster 1 (C1) was 

enriched for IRF motifs whereas cluster 2 (C2) was enriched for NFκB motifs.   

Consistent with our previous findings (Cheng et al. 2021), we observed a significant loss 

of C1 IRF-associated de novo enhancer formation in Irf3-/-Ifnar-/- cells that are deficient in both 

ISGF3 and IRF3 activity (Figure 2.1B). Both, Ifnar-/- or Irf3-/- single knockouts also showed 

deficiencies in the formation of C1 IRF-associated de novo enhancers (Figure 2.1B), suggesting 

that both IRF3 and ISGF3 are required for IRF-associated enhancer formation.  

To further characterize these de novo enhancers, we examined published ChIP-seq 

datasets of H3K27ac, PU.1, and RNA Polymerase II (RNAPol II) on LPS-stimulated BMDMs 

(Ostuni et al. 2013). We found that about 80% of IRF-associated de novo enhancers acquire the 

H3K27ac modification at the 4-hour timepoint, with the basal signal detectable in 30% of latent 

locations (Figure 2.1C). The H3K27ac signal is transient, as it decreases from mean log2 RPKM 
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values of 2.7 at 4 hours to 1.6 at the 24-hour timepoint (Figure 2.1C). Similar numbers are 

observed for the NFκB-regulated enhancers of cluster C2, whereas 88% of promoter regions of 

LPS-inducible genes (LFC>0.5, data not shown) had detectable H3K27ac modification prior to 

stimulation (Figure 2.1C). In addition, RNAPol II occupancy at the basal state was higher in 

promoters (73%) than enhancers (4%) and was recruited similarly to the IRF- and NFκB- 

associated enhancers at four hours (Figure 2.1D).  

Another critical factor of macrophage gene expression is PU.1, which is required for 

macrophage differentiation, and it establishes macrophage enhancers to enable binding of 

SDTFs upon stimulation (Ghisletti et al. 2010; Heinz et al. 2010; Ostuni et al. 2013). Examining 

the endotoxin-induced de novo enhancers, we found that PU.1 binding is induced substantially 

to both C1 and C2 enhancers within 4 hours of LPS stimulation and persists for at least 24 

hours (Figure 2.1E). In contrast, PU.1 signals at LPS-inducible promoters are high before 

stimulation and barely inducible. Collectively, these results suggest that in contrast to LPS-

inducible promoters that are “pre-primed” with RNAPol II, PU.1, and H3K27ac, latent de novo 

enhancer regions are in a more inactive state, from which they must be activated by stimulus-

induced SDTFs that initiate chromatin remodeling.  

To investigate the longevity of the IRF- and NFkB- associated enhancers, we removed 

the LPS after an 8-hour stimulation and performed H3K4me1 ChIP-seq at different time 

intervals. Contrary to the transient H3K27ac epigenetic changes, the H3K4me1 marks remained 

relatively unchanged for at least 6 days post-stimulation in both C1 and C2 de novo enhancers 

(Figure 2.1F). The longer-lasting temporal dynamics of H3K4me1 suggests that these 

enhancers remain in a “poised” state that allows for activation to subsequent stimulus. 
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Figure 2.1. Latent de novo enhancers are in an inactive state prior to stimulation. (A) 

Genomic distribution of the H3K4me1 locations (LFC>0.5, FDR<0.05) induced by 8 hours of 

LPS (100 ng/mL) stimulation in BMDMs. (B) Heatmap of z-scored H3K4me1 ChIP-seq data 

after 8 hours of LPS stimulation of WT, Ifnar-/-Irf3-/-, Ifnar-/-, or Irf3-/- BMDMs. Clusters generated 

by unsupervised k-means were subjected to de novo motif analysis; top enriched sequences 
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are shown. (C-E) Box plots of log2 RPKM counts of ChIP-seq data for (C) H3K27ac, (D) RNA 

Pol II, or (E) PU.1 in the LPS-induced C1 or C2 de novo enhancers (GSE38377) or promoter 

regions of LPS-inducible genes (LFC>0.5). (F) Box plots of log2 RPKM normalized H3K4me1 

ChIP-seq on different time intervals after removal of the 8-hour LPS stimulation.    
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2.2. Enhancer formation deficiency in Irf3-/- BMDMs is due to the lack of ISGF3 activity  

Our results suggest that in response to endotoxin exposure, both IRF3 and ISGF3 are 

required for the formation of IRF-associated de novo enhancers. To further address the relative 

contributions of IRF3 and ISGF3, we investigated their respective roles in opening chromatin at 

the endotoxin-induced enhancer locations. We stimulated BMDMs for 2 hours with 100 ng/mL of 

LPS (WT and Ifnar-/-) or Lipid A (WT and Irf3-/-) and performed ATAC-seq. Knockouts of either 

factor showed deficiency in chromatin accessibility upon LPS stimulation of C1 but not C2 

enhancers (Figure 2.2A). However, when we analyzed ChIP-seq datasets for IRF3 on LipidA-

treated BMDMs (Tong et al. 2016) or for IRF9 in IFNβ-treated BMDMs (Platanitis et al. 2019), 

we found that while IRF9 was frequently found on C1 de novo enhancers (58%), IRF3 binding to 

C1 and C2 enhancers showed similar low frequency (~22%) (Figure 2.2B). These results 

suggest that IRF3’s role in de novo enhancer formation may be indirect, via IFNβ production 

that activates ISGF3. 

To further understand the role of IRF3 in formation of enhancers, we investigated ISGF3 

activity in Irf3-/- BMDMs by immunoblots of nuclear extracts. We observed a deficiency in the 

activation of ISGF3 subunits STAT1 and STAT2 in response to LPS (Figure 2.2C), in agreement 

with IRF3’s role in IFNβ production (Sakaguchi et al. 2003). Thus, deficiencies in enhancer 

formation observed in IRF3 knockout cells may be due to defects in ISGF3 activation. Thus, we 

rescued ISGF3 activation in Irf3-/- BMDMs by co-stimulating LPS-treated cells with 0.3 or 10 

U/mL of IFNβ at 1 hour of the LPS stimulation timecourse (Figure 2.2C). Co-stimulation with 10 

U/mL IFN showed similar nuclear pSTAT1 and pSTAT2 levels as LPS-treated WT cells. We 

therefore performed H3K4me1 ChIP-seq in Irf3-/- BMDMs stimulated with LPS or LPS+IFN 

(Figure 2.2D and 2.2E). We observed a 60% increase in H3K4me1 signal (on average) in the 

IRF-associated enhancers with the addition of IFN (p<0.001) (Figure 2.2D), while there was no 

statistical difference in the NFκB-associated enhancers (Figure 2.2E). These data indicate that 
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ISGF3 plays a greater role in the formation of enhancers, but there are some regions that might 

still require IRF3. 

 

Figure 2.2. IFNβ rescues ISGF3 activity in Irf3-/- BMDMs. (A) Boxplots of log2 RPKM counts 

of ATAC-seq at C1 or C2 enhancer locations in WT, Ifnar-/-, or Irf3-/- BMDMs treated with 100 

ng/mL of LPS or Lipid A for 2 hours. (B) Percentage of H3K4me1 peaks with IRF3 (GSE67357) 

or IRF9 (GSE115435) binding to C1 or C2 enhancers. (C) Immunoblots of pSTAT1, pSTAT2, 

and loading control p84 using nuclear extracts from WT and Irf3-/- BMDMs stimulated with LPS 

with the indicated addition of IFNβ at the one-hour timepoint. (D-E) Violin plots of log2 RPKM 

counts of H3K4me1 ChIP-seq for C1 or C2 enhancers. Statistical significance was determined 

by Wilcoxon rank-sum test. p-values: <0.05 *, <0.001 **, <0.0001 ***. 
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2.3. ISGF3 is required but not sufficient to form most IRF-associated enhancers  

To distinguish between de novo enhancers on the basis of their IRF3 involvement, we 

further classified the C1 enhancers into 3 different groups based on wildtype to Irf3-/- fold 

change differences (WT/Irf3-/-) ; C1.1 enhancers were deficient in Irf3-/- BMDMs and were not 

rescued by IFNβ (LFC >0.5 in LPS and LFC>0.5 in LPS+IFNβ); C1.2 enhancers were rescued 

by IFNβ (LFC >0.5 in LPS and LFC < 0.5 LPS+IFNβ); and C1.3 enhancers showed only a 

moderate decrease in Irf3-/- BMDMs (LFC <0.5 in LPS) (Figure 2.3A). Of the 1090 de novo 

enhancers substantially affected by IRF3-deficiency, we found that 870 were rescued by the 

addition of IFNβ (C1.2), while only 220 locations remained deficient in enhancer formation even 

in the presence of ISGF3 activation (C1.1) (Figure 2.3B). To determine if these regions were 

defective in chromatin opening, we examined ATAC-seq data from WT and Ifnar-/- BMDMs 

(LPS-treated) and WT and Irf3-/- BMDMs (Lipid A-treated). We observed that IRF3-regulated de 

novo enhancers (C1.1) were more defective in chromatin opening in Irf3-/- BMDMs than those 

that were rescued by IFNβ-induced ISGF3 (Figure 2.3C). Furthermore, IRF3 ChIP-seq levels 

were significantly higher in the IRF3-dependent enhancers (C1.1) than in C1.2 or C1.3 

enhancers (Figure 2.3D).  

Since the majority of locations seemed to be rescued by ISGF3, we then interrogated 

whether ISGF3 alone is sufficient to trigger the formation of these enhancers. We stimulated WT 

macrophages with IFNβ, which activates ISGF3 but not IRF3. Remarkably, IFNβ treatment 

induced any of the C1 subcategories of enhancers less than 0.2 log2 RPKM whereas LPS 

generally induced them more than 1.0 log2 RPKM (Figure 2.3E). These results suggested that 

ISGF3 requires an additional LPS-induced co-factor to produce de novo enhancers.  
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Figure 2.3. ISGF3 is required but not sufficient to form most IRF-associated enhancers. 

(A) Scatterplots indicating log2 RPKM H3K4me1 ChIP-seq counts of C1 locations on LPS-

stimulated WT BMDMs (x-axis) versus Irf3-/- (y-axis) (top) or additionally supplemented with 

IFNβ (bottom). Colors indicate three different groups determined by fold change cutoff 

thresholds of WT compared to Irf3-/- (WT/Irf3-/-); C1.1 (purple) LFC >0.5 in LPS and LFC>0.5 in 

LPS+IFNβ, C1.2 (orange) LFC >0.5 in LPS and LFC < 0.5 LPS+IFNβ, C1.3 (grey) LFC <0.5 in 

LPS. (B) Heatmap of z-scored H3K4me1 ChIP-seq signal in the C1 locations (n = 2112) on 

LPS-stimulated WT, Ifnar-/-, or Irf3-/- BMDMs or additionally supplemented with IFNβ. (C) 

Boxplots of log2 RPKM counts of ATAC-seq signal for C1.1, C1.2, or C1.3 enhancer locations in 

Lipid A stimulated WT or Irf3-/- BMDMs. (D) Boxplots of log2 RPKM counts of IRF3 ChIP-seq 

(GSE67357) for Lipid A-treated BMDMs at the C1.1, C1.2, or C1.3 enhancer locations. (E) 
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Boxplots of log2 RPKM counts of H3K4me1 ChIP-seq for WT BMDMs unstimulated, IFNβ 

stimulated (1 U/mL) or LPS (100 ng/mL) stimulated.     
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2.4 Formation of de novo IRF-associated enhancers requires the combinatorial activity of IRF1 

and ISGF3 

We hypothesized that another IRF may work in concert with ISGF3 to produce de novo 

enhancers. IRF1 has primarily been studied in context of the type II interferon (IFN) response 

(Ostuni et al. 2013; Abou El Hassan et al. 2017; Kang et al. 2019) as its expression is induced 

through the STAT1 homodimer GAF (Pine 1997). While type I interferon-activated ISGF3 does 

not induce IRF1 expression, LPS-activated NFκB does (Figure 1.5). To determine whether IRF1 

plays a role in LPS-induced de novo enhancer formation, we stimulated BMDMs of Irf1-/- mice 

with LPS and performed H3K4me1 ChIP-seq. Principal component analysis (PCA) on the 

previously identified set of 4800 LPS-induced enhancers showed that Irf1-/- BMDMs are similar 

to Irf3-/- and Ifnar-/- BMDMs (Figure 2.4A). Unlike Ifnar-/- and Irf3-/- BMDMs, Irf1-/- BMDMs still 

retain LPS-induced ISGF3 activity (Figure 2.4B), suggesting that, in addition to ISGF3, IRF1 

also plays a critical role in de novo enhancer formation. To explore the relative contribution of 

these two factors, we used knockout data to compare to wildtype (WT/KO) and classified the 

LPS-induced enhancers into those that are ISGF3-dominant (Group 1; LFC>0.5, FDR<0.05 in 

Ifnar-/-), IRF1-dominant (Group 2; LFC>0.5, FDR<0.05 in Irf1-/-), ISGF3- and IRF1- fully 

dependent (Group 3; LFC>0.5, FDR<0.05 in both Irf1-/- and Ifnar-/-), or ISGF3- and IRF1- 

independent as a control group (Group 4; FDR>0.8) (Figure 2.4C-D). While the WT H3K4me1 

RPKM values averaged 2.3-2.4 log2 RPKM in each of the four groups, mean RPKM values in 

Ifnar-/- were 1.4 and 1.5 in Groups 1 and 3, respectively, and in Irf1-/- were 1.5 in both Groups 2 

and 3 (p<0.001 for all comparisons) (Figure 2.4D). In the control group, no effect was observed 

in either knockout (Figure 2.4C and 2.4D). The IRF1/ISGF3-dependent de novo enhancers were 

largely distinct from the IRF3-dependent de novo enhancers, as only 9% of G1, 12% of G2, or 

6% of G3 enhancer regions overlapped with the enhancer locations within cluster C1.1 (Figure 

2.3A-C). 
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TF motif enrichment analysis revealed single nucleotide differences in the connecting 

region between the half-sites: CT in Groups 1 and 3 vs. GT in Group 2. In addition, the 3’ end of 

the motif in Group 1 was shorter (Figure 2.4E). These subtle differences may partially contribute 

to differential IRF requirements (Csumita et al. 2020; Näf et al. 1991; Ourthiague et al. 2015). 

Therefore, we examined publicly available IRF1 and IRF9 ChIP-seq datasets of BMDMs 

stimulated with LPS or IFNβ, respectively (Mancino et al. 2015; Platanitis et al. 2019). We 

determined the IRF1 and IRF9 binding locations and the overlap with the de novo enhancer 

locations (Figure 2.4F and 2.4G). We found that 76% of the ISGF3-dominant de novo 

enhancers had IRF1 binding while 95% of the IRF1-dominant de novo enhancers had IRF1 

binding. In contrast 75% of the ISGF3 dominant peaks and 67% of the IRF1-dominant 

enhancers had IRF9 binding. We observed similar strong binding of IRF1 and IRF9 in the IRF1 

and ISGF3 dependent group (>85%) and less binding to locations within the IRF1 and ISGF3 

independent group (Figure 2.4F and 2.4G). These results suggest that while both IRF1 and 

ISGF3 are involved in the formation of IRF-associated de novo enhancers, subtly distinct 

binding preferences to ISRE motif variants may contribute to the observed differential genetic 

requirements of IRF1 and ISGF3.    
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Figure 2.4. IRF-associated de novo enhancer formation requires both IRF1 and ISGF3. (A) 

PCA plot of H3K4me1 ChIP-seq dynamics among WT, Irf3-/-, Ifnar-/-, and Irf1-/- BMDMs with the 

indicated stimulus. (B) Immunoblots of IRF1, p-STAT1, IRF9 and loading control p84 in WT, 

Ifnar-/-, or Irf1-/- BMDMs stimulated with LPS. (C) Heatmap of z-scored H3K4me1 ChIP-seq data 
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after 8 hours of LPS stimulation of WT, Ifnar-/-, or Irf1-/- BMDMs. The 4800 LPS-induced 

enhancers (2.1B; C1 and C2) were filtered into those that are IFNAR-dependent (Group 1; 

LFC>0.5, FDR<0.05 WT/Ifnar-/-), IRF1-dependent (Group 2; LFC>0.5, FDR<0.05 WT/Irf1-/-), 

dependent on both factors (Group 3; LFC>0.5, FDR<0.01 WT/Ifnar-/- and WT/Irf1-/-), or 

independent of both factors (Group 4; FDR>0.8 in WT/Ifnar-/- and WT/Irf1-/-), for a total of 1544 

genomic locations. (D) Boxplots of log2 RPKM counts of H3K4me1 ChIP-seq for the groups 

determined in (C). (E) De novo transcription factor motif analysis of each group in Figure B with 

corresponding adjusted p-values. (F) Percentage of H3K4me1 peaks overlapping with binding 

events of IRF1 (LPS stimulation) (GSE56123) or IRF9 (IFNβ stimulation) (GSE115435). (G) 

H3K4me1 genome browser tracks of representative de novo enhancer regions of G1, G2, G3, 

and G4. Statistical significance was determined by Wilcoxon rank-sum test. p-values are 

indicated: <0.05 *, <0.001 **, <0.0001 ***. 
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2.5 IRF1 and ISGF3 have sequential roles in the formation of IRF-associated de novo 

enhancers 

To assess the mechanistic roles of IRF1 and ISGF3 in opening chromatin, we performed 

ATAC-seq on BMDMs stimulated with 100 ng/mL LPS for 0, 1, 2, and 4 hours. We then found 

the overlap between the ATAC-seq peaks and the LPS de novo enhancer regions. Using the 

same four groups determined in Figure 3, we observed similar overall trends of IRF factor 

dependency in chromatin opening (Figure 2.5A-C). Intriguingly, however, upon close 

examination of individual time points, we observed that the deficiency of chromatin opening in 

Ifnar-/- BMDMs was not significant until 2 hours, while Irf1-/- BMDMs diverged from WT within 1 

hour of stimulation (Figures 2.5B-D). The temporal specificity in Irf1 vs. Ifnar requirement was 

more prominent for the highly IRF1-dependent groups (Group 2 and 3) than the ISGF3 

dominant group (Group 1). 

Next, we quantitatively compared the relationship between chromatin opening by ATAC-

seq and formation of de novo enhancers by ChIP-seq (Figure 2.5E). As a reference point of 

comparison, we calculated the fraction of H3K4me1 signal loss in Ifnar-/- or Irf1-/- relative to WT 

at eight hours for each location. We also calculated the fraction of ATAC-seq signal loss in  

Ifnar-/- or Irf1-/- relative to WT for each location at all three timepoints. We then used spearman 

coefficients to determine whether loss of ATAC-seq signal correlated with loss of ChIP-seq 

signal. We found that for both genotypes, at the 4h timepoint losses of ATAC-seq signal 

correlated with losses of ChIP-seq signal, with  > 0.4 for all groups of locations (Figure 2.5E). 

However, at early timepoints, in Ifnar-/- BMDMs the ATAC signal did not mirror the loss of the 

later ChIP-seq signal; this was especially evident at one hour, where the correlation coefficient 

was near zero for all groups of locations (Figure 2.5E). In contrast, the loss of ATAC signal in 

Irf1-/- is correlated with the loss of the subsequent ChIP-seq signal even at the 1h timepoint. 

These results suggested that IRF1 plays a critical role in the initial steps of opening chromatin 
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while ISGF3 is important in subsequent steps with both being required for de novo enhancer 

formation. 

To characterize the basal chromatin state, we investigated available BMDM datasets 

and found that groups G2 and G3, which are highly IRF1-dependent, show lower ATAC-signals 

as well as less PU.1 and RNAPol II binding than group G1, which contains locations that have a 

less strict IRF1 requirement (Figure 2.5F) (Ostuni et al. 2013). Taken together, these results 

suggest that IRF1 plays a particularly critical role at locations where chromatin is tightly 

compacted and shows lower factor binding associated with enhancer priming and basal activity.  
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Figure 2.5. Differential temporal roles of IRF1 and ISGF3 in opening chromatin at IRF-

associated enhancer locations. (A) Heatmap of z-scored ATAC-seq signal from the peaks 

that overlap with de novo enhancer regions (Figure 2.4C) after LPS stimulation for the indicated 

times. (B) Boxplot of log2 RPKM counts of ATAC-seq signal in group 3 locations, which are 

dependent on both ISGF3 and IRF1. No deficiency is seen in Ifnar-/- at 1h timepoint. (C) 

Genome browser tracks of representative locations for groups 1, 2, and 3 for WT, Ifnar-/- and 

Irf1-/- BMDMs. (D) PCA plots of ATAC-seq groups 1, 2, and 3, at the indicated timepoints and 

genotypes. (E) Spearman correlation analysis of knockout H3K4me1 signal as a percentage of 

WT and knockout ATAC-seq signal as a percentage of WT. Loss of H4K4me1 signal in 

knockouts is generally mirrored by loss of ATAC-seq signal, but not at 1h timepoint for Ifnar-/-. 

(F) Violin plots of RPKM counts of ATAC-seq, PU.1 ChIP-seq or RNA Pol II ChIP-seq 

(GSE38377) in the basal state at the four different groups. Statistical significance was 

determined by Wilcoxon rank-sum test. p-values are indicated: <0.05 *, <0.001 **, <0.0001 ***.  
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2.6. Molecular characteristics of IFNγ de novo enhancers  

Having shown that IRF1 plays a critical role in chromatin remodeling downstream of 

LPS, we wondered whether IRF1 plays a similar role when induced by IFNγ through GAF. IFNγ-

stimulation of macrophages leads to broad chromatin remodeling (Ostuni et al. 2013; Cheng et 

al. 2021; Platanitis et al. 2022), but it is not clear which SDTFs are responsible. Previous studies 

have suggested, by ChIP-seq analyses, that ISGF3 components IRF9 and STAT2 aid IFNγ-

induced transcriptional gene activation (Platanitis et al. 2019) but not chromatin opening 

(Platanitis et al. 2022). To directly assess whether ISGF3 activity is induced in BMDMs upon 

IFNγ stimulation, we performed electrophoretic mobility shift assay (EMSA) with probes for GAF 

and ISGF3. Our data reveals that while GAF is activated at the lowest dose of IFNγ (3ng/mL), 

but even the highest dose (100ng/mL) did not activate ISGF3 (Figure 2.6A). In addition, nuclear 

western blots did not detect activation of p-STAT2 upon IFNγ stimulation, while p-STAT1 and 

IRF1 were highly induced (Figure 2.6B).  

In the absence of activated ISGF3, we hypothesized that IRF1 may be a critical factor in 

IFNγ-induced de novo enhancer formation. Therefore, we performed H3K4me1 ChIP-seq on 

IFNγ-stimulated (100 ng/mL) WT and Irf1-/- BMDMs. We identified 2231 de novo enhancer 

regions by applying a cut-off of FDR<0.01 log2FC>0.5 on duplicate data in wild type cells, and 

1820 IFNγ de novo enhancers that were IRF1-dependent (FDR<0.01 log2FC>0.5), while 411 

appeared to be IRF1-independent (Figure 2.6C). Indeed, motif enrichment analysis revealed 

that the top motif for IRF1-dependent enhancers is “IRF1” and for IRF1-independent enhancers 

is “STAT1” (Figure 2.6C). Similar to the LPS-induced enhancers, we also observed that the 

basal chromatin state in WT BMDMs is less accessible in the IRF1-dependent group than the 

IRF1-independent group (Figure 2.5D). Further, analysis of H3K27ac and PU.1 ChIP-seq data 

from BMDMs (Ostuni et al. 2013) revealed that in basal conditions the genomic regions of IRF1-

dependent de novo enhancers have lower H3K27ac and PU.1 binding levels than the IRF1-
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independent enhancers (Figure 2.6E-F). These results suggest that GAF can remodel 

chromatin without IRF1 requirement only at a minority of locations where the chromatin state is 

less compacted and are pre-bound by PU.1; however, IRF1 is required for the majority of IFNγ 

de novo enhancers.
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Figure 2.6. Chromatin remodeling of IFNγ-induced enhancers is dependent on IRF1. (A)  

ISGF3, GAF, and NFY activities revealed by an electrophoretic mobility shift assay (EMSA) on 

nuclear extracts of WT BMDMs stimulated with various doses of IFNγ. Data are representative 

of n >3 independent experiments. (B) IRF1, p-STAT1, p-STAT2, IRF9, and p84 nuclear 

abundance revealed by nuclear western blot in WT BMDMs stimulated with LPS (100ng/mL), 

IFNγ (100ng/mL), or IFNβ (1U/mL) at the indicated timepoints. (C) Heatmap of z-scored 

H3K4me1 ChIP-seq data showing 2231 regions induced after 8 hours of IFNγ (100ng/mL) 

stimulation (LFC>0.5, FDR<0.01). IRF1-dependent and independent clusters determined by 

FDR<0.05, LFC>0.5 compared to WT. Top hit of known transcription factor motif enrichment for 

each group are shown. (D-F) Violin plots of RPKM counts at the basal state of (D) ATAC-seq 

(E) PU.1 ChIP-seq or (F) H3K27ac ChIP-seq in the IFNγ-induced enhancer locations 

(GSE38377). Statistical significance was determined by Wilcoxon rank-sum test. p-values are 

indicated: <0.05 *, <0.001 **, <0.0001 ***. 
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2.7 IRF1 may function in concert with ISGF3 or GAF to produce de novo enhancers 

We asked whether IRF1 cooperates with ISGF3 (when induced by LPS) or GAF (when 

induced by IFNγ) at the same enhancer locations. Of the 1820 IFNγ-induced IRF1-dependent 

de novo enhancers and the 1026 LPS-induced IRF1/ISGF3-dependent de novo enhancers, 459 

LPS-induced de novo enhancers (20%) did not pass the significance threshold with IFNy 

(Figure 2.7A; LPS-specific), while 1258 H3K4me1 regions (55%) were significantly induced by 

IFNy but did not pass the significance threshold in the LPS condition (Figure 2.7A; IFNy-

specific). Of the 567 locations (25%) induced by both LPS and IFNy, de novo motif analysis 

revealed an IRF1 binding sequence consensus (Figure 2.7B), which we had also identified in 

the ISGF3-and-IRF1-dependent G3 group (Figure 2.4E). The formation of these de novo 

enhancers that are common to LPS or IFNy was highly dependent on IRF1, however a stronger 

deficiency was observed by IFNy (Figure 2.7C). These data suggest that ISGF3 activation by 

LPS might have stronger de novo enhancer formation properties than GAF induction by IFNy, or 

that IRF1 is required to bind directly with GAF.  

Using publicly available ChIP-seq data (Langlais et al. 2016; Ng et al. 2011; Platanitis et 

al. 2019), we found that out of the 567 de novo enhancers 354 show STAT1 (GAF) binding in 

response to IFNy and 452 show IRF9 (ISGF3) binding in response to LPS, with 268 showing 

binding by all three factors IRF1, IRF9 (ISGF3) and STAT1 (GAF) in the respective stimulus 

conditions (Figure 2.7D-E). Despite the high false negative rate of transcription factor ChIP-seq 

results, these observations provide physical binding data confirmation of the genetic results, that 

IRF1 may cooperate with GAF to form IFNγ-induced de novo enhancers and cooperate with 

ISGF3 to form LPS-induced de novo enhancers.  

To further investigate the cooperativity mechanism of GAF-IRF1, we classified the IFNγ-

specific enhancers based on IRF1 or STAT1 binding. Among the 1258 IFNγ-specific enhancers, 

260 showed IRF1 binding only (21%), 114 showed STAT1 binding only (9%), 291 showed both 



35 

 

IRF1 and STAT1 binding (23%), and 593 showed no binding by either (47%). 64% of IRF1-only 

binding events contained IRF motifs, while 61% of STAT1-only binding events featured a GAS 

motif, indicating that STAT1 and IRF1 preferably bind to their respective cognate motifs but can 

also interact with non-consensus sequences (Figure 2.7F). Within the regions that were bound 

by both IRF1 and STAT1, 41% contained both IRF and GAS motifs (Figure 2.7F). To further 

gain insights into the functional dynamics of these complexes activating de novo enhancers, we 

analyzed H3K27ac levels in these groups. Upon IFNγ stimulation, locations with STAT1 binding 

had significantly higher levels of H3K27ac signal, with the highest levels observed where IRF1 

and STAT1 both bind (p<0.001) (Figure 2.7G). At the basal state, only the locations that had 

both IRF1 and GAF binding exhibited significantly higher levels of H3K27ac (p<0.001) (Figure 

2.7G). Collectively, these results suggest cooperativity between IRF1 and STAT1 to produce 

active de novo enhancers.    
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Figure 2.7. IRF1 cooperates with ISGF3 or GAF to trigger active de novo enhancer 

formation. (A) Heatmap of z-scored H3K4me1 ChIP-seq data showing 2279 regions induced 
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by LPS or IFNγ stimulation. Groups were defined as the LPS inducible regions (LFC>0.5, 

FDR<0.05) or IFNγ inducible regions (LFC>0.5, FDR<0.01) that passed the threshold of 

FDR<0.05 and LFC>0.5 the Ifnar-/- (LPS) or Irf1-/- (LPS and IFNγ) in LPS only (LPS-specific) 

IFNγ only (IFNγ-specific) or in both (common). (B) Top hit from de novo transcription factor motif 

analysis of the “common” group and corresponding p-value. (C) Boxplot of log2 RPKM 

H3K4me1 signals for “common” group in WT, Ifnar-/-, or Irf1-/- BMDMs. (D) Venn diagram of 

IRF1 (IFNγ stimulation) (GSE77886), STAT1 (IFNγ stimulation) (GSE115435, .6.0) or IRF9 

(IFNβ stimulation) (GSE115435) ChIP-seq peaks in the “common” de novo enhancer locations. 

(E) Genomic browser tracks of representative regions of the “common” de novo enhancers. (F) 

Bar graphs indicating percentage of “IFNγ-specific” enhancers associated with indicated motifs. 

“IFNγ-specific” enhancers were grouped based on IRF1 or STAT1 binding. (G) Boxplot of log2 

RPKM H3K27ac signals at basal or after 4 hours of IFNγ (100 ng/mL) stimulation (GSE38377) 

at the “IFNγ-specific” locations. Colors indicate de novo enhancers with the indicated 

transcription factor binding. Statistical significance was determined by Wilcoxon rank-sum test. 

p-values are indicated: <0.05 *, <0.001 **, <0.0001 ***. 

. 
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2.8 Potentiation of genes nearby enhancers by IFNy training is dependent on IRF1 

Next, we examined how IRF1-dependent enhancers alter macrophage transcriptional 

responses to subsequent stimulation. We stimulated WT BMDMs with IFNγ (100 ng/mL) for 8 

hours, removed the stimulus, and let the cells rest for a total of 72 hours after primary 

stimulation. We then challenged these cells with LPS (0.1 ng/mL) for 0, 1.5, or 3 hours and 

collected samples for RNA-seq (Figure 2.8A). To assess the effect of IFNγ training in the LPS 

response, we first identified LPS-inducible genes by applying a threshold of LFC >0.5 after LPS 

treatment for at least one timepoint in PBS or IFNγ-trained conditions. For the resulting 1337 

genes, we calculated the effect by IFNγ at the three-hour timepoint when compared to the PBS 

control and divided these fold changes into 10 bins (Figure 2.8B). In general, bins 1-5 were 

enriched for terms related to metabolic and growth processes, while bin 6 and higher were 

enriched for “Response to external biotic stimulus”, or “response to other organism” (Figure 

2.8C). Interestingly, bin 10 had the highest enrichment of GO terms, and “Response to 

interferon-beta” was statistically significant only in this group. These results suggest that IFNγ 

tolerizes metabolic pathways while it potentiates inflammatory pathways and responses to 

innate immune challenges.  

Next, we explored which genes were associated with the previously identified 1820 IRF-

dependent IFNγ-induced de novo enhancers (Figure 2.8D). We found 791 genes within 100kb 

and clustered them based on their expression response to LPS by the k-means algorithm into 

three groups (I1-3) (Figure 2.8D). We found that Cluster 1 (I1) genes were not induced by LPS, 

and the enriched GO pathways were related to ‘growth response’ (Figure 2.8E). Cluster 2 (I2) 

genes showed diminished expression and were enriched for metabolic pathways. Cluster 3 (I3) 

genes showed potentiated LPS-responsiveness after IFNγ training. Intriguingly, the top matches 

for I3 were “response to external biotic stimulus,” “innate immune response,” and “cellular 

response to Type II IFN” (Figure 2.8E). We then tested IRF1 dependency, and we found that for 
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cluster 3 genes, the potentiation effect by IFNγ was abrogated by the loss of IRF1, though LPS-

inducibility in untrained Irf1-/- BMDMs was retained (Figure 2.8F). When looking at the LPS-

inducible genes of I3 (LFC > 0.5), the potentiation effect of IFNγ was reduced in the Irf1-/- for the 

vast majority of genes when viewed in a pairwise comparison of fold changes (p<0.001; Figure 

2.8G). Genes in I3 included Ifit3 and Mx1, as well as other ISGs (Figure 2.8H). These results 

suggest that IRF1-regulated enhancers potentiate the expression of a subset of IFNγ-

responsive genes in a manner that is dependent on IRF1. 
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Figure 2.8. IFNγ-induced enhancers direct gene expression responses to a subsequent 

immune challenge. (A) Experimental scheme for induction of innate immune memory. BMDMs 

were stimulated with IFNy (100 ng/mL) for 8 hours, and after a 64-hour rest, challenged with 

LPS (0.1 ng/mL). (B) Distribution of IFNγ training LFC values at the 3-hour timepoint of the LPS 

challenge grouped into 10 equal bins. 1337 genes were selected as LPS-inducible (LFC >0.5) in 

at least one timepoint. (C) Heatmap showing top GO-term enrichments (biological process) for 

each bin. (D) Heatmap of z-scored RNA-seq signal of the nearest expressed genes to the IRF1-

dependent IFNγ-induced de novo enhancers (Figure 2.6C; IRF1-dep). K-means clustering 

reveals three clusters (I1-3), where cluster 3 is potentiated by IFNγ training. (E) Heatmap 

showing most highly enriched GO terms for I1-3. (F) Heatmap of z-scored RNA-seq data in Irf1-/- 

BMDMs using same clusters as (D) shows IFNy potentiation loss of the I3 genes. (G) Paired 

dotplot showing LFC of IFNγ training on LPS-inducible (LFC > 0.5) cluster 3 (I3) genes, 

comparing WT (purple) and Irf1-/- (green) genotypes. (H) Lineplots of representative I3 genes 

showing effect of IFNγ training in WT and Irf1-/- BMDMs. Statistical significance was determined 

by Wilcoxon rank-sum test. p-values are indicated: <0.05 *, <0.001 **, <0.0001 ***.
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2.9 IRF1- and ISGF3- dependent LPS-induced de novo enhancers show potentiation of nearby 

genes  

It has been well established that LPS treatment leads to a state of tolerance, where cells 

respond to a second stimulation with lower inflammatory gene expression (Biswas and Lopez-

Collazo 2009), but may maintain their ability to express genes related to tissue repair and 

antimicrobial effectors (Foster et al. 2007). In order to examine the significance of LPS-induced 

IRF-dependent enhancers, we trained macrophages with LPS (100ng/mL) for 8 hours, then 

challenged with LPS (0.1ng/mL) after 72 hours (Figure 2.9A). We found 1192 genes that were 

within 100kb of LPS-induced IRF-dependent enhancers. We filtered for the genes that were 

inducible in at least one timepoint of secondary LPS exposure either in PBS or LPS-trained 

macrophages (LFC > 0.5) and found 225 genes that clustered in two distinct clusters by the k-

means algorithm (Figure 2.9B). Cluster 1 (L1) was characterized by tolerized genes that were 

enriched for GO terms such as “Regulation of gene expression” and “Regulation of cytokine 

production”. Interestingly, cluster 2 (L2) was characterized by potentiated genes that were 

strongly enriched for the GO terms “response to external biotic stimulus”, “response to other 

organism”, and “response to IFNβ” (Figure 2.9C). Additionally, we observed a decrease in 

potentiation of the L2 genes upon LPS training in both Ifnar-/- and Irf1-/- macrophages (Figure 

2.9D). These results suggest that IRF-regulated enhancers potentiate the expression of a 

subset of LPS-responsive genes in a manner that is dependent on IRF1 and ISGF3.  
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Figure 2.9. LPS-induced enhancers associate with potentiated gene expression 

responses to subsequent LPS exposure. (A) Experimental scheme for induction of innate 

immune memory. BMDMs were stimulated with LPS (100 ng/mL) for 8 hours, and after a 64-

hour rest, challenged with LPS (0.1 ng/mL). (B) Heatmap of z-scored RNA-seq signal, showing 

genes within 100kb of enhancers that are LPS-inducible and IRF1 or IFNAR dependent (Fig. 

2.4C; Groups 1-3). K-means clustering reveals two clusters, where cluster 2 (L2) is potentiated 

by LPS training. (C) Heatmap showing most highly enriched GO terms for the L1 and L2 as 

determined in (B). (D) Heatmap of z-scored RNA-seq data showing the same genes as in (B) in 

WT, Ifnar-/-, and Irf1-/-
 
BMDMs.  
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CHAPTER 3: DISCUSSION 

The evidence presented in this dissertation includes targeted gene knockouts, 

biochemical characterization of signaling pathways, and an exploration of factors binding to 

chromatin locations that acquire enhancer marks upon stimulation. Crucially, this investigation 

not only introduces novel datasets from key knockouts but also utilizes a broad range of 

datasets produced by several laboratories that paint a consistent narrative. This consistency 

across distinct cell cultures and experimental methodologies enhances the robustness and 

reliability of our conclusions. 

Following pathogen infection, it is critical that the host develops a fast, fine-tuned, and 

regulated immune response. Innate immune memory in macrophages thus has developed as a 

mechanism to protect the host from further infections. This dissertation provides evidence of two 

distinct scenarios by which IRF1 functions as an epigenetic reprogramming in macrophages. 

Firstly, in infected macrophages, the combinatorial activation of IRF1 (via NFκB) and ISGF3 (via 

IFNβ signaling) will result in the epigenetic reprogramming of enhancers, influencing 

subsequent gene expression to immune challenges. Secondly, in macrophages proximate to 

adaptive immune cells secreting IFNγ, the activation of both GAF and IRF1 will reprogram the 

epigenome and trigger the formation of de novo enhancers.  

Therefore, the mechanism by which IRF1 reprograms the epigenome is restricted to 

TLR-signaling and Type II IFN signaling, but not low doses of IFNβ, which only activates ISGF3. 

Low levels of tonic IFNβ maintain homeostasis in multiple tissues and confer a basal degree of 

antiviral protection (Gough et al. 2010; Kishimoto et al. 2021). We illustrate that only in an active 

infection, that is, in environments with high levels of IFNγ or IFNβ (which activates GAF), or in 

the infected cells themselves, will the macrophages generate de novo enhancers.    
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The chromatin state and epigenetic reprogramming dynamics observed for NFκB- or 

IRF- associated enhancers share remarkable similarities. This dissertation further extends 

existing literature on de novo enhancers in several significant ways. First, de novo enhancers 

acquire H3K4me1 marks that persist for up to 6-days after the removal of the stimuli, in contrast 

to other epigenetic marks such as H3K27ac, which decline after 24-hours. Second, half of these 

de novo enhancers are pre-occupied with PU.1 and exhibit increase recruitment upon 

stimulation. In the case of IRF-regulated enhancers, IRF1 is required at sites with lower PU.1 

binding. Third, these de novo enhancers are not pre-primed with RNA polymerase II, 

distinguishing them from promoter regions that already have it pre-bound in naïve 

macrophages. These results suggest that de novo enhancer formation must undergo extensive 

chromatin remodeling by SDTFs NFκB and IRFs.  

These studies also shed light on the roles of IRF3 and ISGF3 in the formation of 

enhancers. Previous investigations within our lab elucidated that in viral infections, IRF3 is 

required but not sufficient to initiate gene expression responses, while ISGF3 drives the innate 

defenses in the infected cell (Ourthiague et al. 2015). The studies presented in this dissertation 

further extends on that observation, revealing that only a subset of locations exhibit stronger 

IRF3 binding and a more pronounced deficiency in the Irf3-/- opening chromatin and gaining 

H3K4me1 marks. We find that the role of IRF3 in the formation of LPS-induced enhancers is 

indirect – as IRF3 is required for ISGF3 activation. We recognize that IRF7 might be 

compensating for the loss of IRF3 in Irf3-/- BMDMs. However, given the requirement for IRF1, 

we expect that the combined action of IRF3/7 is able to trigger enhancer formation only at a 

minority of locations. Knocking out IRF3 and IRF7 to elucidate the compensating mechanisms 

of IRF7 should be addressed in future work. 

We demonstrate that ISGF3 alone is not sufficient to form enhancers. Our studies reveal 

that IRF1 is required to initiate chromatin opening, while ISGF3 requirement is apparent at later 
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stages. The enhancer locations that exhibited a stronger deficiency in the IRF1 knockout were 

also more closed in conformation, as shown by lower levels of chromatin accessibility and PU.1 

and RNA polymerase II occupancy in naïve macrophages. ISGF3 is a trimeric complex 

comprised of IRF9, phosphorylated STAT1 and phosphorylated STAT2, forming a large 

complex of 250 kDa (Qureshi et al. 1995). We hypothesize that IRF1, being a much smaller 

protein (37kDa, potentially functioning as a monomer), is able to access these regions to initiate 

chromatin remodeling. ISGF3, being a larger complex, preferentially acts either in regions that 

are more open in conformation or that have been pre-opened by IRF1. Further in vitro studies 

are needed to contrast IRF1 and ISGF3 binding to close chromatin and ejecting nucleosomes.  

In the context of IFNγ signaling, where ISGF3 inducibility was not detected, we 

demonstrated the cooperative action of IRF1 with GAF in forming de novo enhancers. The basal 

state of the IRF1-dependent enhancer regions showed less chromatin accessibility, histone 

modifications, and PU.1 binding compared to those that are IRF1-independent, suggesting a 

central role of IRF1 to initiate chromatin opening. Within the IFNγ-specific enhancers, we 

observed GAF and IRF1 binding to non-consensus sequences, indicating the potential for direct 

interaction between IRF1 and GAF at these regions. Indeed, previous studies have shown the 

formation of a complex between STAT1-IRF1 (Chatterjee-Kishore et al. 2000) or direct contact 

of STAT1 and IRF1 through chromatin looping (Abou El Hassan et al. 2017; Ni et al. 2008). 

Interestingly, we observed higher H3K27ac levels in enhancer regions that were bound by GAF. 

Other studies have previously reported that in the IFNγ response, STAT1 binds to sites that are 

preoccupied with IRF1, inducing remodeling of H3K27ac (Qiao et al. 2013). These results 

suggest that while IRF1 is needed to initiate chromatin opening, GAF is required to recruit 

enzymes that deposit enhancer marks.    

We find a common set of enhancers induced by both LPS and IFNγ, which 

demonstrates a scenario where IRF1 can cooperate with either ISGF3 or GAF to generate 
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these enhancers. We show that there is a stronger deficiency by the loss of IRF1 in 

macrophages stimulated with IFNγ than with LPS, further supporting that IRF1 might be directly 

binding to GAF, as opposed to the sequential binding of IRF1-ISGF3.  

The combinatorial versatility of IRF1 could also be based on the fact that both ISRE and 

GAS elements are composed of GAAA half-sites, arranged in the former as direct repeats and 

in the latter as palindromes. Thus, the arrangement of the two half-sites determines specificity 

for the partner transcription factor and just three such half-sites may allow either IFNβ-induced 

ISGF3 or IFNγ-induced GAF to synergize with IRF1 to open chromatin. There is additional 

flexibility here, as dimeric transcription factors often find sufficient binding energy at sites that 

contain a degenerate second half-site (Ngo et al 2020). This explains why not all ChIP-detected 

binding events even at high stringency identify full ISRE or GAS elements, but also suggests 

how IRF1 may cooperate with either interferon-induced SDTF and via either ISRE or GAS 

elements.   

Generally, these de novo enhancers are thought to impact the response of macrophages 

to subsequent stimuli, and thus play a role in innate immune memory of macrophages (Ostuni et 

al. 2013; Saeed et al. 2014; Novakovic et al. 2016; Netea et al. 2020). However, how de novo 

enhancers actually do this, and to what extent, remains poorly understood. What is clear from 

the studies of enhancers in general is that enhancers often affect multiple genes, and that 

genes are usually regulated by many, often distantly located, enhancers. Thus, while direct 

mapping of an enhancer-promoter interaction has been reported in some cases (Ni et al. 2008), 

this does not convey the full picture of how enhancers regulate gene expression or the 

inducibility of gene expression when cells are stimulated again.  

In both our previous manuscript focusing on NFκB-induced enhancers (Cheng et al. 

2021), and this manuscript on IRF-induced enhancers, we show that there are genes whose 

inducibility is potentiated in a manner that correlates with enhancer formation, thus providing 
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some evidence that the IRF1-dependent de novo enhancers are functionally important for the 

innate immune training of macrophages. However, based on the current understanding in the 

enhancer field (and our own prior experience), it is likely that disrupting one enhancer (even 

good candidates that show proximity in 1D or 3D with promoters), has barely discernible effects 

on the expression of a specific gene, because its disruption may be compensated by many 

other enhancers or the effects are broad, affecting many genes, undermining confidence in its 

specificity. Further work to establish enhancer-gene interactions by mapping the 3D chromatin 

structure is required to analyze how de novo enhancers control gene expression responses.  

The stimulus-induced expression of IRF1, mediated either by PAMP-induced NFκB or 

IFNγ-induced GAF, creates a combinatorial requirement for IRF1 and a partner SDTF. This 

ensures that de novo enhancers are selectively formed only in macrophages exposed directly to 

pathogens, which activate NFκB, or in proximity to adaptive immune cells secreting IFNy. 

Consequently, macrophages exposed to paracrine type I interferon, despite inducing anti-viral 

and innate immune genes, do not undergo substantial epigenomic reprogramming.  

The reprogramming of macrophages in disease scenarios has been explored for two 

distinct purposes; either to potentiate or to dampen innate immune responses. In clinical 

settings, sepsis patients treated with adjuvant immunotherapy using IFNγ exhibited clinical 

improvements (Payen et al. 2019). In addition, clinical trials exploring the use of TLR agonists in 

combination with immunotherapy have shown promise (Adams 2009). For instance, dendritic 

cell vaccination with TLR agonists enhanced type I and II IFN responses, leading to improved 

survival in glioblastoma patients (Everson et al. 2023).  

Conversely, the hyperactivation of tissue resident macrophages in the brain is 

associated with diseases like multiple sclerosis or Alzheimer’s disease (Rodriguez et al. 2019). 

Studies have demonstrated that microglia exposed to multiple doses of LPS enter a tolerant 

state, exhibiting increased resistance to neuronal damage compared to those receiving one 
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dose of LPS (Wendeln et al. 2018), and this was associated with differences in H3K4me1 and 

H3K27ac between the two immune memory states. These results suggest that the tolerant state 

prevents further exacerbation of stroke pathology, suggesting that in cases of 

neuroinflammatory diseases, targeting the epigenetic reprogramming of microglia could be 

exploited to slow disease progression. 

Epigenetic reprogramming of innate immune cells is pivotal for developing innate 

immune memory associated with infections and chronic inflammation. While broad-spectrum 

epigenetic inhibitors exist, they often have systemic off-target effects. Therefore, exploring more 

targeted therapies, such as specifically targeting IRF1 in macrophages, holds promise for 

achieving more specific clinical outcomes in the context of innate immune memory and 

associated diseases.  
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CHAPTER 4: METHODS 

4.1 Animals, cell culture, and stimuli 

Wild-type and gene-deficient C57BL/6 mice were housed and handled according to 

guidelines established by the UCLA Animal Research Committee under protocols ARC-2014-

110 and ARC-2014-126. Bone marrow was isolated and cells were grown as previously 

described (Luecke et al. 2023). Cells were stimulated on day 7 with 100ng/mL LPS (L6529-

1MG, Sigma-Aldrich) or Lipid A, 1 U/mL IFNβ (12401-1, pbl assay science), or 100ng/mL IFNγ 

(485-MI R&D Systems) for the indicated times.  

 

4.2 Biochemical analysis  

Nuclear extracts were collected by previously described protocols (Luecke et al. 2023). 

For immuno-blots, the following antibodies were used: rabbit anti-IRF1 (Santa Cruz sc640), 

mouse anti-pSTAT1 (Santa Cruz sc136229), rabbit anti-pSTAT2 (Sigma-Aldrich 07-224), mouse 

anti-IRF9 (Millipore-Sigma MABS1920), or rabbit anti-p84 (Abcam ab131268), followed by 

mouse anti-rabbit IgG-HRP (Cell Signaling 7074) or anti-mouse IgG-HRP (Cell Signaling 7076). 

EMSA was performed as previously described (Luecke et al. 2023; Wilder et al. 2023). For the 

ISRE consensus sequence we used 5’-GATCCTCGGGAAAGGGAAACCTAAACTGAAGCC-3’ 

and 5’- GGCTTCAGTTTAGGTTTCCCTTTCCCGAGGATC-3’; for the GAS consensus sequence 

we used 5’-TACAACAGCCTGATTTCCCCGAAATGACGC-3’ and 5’- 

GCGTCATTTCGGGGAAATCAGGCTGTTGTA-3’; and for the NFY consensus sequence we 

used 5’-GATTTTTTCCTGATTGGTTAAA-3’ and 5’- ACTTTTAACCAATCAGGAAAAA-3’ as a 

loading control.  
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4.3 ChIP-seq analysis 

Chromatin Immuno-precipitation was carried out using a previously described protocol 

(Cheng et al. 2021). ChIP-seq libraries were prepared using the NEBNext Ultra II DNA Library 

Prep Kit (New England Biolabs E7645). Libraries were single-end sequenced with a length of 

50bp on an Illumina HiSeq 3000. Reads were processed and aligned to the mouse genome 

(mm10) as previously described (Cheng et al. 2021). MACS (MACS2/MACS3) (Zhang et al. 

2008) was used to call peaks at 1% FDR.  

We generated two reference peak files by merging the peaks in the LPS or IFNγ 

(+unstimulated control) conditions in WT cells. We used these genomic locations to count the 

fragments in the WT and knockout samples for each stimulus condition using deeptools 

multiBamSummary (Ramírez et al. 2016). edgeR (Robinson et al. 2010) was used to determine 

the significantly induced regions by applying a cutoff FDR < 0.05 and log2FC > 0.5 (LPS) or 

FDR <0.01 and log2FC > 0.5 (IFNγ) compared to the unstimulated condition in WT cells. For the 

IRF1 or IFNAR dependent groups in Figure 2, significant peaks were identified by applying a 

cutoff FDR <0.05 and log2FC > 0.5 in WT vs Irf1-/- or Ifnar-/- conditions, and the control group 

was identified by FDR > 0.8 in WT vs Irf1-/- and Ifnar-/- in the LPS inducible peaks. IRF1-

dependent or -independent groups in Figure 4 were defined by applying a cutoff FDR < 0.05 

and log2FC > 0.5 comparing duplicates of WT and Irf1-/- IFNγ-stimulated samples.  

Analysis of de novo transcription factor motif enrichment was performed using 

findMotifsGenome function in the HOMER suite (Heinz et al. 2010), using all detected peaks in 

WT as background. Data were visualized with ggplot2 or the pheatmap packages in R.  

The following ChIP-seq datasets on BMDMs were obtained from Gene Expression 

Omnibus: H3K27ac (LPS or IFNγ stimulation; GSE38377), PU.1 (LPS or IFNγ stimulation; 

GSE38377), RNA Polymerase II (LPS stimulation; GSE38377), IRF3 (Lipid A stimulation; 

GSE99895), IRF9 (IFNβ stimulation; GSE77886), IRF1 (LPS stimulation; GSE56123), IRF1 

(IFNγ stimulation; GSE77886), STAT1 (IFNy stimulation; GSE115435 and GSE33913) (Ostuni 
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et al. 2013; Tong et al. 2016; Platanitis et al. 2019; Mancino et al. 2015; Langlais et al. 2016; Ng 

et al. 2011). Raw datasets were aligned against mm10 as previously described (Cheng et al. 

2021). MACS (MACS3)  (Zhang et al. 2008) was used to call peaks at 1% FDR. A merged file 

was obtained for each transcription factor and overlaps with the stimulus-specific H3K4me1 

peaks were determined using the intersect function of the Bedtools package (Quinlan and Hall 

2010). 

  

ATAC-seq analysis 

ATAC was carried out using a previously described protocol (Cheng et al. 2021). 

Libraries were prepared using the Nextera DNA Library Preparation Kit (Illumina, FC-121) and 

single-end sequenced (50bp) on an Illumina HiSeq 3000. Sequenced reads were processed 

and aligned to the mouse genome (mm10) as previously described (Cheng et al. 2021). MACS 

(MACS2) (Zhang et al. 2008) was used to call peaks at 1% FDR. The peaks for all the ATAC-

seq samples were used to generate a single reference peak file, and the number of reads that 

fell into each peak was counted using deeptools multiBamSummary (Ramírez et al. 2016). The 

overlap between the ATAC-seq and ChIP-seq peaks was determined using the intersect function 

of the Bedtools package (Quinlan and Hall 2010). Reads were normalized by RPKM. Data were 

visualized with ggplot2 or the pheatmap packages in R. 

 

RNA-seq analysis 

BMDMs were lysed with TRIzol reagent (Life Technologies), and total RNA was purified 

using DIRECTzol RNA miniprep kit (Zymo Research). RNA samples were submitted to BGI 

Genomics for selection of polyadenylated RNA and paired-end library preparation. Samples 

were sequenced on DNBSEQ Technology platform (100bp). Raw data was filtered for adapter 

sequences or low-quality sequences using SOAPnuke. Reads were aligned to the mm10 

genome using STAR (Dobin et al. 2013). Aligned reads were processed as previously described 
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(Cheng et al. 2021). Data was normalized by TPM. Genes with a TPM > 5 in at least two 

conditions were selected. The LPS-inducible genes were determined by applying a cutoff LFC > 

0.5 in at least one timepoint in the PBS, IFNγ, or LPS conditions. The closest genes to the IFNγ 

enhancers and the LPS-inducible genes within +/- 100 kilobase were based on linear proximity 

to the transcription start sites (TSSs). Data were visualized with ggplot2 or the pheatmap 

packages in R. 
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