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Abstract 

Hurricanes are among the most destructive and costliest extreme weather events. The intensity of future 

hurricanes is generally expected to increase due to climate change effects. In this work, the potential effects 

of climate change on hurricanes and associated changes of the risks for residential buildings located on the 

coastal areas of the United States is investigated. A simulation method based on a comprehensive statistical 

analysis of historical data is developed to account for the changes in climatological conditions and their 

effects on the frequency and intensity of hurricanes. This method is applied to simulate the hurricane wind 

speed distributions under different climatological conditions in the US Atlantic Basin from Texas to Maine, 

which is one of the most vulnerable regions of the world to hurricane hazards. To this end, regression 

models for several different hurricane parameters are fit to the historical hurricane data. The proposed model 

is validated by comparing its predicted hurricane-induced wind speeds with available historical data and 

other existing models based on physics-based hurricane path simulation. This new model is found to 

reproduce very well historical wind speed distributions, and to provide wind speed projection results that 

are consistent with those of more computationally expensive models based on the simulation of hurricane 

tracks. The statistical characteristics of future potential hurricanes are simulated using the proposed model 

along with the climate projections presented in the 5th Assessment Report of the Intergovernmental Panel 

for Climate Change. The results of this study indicate that, by year 2060 and depending on the considered 

projection scenario, the design wind speeds along the US Gulf and Atlantic Coast corresponding to the 

different mean return intervals considered by ASCE 7 are expected to increase in average between 14% 

and 26%, which correspond to an average increase of the design wind-induced loads contained between 

30% and 59%. 

To account for the effects of climate change on hurricane risk for structures, an appropriate 

methodology is presented, which extends the performance-based hurricane engineering (PBHE) framework 

to account for the nonstationarity of both hazard, induced by climate change effects, and vulnerability, 

produced by structural aging. The newly developed general nonstationary PBHE framework is implemented 
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by performing a loss analysis on a benchmark low-rise single-family house over a 50-year design service 

life, for which climate change effects are accounted for by using the predictive model for the changes in 

the hurricane wind hazards, whereas structural aging is neglected. The effects of different modeling 

assumptions and solution approaches (including approximate estimates, time discretization, interpolation 

techniques, and models for annual discount rates), different locations, and different climate change 

scenarios on the means and standard deviations of the total losses are investigated. The performance 

comparison of different storm mitigation strategies is also performed as an application example. In general, 

the proposed methodology provides consistent results under different modeling assumptions; however, the 

modeling assumptions for the annual discount rates can affect the results significantly. Climate change 

effects are generally significant, with increases contained between 13.2% and 38.1% for the total loss 

means, and between 2.5% and 12.4% for the standard deviations of the total losses for the benchmark 

structure at the reference location of Pinellas Park, FL. The extended nonstationary PBHE framework is 

able to identify the optimal retrofit strategy in terms of costs and benefits for any given combination of 

structures, residential developments, locations, and climate scenarios. The proposed nonstationary PBHE 

framework represents an advancement in performance-based engineering, as it provides a rigorous 

approach to account for climate change effects and structural aging.  

The extended PBHE methodology is also used to investigate the combined effects of structural aging 

and increase in the hurricane hazard level on the hurricane risk for wooden single-family houses. To this 

end, a time series for the climatological condition variables during the lifetime of the structure is simulated 

and is used along with decay models for wood, adhesive, and nails to investigate the effects of aging and 

how different limit states of components are being modified. The changes in hurricane-induced losses due 

to the separate and combined effects of climate change and structural aging are investigated for a single-

family residential building located in Miami, FL. It is found that the combined effects of climate change 

and aging can increase the total expected losses for the structure to more than 108% compared to the case 

where no climate change or aging is considered during the lifetime of the structure. 
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The research presented in this dissertation represents an advancement not only in performance-based 

hurricane engineering, but generally in performance-based engineering, as it provides a rigorous framework 

that can be adapted to other single and multiple hazards to account for the effects (individually or 

simultaneously) of climate change and structural aging. 
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Chapter 1. Introduction 

Severe tropical storms often cause extensive social and financial losses all around the world. The US 

Gulf and Atlantic Coast regions are often struck by these extreme weather events, which are locally known 

as hurricanes (Huang et al. 2001). The increasing trend in the number of residents (Crossett et al. 2013) and 

centralization of the US energy production (Adams et al. 2004) increase the vulnerability of the region. 

Hurricane Katrina (2005) with $172.5 billion, Hurricane Harvey (2017) with $133.8 billion, and Hurricane 

Maria (2017) with $96.3 billion of estimated losses (in 2021 Consumer Price Index-adjusted dollars) are 

among the costliest hurricanes since weather-related billion dollar disaster have been recorded (National 

Hurricane Center 2020). The observed pattern of data from 1900-2005 shows that the hurricane-induced 

losses in the US Gulf Coast region are doubling every 10 years (Pielke et al. 2008). Scientists believe that 

the global warming phenomenon, commonly referred to as climate change, is highly correlated with the 

intensification of hurricane actions and, thus, very likely to increase the hurricane-induced losses for coastal 

communities (Bjarnadottir et al. 2014; Hallegatte 2007). This dissertation is a collection of published 

research works, where each chapter (from chapter 2 to chapter 4) represents a published, submitted, or in-

preparation journal article. The general goal of this research work is to formulate and evaluate the effects 

of climate change on hurricane wind hazards and the induced losses of residential buildings located along 

the US Gulf and Atlantic coasts.  

Many research studies have been devoted to modeling the intensification of hurricane actions due to 

climate change, mostly based on the projections for future climatological conditions by the 

Intergovernmental Panel on Climate Change (IPCC) (Stocker et al. 2013). A majority of these research 

works utilize complicated and computationally expensive models to simulate the full track path of a 

hurricane (Cui and Caracoglia 2016; Lee and Ellingwood 2017; Mudd et al. 2014; Pant et al. 2018; Pant 

and Cha 2019). The present study aims to achieve a balance between accuracy and computational cost 

within a performance-based engineering framework for practical applications. 
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1.1. Objectives and Motivation 

 The first objective for this work is to provide researchers and practicing engineers with a simple, 

yet accurate methodology to account for different climatological assumptions without the need to simulate 

the full track path of hurricanes that is being used traditionally in the literature (Cui and Caracoglia 2016; 

Lee and Ellingwood 2017; Mudd et al. 2014; Pant and Cha 2018, 2019), which is a computationally 

expensive and time-consuming process. The specific outcomes of this research are: (1) development of 

climate-dependent wind speed distributions at different locations along the US Gulf and Atlantic coasts, (2) 

quantification of climate change effects on hurricane wind hazard for coastal areas under different 

assumptions for climate change in the future years, and (3) provide engineers, designers, and decision 

makers with appropriate changes in the minimum design wind speeds for structures of different risk 

categories in future years. 

Many recent studies have tried to develop methodologies to account for non-stationarities of hazards in 

evaluation of the risk for structure (Decò and Frangopol 2011; Liang and Lee 2012; Bisadi and Padgett 

2015; Dong et al. 2016), but none of them have used a performance-based engineering approach. The 

second objective of this research is to extend the existing performance-based hurricane engineering 

framework to account for non-stationarity in both hazard levels, induced by climate change and structural 

vulnerability, induced by structural aging. In particular, this research’s outcomes are: (1) quantification of 

total losses for a given structure under different assumptions of location, climate change, and discount rate; 

and (2) performance comparison of different mitigation techniques when considering the effects of climate 

change. 

Finally, the third objective of this research is to model and quantify the individual and joint effects of 

climate change and structural aging on the performance of structures subject to hurricane hazard. This 

methodological development is applied to the loss analysis for low-rise single-family houses located in 

hurricane-prone regions. The sensitivity of the total losses for a given structure under different assumptions 

for aging, effect of climate change on aging process is also investigated. 
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1.2. Scope 

The scope of this research work is limited to study the effects of climate change on hurricane wind-

related hazards and does not account for the climate change effects on the other hurricane related hazards 

(i.e., rain and flood). The effects of climate change for hurricane hazards are also not considered for the 

locations far away from the coastal area. Although the extended performance-based methodology is general, 

the scope of the case-studies presented in this research is single-family residential buildings.  

1.3. Organization of the dissertation 

In chapter 2 of this dissertation, an efficient and robust statistical model for wind hazard in coastal areas 

is developed, which can account for the non-stationary climatological conditions produced by climate 

change by using a simple and efficient indirect statistics approach (Unnikrishnan and Barbato 2017), where 

the statistics of the different intensity measures for hurricane wind hazard are indirectly obtained from site-

specific statistics of basic hurricane parameters. The model is evaluated by comparing the results with the 

historical data (ASCE 2016; NIST 2016). The source of the projections for future climatological conditions 

is the fifth assessment report (IPCC AR5), which is by the time of writing this dissertation, is the latest 

version of the projections. The influence of all climate change scenarios on the hurricane-wind speed is 

investigated and the changes in the mean hurricane wind speed and design wind speed for selected milepost 

along the US/Gulf Coast regions are reported.  

The development of risk assessment methodologies for structures subject to hurricane hazard has been 

the subject of several studies (Huang et al. 2001; Stewart et al. 2003). Barbato et al. (2013) proposed a 

performance-based hurricane engineering (PBHE) framework based on the total probability theorem to 

evaluate the risk for structures. Most of the existing hurricane risk/loss assessment methodologies do not 

account for non-stationarity in the hurricane wind hazard caused by climate change (Sutter et al. 2009). As 

the hurricane wind hazards are increasing, the associated damage and losses are expected to increase 

(Bjarnadottir et al. 2011; Estrada et al. 2015; Cui and Caracoglia 2016). Several recent studies have tried to 

develop methodologies to account for non-stationarities of hazards (Decò and Frangopol 2011; Liang and 
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Lee 2012; Bisadi and Padgett 2015; Dong et al. 2016) but to the best of the author’s knowledge, no 

performance-based engineering framework is available in the literature to account for structural aging and 

non-stationary hazards. 

In chapter 3 of this dissertation, the proposed PBHE framework (Barbato et al. 2013) is extended to 

account for the non-stationarities in the hazard level due to the effects of climate change during the lifetime 

of the structure. The variability of the total expected losses for a target residential building based on the 

selection of different climate change scenarios, different locations, different storm mitigation scenarios, and 

different discount rates, and different repair costs, and different techniques for integrating over the lifetime 

of the structure is investigated.  

In a more realistic scenario, not only the hurricane hazard level is affected by climate change actions, 

but also the integrity and strength of different structural components may deteriorate over time. The aging 

phenomenon is referred to as the irreversible changes in the mechanical, physical, and chemical properties 

of the material due to applied environmental stresses. Environmental and biological stresses may cause 

deterioration of the wooden components (Kránitz et al. 2016). Aging can also affect the non-wooden 

structural components like nails in the connections (Takanashi et al. 2017) or roof covers (Dixon et al. 

2013a). Hence, the strength deterioration due to the aging of these materials is also needed to be taken into 

account to evaluate the hurricane-induced losses to the structure in a more realistic manner. The proposed 

extended version of the PBHE framework can capture the effects of aging by modifying the structural 

parameters. 

In chapter 4, the objective is to consider the changes in the vulnerability of structural components due 

to aging along with the climate change-induced changes in hazard levels.  In this chapter, aging models for 

structural components are derived from the literature. The time series of data for future years are generated 

based on different assumptions for climate change. The sensitivity of the results to different assumptions 

for different climate change scenarios and different assumptions for the extend of aging is investigated. In 

addition to that, the results are compared for two assumptions for aging, in which in the first case, the aging 

of the structural component is dependent on climate change, and in the second case, the aging is an 

independent phenomenon.  
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Finally, Chapter 5 provides a summary of the research performed, identifies the conclusions achieved 

in this study, and suggests some future research directions. 

1.4. Journal publications derived from this dissertation 

Journal article based on chapter 2 (published):  

• Esmaeili, M.1, and Barbato, M.2 (2021). “Predictive model for hurricane wind hazard under 

changing climate conditions.” Natural Hazards Review, 22(3), 04021011. 

Journal article based on chapter 3 (submitted): 

• Esmaeili, M., and Barbato, M. “Performance-Based Hurricane Engineering under Changing 

Climate Conditions: General Framework and Performance of Single-Family Houses in the 

US”. 

Journal article based on chapter 4 (in preparation):  

• Esmaeili, M., and Barbato, M. “Hurricane performance assessment of single-family houses 

considering the combined effects of climate change and structural aging”. 

 
1 Ph.D student, Department of Civil & Environmental Engineering, University of California, Davis, 

 One Shields Avenue, 2209 Academic Surge, Davis, Califonia 95616, USA; Email: mesmaeili@ucdavis.edu 

 
2 Professor, Department of Civil & Environemental Engineering, University of California Davis,  

One Shields Avenue, 3149 Ghausi Hall, Davis, California 95616, USA; E-mail: mbarbato@ucdavis.edu 

 

mailto:mesmaeili@ucdavis.edu
mailto:mbarbato@ucdavis.edu
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Chapter 2. A predictive model for hurricane wind hazard under 

changing climate conditions 

2.1. Introduction 

Tropical cyclones are extreme weather events that often cause extensive social and economic losses 

worldwide (Huang et al. 2001). The US Gulf and Atlantic Coast regions are frequently struck by these 

natural events, which are locally referred to as hurricanes. The growing number of resident population 

(Crossett et al. 2013) and the concentration of US energy production (Adams et al. 2004) contribute to 

increasing the hurricane vulnerability of this region. This fact is reflected by the massive losses (normalized 

to 2017 US dollar) caused by recent hurricanes, e.g., $160 billion losses by Hurricane Katrina in 2005, $125 

billion losses by Hurricane Harvey in 2017, and $50 billion losses by Hurricane Irma in 2017 (National 

Hurricane Center 2018). The observed trend based on 1900-2005 data indicates that hurricane losses in the 

US Gulf Coast region are doubling every 10 years (Pielke et al. 2008).  

The phenomena commonly known as climate change are responsible for changes in the sea water level, 

sea water temperature, and intensity of extreme weather events, including hurricanes (Stocker et al. 2013). 

The current consensus among climate scientists is that climate change will very likely produce an 

intensification of future hurricanes, resulting in potential increases of hurricane-induced losses (Bjarnadottir 

et al. 2014; Elsner et al. 2011; Hallegatte 2007). By analyzing the data from high-resolution dynamic 

models, Knutson et al. (2010) concluded that the intensity of hurricanes will increase between 2-11% by 

2100 due to global warming. Grinsted et al. (2013) observed that the most extreme weather events are very 

sensitive to changes in temperature and estimated that the frequency of Katrina-like events could double 

due to the global warming produced during the 20th century. Significant research has been devoted to 

modeling the intensification of hurricanes due to climate change (Bjarnadottir et al. 2011, 2014; Emanuel 

2011; Knutson et al. 2007, 2013; Manuel et al. 2008), often based on the climate projection scenarios 

proposed by the Intergovernmental Panel on Climate Change (IPCC) (Stocker et al. 2013). Some studies 
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approached the problem of estimating future hurricane intensities and corresponding expected induced 

losses from a statistical point of view based on the abundant available data (Elsner et al. 2011; Jagger et al. 

2001; Malmstadt et al. 2010). More recently, hurricane path simulation has been used to predict future 

hurricane damages to structures and infrastructure systems in a warmer climate. Mudd et al. (2014) 

developed a framework for assessing climate change effects on the US East Coast hurricane hazards by 

modeling hurricane paths and decay by combining the Georgiou’s hurricane wind speed model (Georgiou 

et al. 1983), an empirical hurricane track model (Vickery et al. 2000), and a hurricane genesis model 

depending on the sea surface temperature (SST) changes predicted by different climate scenarios (Stocker 

et al. 2013). Considering the worst-case climate change scenario, they found that the design wind speeds 

given by ASCE 7-10 for the US Northeast region should be increased by up to 15m/s for structures of risk 

category I and II, and up to 30m/s for structures of risk category III and IV to ensure that structures designed 

today will achieve appropriate target safety and expected performance levels in year 2100 (Mudd et al. 

2014). Cui and Caracoglia (2016) developed a framework for estimating lifetime costs of tall buildings 

subject to hurricane-induced damages under different climate change scenarios by means of a statistical 

hurricane track path model. Under the worst-case scenario, they estimated that the hurricane-induced losses 

on tall buildings could increase up to 30% from 2015 to 2115. Lee and Ellingwood (2017) developed a 

framework for risk assessment of infrastructures with long expected service periods accounting for the 

effects of climate change by adopting the model by Vickery et al. (2000). Pant and Cha (2018) developed 

a framework to account for the effects of climate change on hurricane wind-induced damage and losses for 

residential buildings in the Miami-Dade County, FL. They used Georgiou’s model (Georgiou et al. 1983) 

in conjunction with a transition matrix to simulate the hurricane track, and developed relationships between 

average yearly SST and hurricane parameters used for hurricane genesis. They found that, for each 1°C 

increase, the 3-second averaged wind speed for 700 years return period is expected to increase by about 

6.7-8.9 m/s for the county, and the accumulated hurricane-induced losses in 2016 to 2055 period are 

expected to increase by 1.4 to 1.7 times the expected losses predicted for the 2006 climatological conditions. 

Climate change affects all hazards associated with hurricane events, i.e., wind, windborne debris, storm 

surge, and rain hazards (Barbato et al. 2013; Unnikrishnan and Barbato 2017). This investigation focuses 
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only on hurricane wind hazard. The objective is to develop an accurate and efficient statistical model for 

wind hazard in coastal areas, which can account for the non-stationary climatological conditions produced 

by climate change. A simulation procedure based on the indirect statistics approach is proposed in this 

study.  

This study is organized as follows: (1) the vector of parameters necessary to describe the hurricane 

wind hazard, referred to as intensity measure (IM) vector, is identified and a statistical model is developed 

for its components as functions of climatological conditions, synthetically described by SST; (2) using a 

multi-layer Monte Carlo simulation approach and an existing hurricane wind profile model, a wind 

distribution simulation procedure for coastal sites and given SST is developed; (3) the model simulation 

capabilities are validated through a comparison with historical data from the National Institute of Standards 

and Technology (NIST 2016) and the design wind speeds from ASCE 7-16 (ASCE 2016); and (4) the 

results of the developed simulation approach are compared with those of other existing models based on 

simulation of hurricane tracks, i.e., the models developed by Cui and Caracoglia (2016) and Pant and Cha 

(2019), and the proposed models is used to develop hurricane wind speed distributions along the US Gulf 

and Atlantic Coast based on the climate scenarios presented in the IPCC 5th Assessment Report (AR5) 

(Stocker et al. 2013). 

2.2. Research significance 

This research proposes a predictive simulation approach to quantify the non-stationary effects of 

climate change on hurricane wind speeds along the US Gulf and Atlantic Coast. This simulation procedure 

innovatively uses a simple and efficient indirect statistics approach (Unnikrishnan and Barbato 2017), in 

which the statistics of the different IMs are indirectly obtained from site-specific statistics of fundamental 

hurricane parameters. The major contribution of this method is the lower computational cost when 

compared to full track approaches existing in the literature (Cui and Caracoglia 2016; Lee and Ellingwood 

2017; Mudd et al. 2014; Pant and Cha 2018, 2019), which can allow researchers and practicing engineers 

to consider a significantly higher number of scenarios at only a fraction of the computational cost of a single 
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scenario for a full track approach. The proposed methodology is specialized in this investigation for the US 

Gulf and Atlantic Coast; however, it can be easily extended to other regions worldwide, by using 

appropriate statistical data from pertinent historical records.  

2.3. Modeling of IMs as functions of SST 

This study uses the SST at the location and time of a given hurricane, ,T as the main indicator of 

climate change effects on hurricane properties. This selection is consistent with the high correlation between 

hurricane intensity and SST (Bjarnadottir et al. 2011; Elsner et al. 2012; Emanuel 2011, 1999; Vickery et 

al. 2000, 2009; Webster et al. 2005), explained by the increase in warm water evaporation that fuels 

hurricanes as SST increases. Consistently with an indirect statistics approach, the following subset of IM 

components were selected as the primary IMs affected by climate change: hurricane annual frequency, h ;  

peak hurricane wind speed (here defined as the maximum 1-minute average speed measured at 10 m height 

over open terrain), maxV ; radius to maximum wind speed, maxR ; and translational wind speed, tV . These 

IM components were selected because they are consistent with the hurricane radial wind profile model 

proposed by Willoughby et al. (2006) to describe the pressure gradient component, ( )rV r , of the hurricane 

wind speed at a given distance, r , from the hurricane eye.  

All IMs except h  are modeled as functions of T to account for the non-stationary climatic conditions 

produced by climate change. In particular, means and standard deviations are defined by a linear regression 

model, the parameters of which are based on historical data, as follows: 

 ( ) 0 1p p pT a a T = +    (2.1) 

 ( ) 0 1p p pT b b T = +    (2.2) 

in which max max t, ,p V R V=  . For each IM, a modified Kolmogorov-Smirnov statistical test (Soong 2004) was 

used to identify an appropriate probability distribution. Note that this approach is different from that 

adopted in Pant and Cha (2018), in which the linear regression models of the hurricane parameters were 

developed as function of the average yearly SST, .yT  
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2.3.1. Hurricane frequency model 

Existing literature indicates a significant level of disagreement among different researchers regarding 

the variation in hurricane frequency and the development of an appropriate hurricane frequency model 

under changing climate conditions (Lombardo and Ayyub 2015). In this work, climate change-induced 

modifications of the hurricane annual frequency were investigated by analyzing the yearly number of 

hurricanes in the US Gulf and Atlantic Coast during the 1851-2018 period as a function of the yearly global 

yT , which is plotted in Figure 2-1(a) based on the hurricane records in the HURDAT2 database (Landsea 

et al. 2015). The slope of the linear regression model used to fit the historical data is almost equal to zero, 

i.e., the annual frequency for Atlantic hurricanes is independent of yT  (p-value = 0.95). The same 

methodology was followed to investigate the climate change effects on the hurricane annual frequency at 

different marine mileposts at intervals of 185.2 km (100 nautical miles) along the US Gulf and Atlantic 

Coast regions (shown in Figure 2-1(b)), based on the hurricane annual frequencies given in the NIST 

database (NIST 2016). For all considered mileposts, the slope of the linear regression was found to be 

statistically equal to zero, with p-values ranging between 0.74 and 0.86. Based on the existing literature, 

two distributions were considered to model the hurricane annual occurrences: the Poisson distribution (Batts 

et al. 1980, Mudd et al. 2014) and the negative binomial distribution (Cui and Caracoglia 2016, Jagger and 

Elsner 2012, Oxenyuk et al. 2017, Vickery et al. 2000). A chi-squared goodness-of-fit test (Soong 2004) 

failed to reject the null hypothesis at a 5% significance level in 24 out of 27 locations for the Poisson 

distribution (i.e., the fitting of the available data with a Poisson distribution was acceptable for 24 out of 27 

locations), and in 10 out of 27 locations for the negative binomial distribution (i.e., the fitting of the 

available data with a negative binomial distribution was acceptable for 10 out of 27 locations). It was also 

observed that, for the 17 locations where the negative binomial distribution was rejected, the sample mean 

of the number of hurricane annual occurrences was higher than the corresponding sample variance, 

confirming that the use of a negative binomial distribution was not appropriate for those locations. 

Based on these results, the yearly number of hurricanes affecting a given location is modeled as a 

Poisson random variable with constant (i.e., not dependent on yT ) annual frequency, h , equal at each 
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location to the annual hurricane frequency given in the NIST database (NIST 2016). The values of h  

corresponding to the considered mileposts along the US Gulf and Atlantic Coast are given in Table 2-1. 

 

 

 

Figure 2-1. US Gulf and Atlantic Coast hurricane-prone region: (a) yearly number of hurricanes in the 1851-

2018 period as a function of yT  , and (b) location of mileposts at intervals of 185.2 km (100 nautical miles) 

considered in this study 

Table 2-1. Location depedent parameters for mileposts at intervals of 185.2 km (100 nautical miles) 

along the US Gulf and Atlantic Coast: hurricane annual frequency, h ; radius of influence, infr ; location 

parameter, ; scale parameter,  ; and shape parameter,   

Milepost h  infr        

# (-) (km) (km) (km) (-) 

1 0.37 275 215 39.96 -0.71 
2 0.44 285 208 41.74 -0.10 
3 0.48 270 212 39.13 -0.75 
4 0.51 295 223 43.66 -0.36 
5 0.50 290 225 42.67 -0.60 
6 0.50 295 230 43.56 -0.67 
7 0.50 285 220 41.83 -0.56 
8 0.51 285 225 41.73 -0.83 
9 0.50 295 230 43.96 -0.87 
10 0.51 295 235 43.76 -0.92 
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11 0.51 290 229 37.58 -0.87 
12 0.53 225 178 30.99 -0.84 
13 0.57 255 192 42.29 -0.40 
14 0.55 215 171 42.03 -1.04 
15 0.63 300 224 54.67 -0.37 
16 0.57 345 268 62.58 -0.69 
17 0.53 345 274 62.53 -0.98 
18 0.55 320 252 58.66 -0.74 
19 0.61 280 221 51.57 -0.46 
20 0.68 285 225 51.44 -0.89 
21 0.63 268 212 48.29 -0.17 
22 0.56 297 234 54.33 -0.65 
23 0.45 325 257 58.53 -0.26 
24 0.32 307 243 55.48 -0.84 
25 0.29 270 213 48.93 -1.01 
26 0.29 270 214 48.96 -0.79 
27 0.26 292 231 52.85 -0.45 

 

2.3.2. Model for SST at time and location of hurricane 

This study proposes a model for the SST at the place and location of the hurricane, T , as a function of 

climatic conditions, which are synthetically represented by the average yearly SST, yT . The SST T  is 

assumed to follow a probability distribution with mean and standard deviation described as linear functions 

of yT . The linear regression models were developed using the National Oceanic and Atmospheric 

Administration (NOAA) datasets for T and yT  corresponding to years 1988-2018 (NOAA/OAR/ESRL-

PSD 2015). The obtained relation for the mean SST, 
T , is plotted in Figure 2-2(a) with the historical data 

and is given by: 

 ( ) 0 1T y T T yT a a T = +    (2.3) 

in which 
o

0 27.38 CTa = −  and 1 2.19Ta = . Eq. (2.3) is valid for o24.0 CyT  . The standard deviation was 

found to be almost independent of yT , with the slope of the regression line statistically equal to zero (p-

value = 0.33). Thus, the SST standard deviation is assumed constant and equal to 
o1.23 CT = . Based on 

the results of a modified Kolmogorov-Smirnov test (Soong 2004), a normal distribution with mean given 

by Eq. (2.3) and 
o1.23 CT = is selected to describe T .  
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2.3.3. Peak wind speed model 

A statistical model for 
maxV  as a function of T  was developed based on the historical peak hurricane 

wind speeds collected from the HURDAT2 database (Landsea et al. 2015) and the maximum temperature 

at the time and location of the hurricane obtained from the NOAA database (NOAA/OAR/ESRL-PSD 

2015) for hurricanes in the Atlantic Basin during the period 1988-2018. The historical data of 
maxV  are 

plotted as a function of T in Figure 2-2(b) together with the linear regression model used to describe 

( )
maxV T . The regression parameters for the mean and standard deviation of 

maxV  according to Eqs. (2.1) 

and (2.2) (as well as the p-values of the slopes of the regressions) are given in Table 2-2 and are valid for 

o24 CT  . Based on the results of a two-sided Kolmogorov-Smirnov test (Soong 2004), the Weibull 

distribution provides the best fit to the collected data and is adopted here, consistently with other research 

works available in the literature (e.g., Li and Ellingwood 2006).  

2.3.4. Radius to maximum wind speed model 

The statistical model for 
maxR was developed using the same approach and the same data sources used 

for 
maxV . The historical data of 

maxR  are plotted as a function of T  in Figure 2-2(c) together with the 

linear regression model used to describe ( )
maxR T . The regression parameters for the mean and standard 

deviation of 
maxR  according to Eqs. (2.1) and (2.2) (as well as the p-values of the slopes of the regressions) 

are given in Table 2-2 and are valid for 
o24 CT  . Based on the results of a two-sided Kolmogorov-Smirnov 

test (Soong 2004), the truncated normal distribution with lower tail truncation 
max 0R   provides the best 

fit to the collected data and is adopted here, consistently with other research works available in the literature 

(Bjarnadottir et al. 2011; Unnikrishnan and Barbato 2017). A weak but not negligible inverse correlation 

between 
maxV  and 

maxR was also found, with a correlation coefficient 
max max

0.301V R = − .  
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2.3.5. Translational wind speed model 

The statistical model for 
tV  was developed following a similar approach and the same data sources 

used for 
maxV  and 

maxR .  Because the values of 
tV are not directly available in the HURDAT2 database 

(Landsea et al. 2015), they were calculated as the maximum values of the translational speed along each 

hurricane track by assuming a constant translational speed between subsequent recorded positions of the 

tropical cyclone center. Figure 2-2(d) shows the historical data for 
tV  and the linear regression fit for the 

mean of 
tV  as a function of T . The slopes of the linear regressions for mean and standard deviation of 

tV  

are not statistically different than zero (see Table 2-2); thus, both mean and standard deviation of 
tV  are 

assumed to be independent of T . Based on the results of a two-sided Kolmogorov-Smirnov test (Soong 

2004), a log-normal distribution with 
t

6.02 m/sV =  and 
t

2.45 m/sV =  provides the best fit to the 

collected data and is adopted here. It is noteworthy that 
tV  is a variable that is location-dependent, with 

hurricanes generally moving faster north along the Atlantic Coast region and moving slower inside the Gulf 

Coast region (Vickery and Twinsdale 1995; Vickery et al. 2000). However, a single random variable is 

used here to describe the hurricane translation wind speed over the entire US Gulf and Atlantic Coast region. 

In fact, this quantity has a small effect on the peak wind speeds, which represent the focus of this study. 

This modeling assumption is not appropriate when modeling other hazards such as storm surge and rainfall, 

which are strongly dependent on the translational wind speed of tropical cyclones. For these applications, 

it is recommended to use multiple location-dependent random variables to describe tV . 

 

 

Table 2-2. Regression parameters for mean and standard deviations of hurricane IMs for the US Gulf 

and Atlantic Coast 

p  Unit 0pa   1 Cpa    p-value 0pb  1 Cpb    p-value 

maxV  m/s -29.31  2.93 0.01  -20.05 1.06 < 0.01 

maxR  km 105.8 -2.57 0.05  29.0 -0.48 < 0.01 

tV  m/s 
6.66 

(6.02)*  

-0.02 

(0)* 
0.91 

-3.52 

(2.45)* 

0.21 

(0)* 
0.37 

* values in parentheses are those used in the proposed sampling procedure 
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Figure 2-2. Historical data for US Gulf and Atlantic Coast between 1988-2018 and linear regression lines for:  

(a) T  vs. ,yT  (b) maxV vs. ,T  (c) maxR vs. ,T  and (d) tV vs. T  

 

2.4. Development of hurricane wind speed distributions for the US Gulf and 

Atlantic Coast as function of climatological conditions 

A simulation approach based on a multi-layered Monte Carlo simulation (Barbato et al. 2013; 

Unnikrishnan and Barbato 2017) is proposed here to develop the hurricane wind speed distributions at 

different locations as functions of climatological conditions described by changes in the SST. A flowchart 

of the simulation algorithm is provided in Figure 2-3. The random parameters used in the sampling 

procedure and their probability distributions are described in Table 2-3. 
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Figure 2-3. Flowchart of the proposed hurricane wind speed simulation methodology 

 

The methodology is initialized by selecting the location (latitude and longitude) of the site of interest, 

the number of samples, sn , and the year of interest, y  . Once the locations is selected, the corresponding 

value of 
h  is obtained from the NIST database (NIST 2016). The sampling procedures is started by finding 

the average yearly SST, 
( )i
yT , for sample i. If the simulation is done to validate historical data (in this study, 
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when 2005y  ), 
( )i
yT  is set deterministically equal to the measured average yearly SST for the year under 

consideration, e.g., by using data from NOAA’s records (NOAA/OAR/ESRL-PSD 2015). If the simulation 

is performed to predict future wind speed distributions for a given scenario, the temperature increment 

( )i
yT  is sampled based on the data reported in the IPCC AR5 (Stocker et al. 2013). These data correspond 

to the mean and the 90% confidence intervals for the predicted global annual SST changes during the 2010-

2060 period with respect to 2005, which are reported in Figure 2-4. In particular, the filled markers represent 

the mean estimates, whereas the empty markers correspond to the lower and upper bounds of the 90% 

confidence intervals. This figure also shows the estimated global annual SST change for years 2010 and 

2015 with respect to year 2005. The lower and upper bounds of the 90% confidence intervals for the 

measured yT  in 2010 and 2015 are not visible at the scale used in Figure 2-4 and are equal to [0.25, 0.29] 

°C for 2010 and [0.38, 0.42] °C for 2015. The IPCC AR5 projections do not provide the probability 

distribution for the average yearly SST increase. In the present study, the average yearly SST change in any 

given year is assumed to follow a truncated normal distribution (with the lower bound equal to -1.73 °C) 

fitted to data corresponding to the different IPCC AR5 projections (Stocker et al. 2013). The i-th sample 

value of yT  for the year and scenario of interest is finally obtained as: 

 
( ) ( )

2005

i i

y yT T T= +    (2.4) 

in which, 
o

2005 25.73 CT =  is the average yearly SST for the reference year 2005 used by the IPCC AR5 

projection scenarios. The lower bound of the yT  distribution was selected so that 24 CyT   , consistently 

with the validity range for Eq. (2.3). 
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Figure 2-4. IPCC AR5 Projections for increases in average yearly sea surface temperature 

 

The next step of the sampling procedure requires sampling the number of hurricanes in a year for the 

i-th sample, 
( )
h

i
n , from a Poisson distribution with an event rate equal to 

h  for the location of interest. If 

( )
h 0
i

n = , the yearly maximum wind speed for the i-th sample is set equal to zero, i.e., 
( ) 0 m/siV = . 

Otherwise, an inner loop is initiated to obtain the maximum wind speeds for each of the sampled hurricanes 

in a year corresponding to the i-th sample.  

For the j-th hurricane of this inner loop (where 
( )
h1,2, ,
i

j n= ), the sampling procedure requires to 

sample the position of the hurricane eye closest to the location of interest, conditional to this position being 

on water. More specifically, a bearing angle, 
( ),i j

 , and a distance, 
( ),i j

r , are sampled from a uniform 

distribution and a truncated generalized extreme value distribution (tGEV) respectively, as described in  
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Table 2-3. The values of the parameters defining the tGEV distribution (i.e., radius of influence rinf , location 

parameter ,  scale parameter ,  and shape parameter  ) are given in for the different locations considered 

in this study (see Figure 2-1(b)). The values of infr  were calculated using historical hurricane tracks for 

mileposts along the US Gulf and Atlantic Coast at intervals of 185.2 km (100 nautical miles) by using the 

HURDAT2 database (Landsea et al. 2015) and considering all the hurricanes in the Atlantic basin during 

the period 1871-1963, i.e., the period for which the NIST database was developed (Batts et al. 1980). In 

particular, the values of infr  were obtained by rounding to the next 10 km the distance within which the 

hurricane frequency obtained from historical data coincides with the hurricane annual frequency provided 

by the NIST database, h . The values of the other parameters were obtained by fitting a tGEV distribution 

to the historical data from the HURDAT2 database (Landsea et al. 2015). Only hurricane location samples 

positioned on water are accepted by digitizing the map of the region and rejecting the location samples on 

land until the condition is satisfied. The procedure to identify the hurricane eye’s position from the latitude 

and longitude of the site on interest and the sampled values of r and  is described in Todhunter (2006). 

Once the hurricane eye’s position is determined, the temperature 
( ),i j

T   at the time and location of the 

hurricane is sampled from a truncated normal distribution with lower limit equal to 24 °C, mean 
( )( )i

T yT  

obtained from Eq. (2.3), and standard deviation 
o1.23 CT = . The probability distributions shown in Table 

2-3 are used in combination with the Nataf’s model (Liu and Der Kiureghian 1986) to sample the remaining 

IM components 
( ),

max

i j
V , 

( ),

max

i j
R , and 

( ),

t

i j
V , with correlation coefficients 

max max, 0.301R V = −  and 

max t max t, , 0V V R V = = . The parameter values given in Table 2-2 are used in conjunction with Eq. (2.1) to 

determine 
( )( )

max

,i j

V T  and 
( )( )

max

,i j

R T , and with Eq. (2.2) to determine to determine 
( )( )

max

,i j

V T  and 

( )( )
max

,i j

R T .  

The next step of the sampling procedure requires to calculate the pressure gradient component of the 

wind speed, 
( ),

r

i j
V , which in this study is based on the Willoughby’s model for dual-exponential hurricane 
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profile (Willoughby et al. 2006). This model is a piecewise continuous profile for the pressure gradient 

component of the hurricane wind speed defined as follows (Figure 2-5): 

 ( ) ( )

( )
max max

1 2

1 max 1

max

r 1 2 1 2

2 max 2

0

1

1

n

r R r R

X X

r
V V r R

R

V r V w V w R r R

V V A e A e r R

   − −
− −   
   


 

=    
 

=  − +   


 
 =  −  +  
   

  (2.5) 

where n is the exponent controlling the wind speed increase inside the hurricane eye, w  denotes a weighting 

function described by a smooth 9th order polynomial that monotonically increases from zero to one in the 

transition zone defined by 1 max 2R R R  , 1X  and 2X  denote the e-folding lengths, and A is a parameter 

determining the proportion of the two exponentials in the profile outside the transition zone. Based on 

Willoughby et al. (2006), 2 1 10 kmR R= + , 2 25 kmX = , whereas  n, 1X , and A are correlated random 

variables described by the probability distributions given in Table 2-3 with correlation coefficients 

1
0.143X n = − , 

1
0.165X A = , and 0.391nA = . These distributions were obtained by fitting to the data 

provided for the dual-exponential model in Willoughby et al. (2006). Also in this case, the statistical 

sampling of the correlated random variables n, 1X , and A is performed using the Nataf’s model (Liu and 

Der Kiureghian 1986). Parameter 1R  is a function of 1 2 max, , , ,  and n A X X R  and is found by numerical 

inversion of the 9th order polynomial defining w  after calculating the value of w  corresponding to maxV  

(Willoughby et al. 2006). 
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Figure 2-5. Description of Willoughby's hurricane profile model 

 

 

 Finally, the heading angle 
( ),i j

  is sampled from a normal distribution with mean and standard 

deviation derived from historical data (Vickery et al. 2000). Using the Georgiou’s model (Georgiou  et al. 

1983), the sampled pressure gradient and translational wind speeds,
( ),

r

i j
V  and 

( ),

t

i j
V ,  are combined to obtain 

the maximum gradient wind speed at the site of interest, 
( ),i j

V : 

 ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )( )
2 2

, , , , , , , ,

t t r

1 1
sin sin

2 4

i j i j i j i j i j i j i j i j
V V f r V f r V    =   −  +   −  +

   
  (2.6) 

in which 
( ),i j

  is the relative angle between the translational direction of the hurricane (defined by the 

heading angle 
( ),i j

 ) and the direction defined by connecting the site of interest with the hurricane eye 

position, and f is the Coriolis parameter. 

The simulated hurricane wind speeds obtained using the proposed sampling procedure can then be post-

processed depending on the statistics of interest. For example, if the statistics of interest is the annual peak 

wind speed distribution at the site, the experimental cumulative distribution function can be obtained by 

using only the yearly maxima, i.e., 
( )

( )

( )( )
h

,

1

max
i

i i j

j n

V V
 

=  . It is also noted that the hurricane wind speed 

obtained from the proposed sampling procedure correspond to the fastest 1-minute hurricane speed at 10 m 
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above ground over open terrain, i.e., equivalent to Exposure Category C in ASCE 7-16 (ASCE 2016). The 

simulated hurricane wind speeds V  can then be converted to different gust averaging times, exposures, and 

elevations as follows: 

 , ,t e z t e zV c c c V=      (2.7) 

where tc  = conversion factor for different wind time averages (ESDU 1993, ASCE 2016) with 1tc =  for 

the fastest 1-minute hurricane speed, ec  = conversion factor for different terrain exposure categories (ASCE 

2016) with 1ec =  over open terrain (Exposure Category C), and zc  = conversion factor for different 

elevations z  above ground (ASCE 2016) with 1zc =  at z = 10 m above ground. 
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Table 2-3. Random variables and corresponding probability distributions used in the proposed 

sampling procedure 

Varia

ble 
Unit 

Distributi

on 
Distribution description Range 

yT  °C 
Truncated 

Normal 

Based on IPCC AR5 (Stocker et al. 2013) 

projections 
1.73 yT−    +  

hn    - Poisson h at each location from NIST database 

(2016) 
hn ≥ 0 

  rad Uniform 
2, 3    = =   0 2    

r  km tGEV 
Parameters inf , , ,r     at each location 

given in Table 2-1 
inf0.0 r r   

T   °C 
Truncated 

Normal 

T  calculated from Eq. (2.3), 
o1.23 CT =   

24 CT    

maxV  m/s 
Translate

d Weibull 

maxV  calculated from Eq. (2.1),  

maxV  calculated from Eq. (2.2) 
max 33.4 m/sV   

maxR  km 
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2.5. Validation of the proposed model with historical data  

The proposed simulation procedure for the hurricane wind speed at a given location along the US Gulf and 

Atlantic Coast is validated by comparing the statistics of the simulation results with two sets of historical 

data: hurricane wind speeds from the NIST database (NIST 2016), and design wind speeds from ASCE 7-

16 (ASCE 2016). The first set of data from the NIST database (NIST 2016) is used to validate the means 
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and the standard deviations (i.e., the body region of the corresponding distribution) of historical hurricane 

wind speeds during the 1871-1963 period for the considered mileposts. The simulation procedure was 

performed using as yT  the average value of the annual temperature for this period, i.e., 
o

1871-1963 25.41 C.T =  

The NIST data corresponds to fastest 1-minute hurricane speeds at 10 meters above ground over open 

terrain; thus, for this comparison, the coefficients in Eq. (2.7) assume the values 1.0t e zc c c= = = .  The 

results from the proposed simulation method are based on 1,000,000 samples and are compared with the 

means and standard deviations obtained from the 999 data points available at each location from the NIST 

database. These means and standard deviations are conditional to the occurrence of a hurricane event. 

Figure 2-6 (a) and (b) compare the means and standard deviations, respectively, obtained from the NIST 

data and the proposed model at each considered milepost from the coast of Texas to that of Maine. The 

95% confidence intervals for the estimates of the means and standard deviations are also shown, even 

though those corresponding to the simulated data from the proposed simulation method are not visible at 

the scale presented in Figure 2-6. 

 

Figure 2-6. Comparison of statistics for hurricane wind speed (gradient wind speed corresponding to fastest 1-

minute hurricane speeds at 10 meters above ground over open terrain) obtained from the NIST database and from 

the proposed simulation procedure along the US Gulf and Atlantic Coast: (a) means and (b) standard deviations 
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Table 2-4 reports the hurricane wind speed means and standard deviations estimated using the NIST 

data and the simulated data obtained from the proposed method, as well as the corresponding percent 

relative errors, for all the considered mileposts along the US Gulf and Atlantic Coast. The average relative 

difference between the simulated and NIST estimates of the hurricane wind speed means is +0.68%, with 

individual relative differences contained between 1.79%−  and 3.33% . The corresponding root mean square 

error (RMSE) and the modified root mean square error (mRMSE) (Peng et al. 2014; Rizzo et al. 2018)  for 

the hurricane wind speed means are equal to 0.33 m/s  and 0.00 m/s,  respectively. These results indicate 

that the proposed simulation procedure is able to reproduce very accurately historical data corresponding 

to hurricane wind speed means along the entire US Gulf and Atlantic Coast. In fact, the mRMSE value of 

zero indicates that the simulation estimates of the hurricane wind speed means is always contained within 

± 2 standard errors from the NIST-based estimates of the means. The difference between the simulated and 

NIST estimates of the hurricane wind speed standard deviations is +0.07%, with individual relative errors 

contained between 21.65%−  and 21.58% . The corresponding RMSE and mRMSE are equal to 0.83 m/s  

and 0.57 m/s , respectively. The proposed simulation procedure generates estimates of hurricane wind 

speed standard deviations that are globally representative of the US Gulf and Atlantic Coast; however, it 

can capture well the effects of geographical differences for the hurricane wind speed means, but not for the 

hurricane wind speed standard deviations, as observed from Figure 2-6. 
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Table 2-4. Comparison of hurricane gradient wind speed (fastest 1-minute hurricane speed at 10 m 

above ground over open terrain) means and standard deviations at different mileposts estimated using 

NIST data and the proposed simulation procedure 

Milepost  NIST (m/s) Proposed model (m/s) Relative difference (%) 

# μV σV μV σV 
V

   
V

  

1 22.82 9.62 22.60 8.76 -0.97 -8.92 

2 22.35 9.17 23.04 8.66 3.10 -5.52 

3 23.11 9.46 23.33 8.79 0.95 -7.08 

4 21.55 8.44 22.26 8.53 3.30 1.09 

5 21.85 8.11 21.81 8.53 -0.18 5.16 

6 21.49 8.56 21.39 8.57 -0.48 0.07 

7 22.13 9.16 22.27 8.60 0.62 -6.15 

8 22.23 8.31 22.10 8.68 -0.59 4.39 

9 21.00 7.15 21.70 8.69 3.33 21.58 

10 21.74 7.78 21.35 8.70 -1.79 11.80 

11 21.54 8.74 21.34 8.49 -0.94 -2.81 

12 25.99 8.9 25.86 9.04 -0.49 1.53 

13 23.84 10.08 24.36 9.02 2.20 -10.55 

14 26.97 9.88 26.63 9.74 -1.24 -1.45 

15 21.06 9.13 21.40 8.85 1.60 -3.08 

16 18.71 8.57 18.52 8.59 -1.00 0.22 

17 17.83 7.92 18.13 8.66 1.70 9.34 

18 19.52 9.45 19.57 8.87 0.28 -6.14 

19 21.73 9.04 21.90 9.15 0.79 1.24 

20 21.19 8.31 21.54 8.97 1.65 7.99 

21 22.28 8.93 22.55 9.12 1.21 2.12 

22 20.46 7.84 20.83 8.97 1.82 14.38 

23 19.07 7.45 19.19 8.77 0.61 17.76 

24 20.08 9.21 20.19 8.92 0.57 -3.13 

25 22.58 10.87 22.68 8.52 0.44 -21.65 

26 22.25 10.15 22.47 9.10 1.01 -10.30 

27 20.89 10.00 21.05 8.99 0.79 -10.10 

Average 21.71 8.90 21.85 8.82 0.68 0.07 

Minimum 17.83 7.15 18.13 8.49 -1.79 -21.65 

Maximum 26.97 10.87 26.63 9.74 3.33 21.58 

 

The second set of data from the design wind speeds given in ASCE 7-16 (ASCE 2016) is used to 

validate the tail of the hurricane wind speed distributions. In particular, the ASCE 7-16 design wind speeds 

(also referred to as basic wind speeds) correspond to the 3-second gust wind speeds over open terrain at 10 

m above ground at any given location with mean return intervals (MRIs) of 300, 700, 1700, and 3000 years, 
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which are used for the design of structures of risk category I through IV, respectively. Thus, the coefficients 

in Eq. (2.7) assume the values 1.0e zc c= =  and 1.25tc = . The design wind speeds in ASCE 7-16 are based 

on data corresponding to the 1886-1983 period, for which the average yearly SST was calculated as 

o

1886-1983 25.30 CT = . It is noted here that the design wind speed in ASCE 7-16 are obtained from the wind 

speed distributions including both hurricane and non-hurricane wind speeds, whereas the wind speeds 

obtained from the proposed simulation procedure correspond to the hurricane wind speeds only. However, 

it was also observed that the differences between the two distributions in all the locations considered in this 

study are negligible for MRI larger than or equal to 100 years. The design wind speeds obtained from the 

proposed sampling methodology are based on 1,000,000 simulations and are obtained as: 

 1 1
CDFMRI

MRI
V

MRI

− − 
=  

 
  (2.8) 

in which, MRI = 300, 700, 1700, and 3000 years denotes the MRI of interest, and 
1CDF−

 denotes the 

inverse of the empirical cumulative distribution function (CDF) of the generated wind speed data. Table 

2-5 reports the wind speeds corresponding to MRIs of 300, 700, 1700, and 3000 years obtained from ASCE 

7-16 and from the proposed simulation procedure at each considered milepost from the coast of Texas to 

that of Maine, as well as the relative differences between the two sets of values. As shown in Table 2-5, the 

average relative differences in the design wind speeds over all mileposts are smaller than 1% in absolute 

value for all four risk categories, with minimum and maximum relative differences slightly increasing in 

absolute values for increasing MRIs. The RMSEs over all considered mileposts for structures corresponding 

to risk categories I through IV are equal to 1.80 m/s, 2.55 m/s, 2.84 m/s and 3.07 m/s, respectively. It is 

observed that the proposed simulation procedure can match very well the design wind speeds overall, with 

only a few locations out of the 27 considered along the US Gulf and Atlantic Coast where the simulated 

design wind speeds differ from the ASCE 7-16 design wind speeds by more than 5% (i.e., in 5, 7, 3, and 4 

locations for MRIs of 300, 700, 1700, and 3000 years, respectively). These locations correspond almost 

exactly to the locations where higher differences were observed between the NIST-based and the simulated 

estimates of the hurricane wind speed standard deviations. It is also observed that the average relative 
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differences and the RMSEs of the simulated design wind speed tend to slightly increase for increasing 

MRIs. Based on the results presented here, it is shown that the proposed simulation approach can capture 

well both the body and the tail of the hurricane wind speed distributions obtained from historical data for 

different locations along the US Gulf and Atlantic Coast. 

 

Table 2-5. Comparison of design wind speeds (base wind speeds corresponding to 3-second gust 

wind speeds at 10 m above ground over open terrain) from ASCE 7-16 and proposed simulation 

procedure along the US Gulf and Atlantic Coast 

Milepost 

# 

ASCE (m/s) Proposed model (m/s) Relative difference (%) 

300 700 1700 3000 300 700 1700 3000 300 700 1700 3000 

1 61.24 66.16 69.74 72.42 58.05 62.73 67.60 70.42 -5.20 -5.18 -3.07 -2.76 

2 61.69 66.61 70.63 72.87 58.89 63.19 67.66 70.34 -4.53 -5.13 -4.21 -3.47 

3 59.9 64.37 68.4 70.19 60.35 64.92 69.65 72.57 0.75 0.85 1.82 3.39 

4 58.12 63.48 68.4 70.19 57.87 62.29 66.54 69.53 -0.43 -1.87 -2.72 -0.93 

5 67.06 75.1 80.02 82.7 64.04 68.81 73.85 76.89 -4.50 -8.38 -7.71 -7.02 

6 66.61 74.21 80.02 81.81 66.46 71.76 76.86 80.24 -0.23 -3.31 -3.95 -1.92 

7 65.27 71.53 78.68 81.81 61.70 66.48 71.06 74.22 -5.47 -7.07 -9.69 -9.27 

8 56.77 61.24 66.16 68.4 57.63 62.18 66.87 69.51 1.52 1.54 1.08 1.62 

9 52.75 58.56 63.48 62.14 53.79 57.99 62.37 65.10 1.97 -0.98 -1.74 4.77 

10 50.52 54.54 60.8 62.14 53.13 57.46 61.61 64.60 5.17 5.35 1.34 3.96 

11 59.9 64.82 68.4 70.19 57.44 61.86 66.20 69.07 -4.10 -4.56 -3.21 -1.60 

12 64.37 69.29 75.1 78.68 64.66 69.59 74.32 77.27 0.45 0.44 -1.04 -1.79 

13 71.53 77.34 82.26 85.83 69.66 74.68 79.61 82.83 -2.62 -3.44 -3.22 -3.50 

14 69.29 75.55 80.47 83.6 67.92 73.34 78.82 82.39 -1.98 -2.92 -2.05 -1.45 

15 61.24 66.61 71.08 75.55 60.24 64.83 69.28 72.35 -1.63 -2.67 -2.53 -4.24 

16 53.64 58.12 62.59 66.61 54.21 58.95 63.62 66.97 1.06 1.43 1.64 0.54 

17 52.75 58.12 63.93 67.5 53.03 58.04 63.22 66.54 0.53 -0.14 -1.10 -1.42 

18 58.56 65.71 70.19 73.76 57.84 63.00 67.99 71.28 -1.22 -4.13 -3.14 -3.36 

19 60.35 66.16 69.74 72.87 60.43 65.40 70.27 73.69 0.12 -1.14 0.77 1.12 

20 59.9 64.82 67.95 70.19 59.94 64.57 69.52 72.75 0.06 -0.38 2.31 3.65 

21 55.43 59.01 63.03 66.16 55.88 60.27 64.50 67.01 0.81 2.13 2.34 1.29 

22 49.62 54.09 58.56 60.8 52.34 56.59 61.03 63.72 5.49 4.63 4.22 4.81 

23 50.96 55.88 59.9 62.59 51.81 56.28 60.83 63.85 1.68 0.72 1.56 2.02 

24 49.62 54.09 58.56 61.24 50.86 55.77 60.03 63.03 2.51 3.11 2.50 2.93 

25 54.09 58.12 62.14 64.37 54.67 58.84 63.13 65.67 1.07 1.24 1.60 2.03 

26 54.99 59.01 62.59 64.82 57.16 62.36 67.81 70.94 3.94 5.67 8.35 9.44 

27 49.17 53.64 57.22 59.46 52.35 57.43 62.10 65.50 6.46 7.06 8.52 10.15 

Average 58.35 63.56 68.15 70.7 58.24 62.95 67.64 70.68 0.06 -0.63 -0.42 0.33 
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Minimum 49.17 53.64 57.22 59.46 50.86 55.77 60.03 63.03 -5.47 -8.38 -9.69 -9.27 

Maximum 71.53 77.34 82.26 85.83 69.66 74.68 79.61 82.83 6.46 7.06 8.52 10.15 

 

2.6. Hurricane wind speed projections considering climate change: comparison 

with other existing models and design implications 

The proposed simulation procedure is used to develop projected hurricane wind speed distributions 

under different climate change projections along the US Gulf and Atlantic Coast. As a further validation of 

this methodology, its projection results are compared with those obtained from existing methodologies 

based on a rigorous simulation of the hurricane tracks from their formation in the Atlantic Ocean to their 

landfall on the US Gulf and Atlantic Coast based on downscaled climate change projections. Specifically, 

the wind speed projections for year 2100 in Miami, FL, corresponding to the models developed by Cui and 

Caracoglia (2016) and Pant and Cha (2019) are compared in Figure 2-7 to those obtained using the proposed 

model for the climate change scenarios defined by the Representative Concentration Pathways (RCP) in 

the best-case scenario RCP 2.6 and the worst-case scenario RCP 8.5. The predicted changes in design wind 

speeds obtained by using the proposed model are very close to those provided by the other two models, 

with a maximum absolute value of the relative differences smaller than 3.0% for the RCP 2.6 scenario 

(corresponding to a wind speed difference of approximately 2.3 m/s) and smaller than 2.4% for the RCP 

8.5 scenario (corresponding to a wind speed difference of approximately 2.2 m/s). It is concluded that the 

proposed simulation procedure provides projections of wind speed distributions that are consistent with 

other existing methodologies based on hurricane tracks at a small fraction of their computational cost. For 

example, the proposed methodology allows to derive the hurricane wind speed distributions based on 

1,000,000 simulation at the 27 different locations and for all four climate change scenarios considered in 

this study in little less than 2 minutes on an ordinary personal computer (Intel® Core i7-8700 processor, 

3.2 GHz, 16 GB RAM). 
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Figure 2-7. Comparison of projected hurricane wind speeds (gradient wind speeds corresponding to 3-second gust 

wind speeds at 10 m above ground over open terrain) for year 2100 in Miami, FL, from proposed model, Cui and 

Caracoglia (2016), and Pant and Cha (2019) 

 

Finally, the proposed simulation approach is used to estimate the projected wind design speeds under 

different climate change scenarios at different locations along the US Gulf and Atlantic Coast. Table 2-6 

reports the projected absolute and relative increases in design wind speeds by year 2060 at each considered 

milepost from the coast of Texas to that of Maine when considering the RCP 8.5 climate change scenario. 

These average relative increases in design wind speeds are equal to 25.01%, 24.52%, 25.13%, and 26.05% 

for structures in risk categories I through IV, respectively, with peak relative increases as high as 39.70% 

near the coast of Maine, where the largest relative increases are expected for all risk categories.  
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Table 2-6. Projected increases in design wind speeds (basic wind speeds corresponding to 3-second 

gust wind speeds at 10 m above ground over open terrain) for year 2060 and scenario RCP 8.5 along the 

US Gulf and Atlantic Coast 

Milepost 300 years 700 years 1700 years 3000 years 

# (m/s) (%) (m/s) (%) (m/s) (%) (m/s) (%) 

1 11.15 18.21 12.22 18.47 14.35 20.58 15.18 20.97 

2 12.25 19.86 13.08 19.64 14.36 20.33 15.62 21.43 

3 15.62 26.08 17.04 26.46 19.15 28.00 21.00 29.91 

4 14.56 25.06 14.75 23.23 15.45 22.58 17.33 24.69 

5 11.61 17.31 9.87 13.14 11.48 14.35 12.90 15.60 

6 13.93 20.91 12.69 17.11 13.33 16.66 15.89 19.42 

7 11.31 17.33 11.09 15.51 9.74 12.38 10.25 12.53 

8 15.35 27.03 16.84 27.49 18.02 27.23 19.33 28.26 

9 15.44 29.28 15.30 26.13 15.81 24.91 20.28 32.64 

10 16.66 32.97 18.18 33.33 17.67 29.06 19.43 31.27 

11 12.24 20.44 13.01 20.07 15.15 22.15 17.11 24.37 

12 16.91 26.28 18.15 26.19 18.55 24.70 18.51 23.53 

13 13.87 19.39 14.76 19.08 16.37 19.90 16.55 19.28 

14 16.76 24.19 17.60 23.30 19.83 24.64 21.04 25.17 

15 14.46 23.62 15.15 22.74 16.76 23.58 15.52 20.54 

16 14.60 27.22 16.09 27.69 18.00 28.76 17.44 26.18 

17 13.77 26.11 14.81 25.48 15.66 24.49 16.20 24.00 

18 13.90 23.74 13.38 20.36 15.52 22.11 16.21 21.97 

19 16.12 26.71 16.71 25.25 19.43 27.86 20.40 28.00 

20 15.60 26.04 16.94 26.14 20.30 29.87 22.07 31.45 

21 14.85 26.80 16.87 28.59 18.83 29.87 19.50 29.47 

22 11.21 22.60 12.15 22.45 12.77 21.80 14.15 23.28 

23 14.36 28.18 15.52 27.78 17.24 28.77 18.44 29.46 

24 14.30 28.82 16.00 29.58 17.94 30.64 19.41 31.70 

25 14.89 27.53 16.63 28.62 18.37 29.57 19.51 30.30 

26 16.39 29.81 19.53 33.09 22.36 35.72 24.81 38.28 

27 16.62 33.81 18.83 35.10 21.81 38.12 23.60 39.70 

Average 14.40 25.01 15.30 24.52 16.82 25.13 18.06 26.05 

Minimum 11.15 17.31 9.87 13.14 9.74 12.38 10.25 12.53 

Maximum 16.91 33.81 19.53 35.10 22.36 38.12 24.81 39.70 

 

Similar results for other climate change scenarios are not reported here due to space constraints, but the 

following average relative increases in the design wind speeds are obtained for the four risk categories 

considered in ASCE 7-16: (1) 14.52%, 14.00%, 14.47%, and 15.27% for RCP 2.6; (2) 18.87%, 18.32%, 
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18.96%, and 19.82% for RCP 4.5; and (3) 17.87%, 17.39%, 17.97%, and 18.87% for RCP 6.0. Because the 

design wind force applied on a structure increases quadratically with the design wind speed, these results 

suggest that, in order to maintain the same reliability required by the current ASCE 7-16 design code under 

wind loads, structures with a design life longer than 50 years and located along the US Gulf and Atlantic 

Coast should be designed for a larger wind force than that used today, with an increase of at least 30% for 

RCP 2.6, at least 40% for RCP 4.5 and RCP 6.0, and between 55% and 59% for RCP 8.5.  

2.7. Conclusions 

This study proposes a novel and efficient simulation methodology based on historical records to predict 

hurricane wind speed statistics under different climatological conditions. The developed procedure allows 

to simulate hurricane wind speeds at any given location along the US Gulf and Atlantic Coast by 

considering the effects of climate change. The newly developed simulation procedure was validated versus 

historical data from NIST and the design wind speeds provided in ASCE 7-16. In addition, the results of 

the proposed simulation approach were compared with those obtained using other existing procedures 

requiring the simulation of the full tracks of hurricanes. The obtained hurricane wind speed projections 

were found to be consistent (i.e., less than 3.5% absolute relative differences) with those of these other 

methods, while being significantly less computationally expensive (i.e., with a computational time of the 

order of minutes on an ordinary personal computer). The simulation procedure was used in conjunction 

with the projection scenarios given in the Intergovernmental Panel on Climate Change’s 5th Assessment 

Report to simulate hurricane wind speeds corresponding to mean return intervals of 300, 700, 1700, and 

3000 years (i.e., corresponding to the design wind speeds for buildings belonging to risk category I, II, III, 

and IV in ASCE 7-16) under possible future climatological conditions. The simulation results indicate that 

climate change could produce significant changes in the design wind speeds in the next 40-100 years. In 

particular, by 2060, the design wind speeds along the US Gulf and Atlantic Coast are projected to increase 

between approximately 14% (for risk category II under scenario RCP 2.6) and 26% (for risk category IV 

under scenario RCP 8.5), which correspond to an average increase of the wind force acting on a structure 
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between approximately 30% and 59%. Therefore, it is suggested to include climate change effects in the 

development of design wind maps for structures with extended design life in future version of ASCE 7. 

Finally, whereas the model presented in this study is specifically developed for the US Gulf and Atlantic 

Coast, the same methodology can be employed for other hurricane-prone regions worldwide, by using the 

appropriate historical records to fit the numerical values of the parameters used in the present model. 

The wind speed model developed in this study provides an invaluable tool for further investigation of 

climate change effects on the performance of the US built environment and national infrastructure systems. 

An important aspect that needs to be quantified in future studies is the effect of epistemic uncertainties, 

e.g., through a sensitivity analysis and/or a probability bounds analysis of the wind speed estimates with 

respect to the adopted probability distributions, the statistics used to describe such distributions, and the 

likelihood of different climate scenarios. Another essential research need is the quantification of the effects 

of the predicted wind force increases on the performance of structural and infrastructural systems, with the 

resulting implications on future design and building codes for different types of structures ranging from 

single-family houses and residential/non-residential buildings to critical infrastructure components such as 

bridges, dams, levees, communication towers, and power plants. Finally, the proposed wind model, used in 

conjunction with the results of the suggested structural performance studies, could inform the next 

generation of catastrophe models to predict the effects of climate change in terms of economic and life 

losses, to assess the resilience of our infrastructure, to quantify the potential societal impact, and above all 

to propose feasible mitigation and adaptation strategies that could be implemented in both the short- and 

long-term. 



34 

 

Chapter 3. Performance-Based Hurricane Engineering under Changing 

Climate Conditions: General Framework and Performance of Single-Family 

Houses in the US  

3.1. Introduction 

The US Gulf and Atlantic coasts are frequently struck by severe tropical storms, locally known as 

hurricanes. The hurricane-induced losses in the US Gulf and Atlantic coasts are usually in the range of 

several billion dollars for each major event. Since the National Oceanic and Atmospheric Administration 

(NOAA) started tracking weather and climate disasters with losses exceeding $1 billion, the US has 

sustained 291 of such events, for a total cost exceeding $1.9 trillion and more than 14,600 deaths (NOAA 

2021). Among these disasters, hurricanes have caused the most damage, exceeding $1 trillion, and the 

highest number of deaths (more than 6,500). The costliest hurricanes since 1980 are Hurricane Katrina 

(2005) with $172.5 billion, Hurricane Harvey (2017) with $133.8 billion, and Hurricane Maria (2017) with 

$96.3 billion of estimated losses (in 2021 Consumer Price Index-adjusted dollars).  

Many studies have shown a direct relationship between the global warming phenomena, which is 

usually referred to as climate change, and intensified hurricanes. Emanuel (2005) concluded that, since 

1970, hurricane destructiveness has increased drastically due to an increase in the sea surface temperature 

(SST). He also concluded that for every 1°C increase in SST, the peak wind speed of hurricanes is expected 

to increase by about 5%. Pant and Cha (2018) investigated the effect of climate change on hurricane winds 

in Miami-Dade County, FL, and concluded that an increase of 6.7 to 8.9 m/s is expected for 700-year return 

period wind speeds with each 1°C increase in SST. Esmaeili and Barbato (2021a) developed a model to 

predict the climate change effects on hurricane wind hazard for locations along the US Gulf and Atlantic 

coasts. The SST projections for future years were taken from the fifth assessment report (AR5) from the 

Intergovernmental Panel on Climate Change (IPCC) (Stocker et al. 2013). The simulation results indicated 

that climate change could produce significant changes in the design wind speeds in the future decades. In 
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particular, their study showed that, by year 2060, the design wind speeds corresponding to the different 

mean return intervals considered by ASCE 7 are expected to increase on average between 14% and 26%, 

with a corresponding average increase in the design wind-induced loads between 30% and 59%. 

The development of risk assessment methodologies for structures subject to hurricane hazard has been 

the subject of several studies. Huang et al. (2001) proposed an event-based simulation technique for long-

term risk assessment for residential buildings. This methodology was also adopted by Stewart et al. (2003) 

to study the economic viability of different retrofit scenarios. Barbato et al. (2013) proposed a performance-

based hurricane engineering (PBHE) framework based on the total probability theorem to evaluate the risk 

for structures. This general framework was used to compare the performance of different storm mitigation 

techniques for low-rise residential buildings (Unnikrishnan and Barbato 2016) and to investigate the multi-

hazard interaction effects on the performance of low-rise single-family houses subject to hurricane hazard 

(Unnikrishnan and Barbato 2017).  

Many of the existing hurricane risk/loss assessment methodologies assume that the wind speed 

distribution at a given location is stationary over time (Sutter et al. 2009; Unnikrishnan and Barbato 2016). 

Hence, they do not account for climate change effects on the hurricane wind hazard. However, in warming 

climate conditions, the hurricane wind speeds and the corresponding damage and losses are expected to 

increase (Li and Stewart 2011; Cui and Caracoglia 2016). Several recent studies have addressed this issue 

(Decò and Frangopol 2011; Bisadi and Padgett 2015; Dong et al. 2016). Bjarnadottir et al. (2011) developed 

a probabilistic framework to account for the effects of climate change on hurricane risk and losses for 

residential constructions, in which the damages were calculated based on an experimental damage model 

for residential buildings. Their model was applied to assess the expected losses for a single-family unit in 

Miami-Dade County, leading to an increase in expected hurricane-induced losses of up to 37% between 

2010 and 2060. Li et al. (2015) developed an approach to estimate the time-dependent reliability of 

structures while accounting for non-stationary loads and degradation. Wang et al. (2016) proposed a 

probability-based model of hurricane damage assessment for coastal structures, in which the non-

stationarity in hurricane intensity and frequency was explicitly considered. However, to the best of the 
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authors’ knowledge, no performance-based engineering framework is available in the literature to account 

for structural aging and non-stationary hazards.  

This work extends the general PBHE framework proposed by Barbato et al. (2013) to account for non-

stationarity in hurricane hazard (i.e., climate change) and vulnerability (i.e., aging of structural components) 

during the lifetime of a given structure. This study focuses on hurricane-induced losses for single-family 

houses located along the US Gulf and Atlantic coasts. The presented application example considers wind 

hazard non-stationarity only, i.e., it explicitly models the effects of climate change on the predicted loss 

distribution and performance of different storm mitigation strategies; however, it does not include the 

effects of structural aging. This investigation quantifies the sensitivity of the proposed methodology’s 

numerical results to different time discretization, time integration techniques, and discount rate 

assumptions. This study also investigates the effects of location, future climate scenarios, and storm 

mitigation techniques on the life-cycle cost-benefit analysis for single-family houses subject to hurricane 

wind hazard.  

3.2. Research Significance and Novelty 

This study presents for the first time the extension of a performance-based engineering framework to 

account for non-stationary loading and structural properties. In particular, the proposed extended PBHE 

framework can accommodate the effects of climate change on hurricane hazard, structural aging, and the 

interaction between changing climate and structural aging. In contrast with the framework developed in this 

study, previous studies available in the literature focused on the non-stationarity of loading or of the 

structural properties and were not developed to be explicitly consistent with a performance-based 

engineering approach based on the total probability theorem. Even though the formulation developed in 

this study is specialized for the PBHE framework, the same formulation and methodology can be used to 

extend other existing performance-based engineering frameworks (e.g., performance-based earthquake 

engineering, performance-based wind engineering, performance-based tsunami engineering, performance-

based fire engineering, and performance-based blast engineering) to include the effects of the non-

stationarity of loading and/or structural properties. The proposed methodology provides a rigorous 
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framework to assess the performance of structural systems under non-stationary intensity measures, 

structural properties, and damage measures. This methodology is applied here to low-rise single-family 

houses in the US Gulf and Atlantic coasts, which constitute over 80% of the total building stock in the US 

and represent the structures most vulnerable to wind damage (van de Lindt and Dao 2009). However, the 

proposed framework is general and can be applied to any structural system worldwide, as long as proper 

models to describe the non-stationarity of the hazards and the structural properties are available.  

3.3. Extended PBHE Framework: Methodology 

The methodology developed in this study is based on the original PBHE framework proposed by 

Barbato et al. (2013). The performance of a target structure is described by a decision variable ( )DV , 

which depends on damage measures ( )DM , engineering demand parameters ( )EDP , intensity measures 

( )IM , structural parameters ( )SP , and interaction parameters ( )IP . This study introduces a new set of 

random parameters, referred to as the vector of climatological parameters ( )C , which are used to describe 

in probabilistic terms the climatological conditions under which the performance analysis is performed. 

Examples of climatological parameters are SST, sea water level, and/or any other parameters needed to 

describe the climatological conditions that may affect the loading and aging of the structure of interest. The 

proposed methodology also introduces two different time scales: a global time scale ( )t , which generally 

corresponds to the calendar year for which a performance analysis is carried out and is used to describe the 

non-stationarity of climate conditions; and a structural time scale ( ) , which denotes the age of structure 

of interest and is used to describe the non-stationarity of structural properties and damage measures. In its 

general form, the probabilistic description of the selected DV is given by: 

 

( ) ( ) ( )

( ) ( ) ( )

( ) ( )

, , ,

|

| d d d d d d

t t t

t

t t t

G DV G DV DM f DM EDP C

f EDP IM,IP,SP f IP IM,SP f IM C

f SP C f C DM EDP IM IP SP C

   

 

  

= 

  

       

     
  (3.1) 

where ( )G  = complementary cumulative distribution function (CDF), ( | )G  conditional 
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complementary CDF, ( )f = probability density function (PDF), and ( | )f = conditional PDF. The 

subscripts t  and   indicate explicit dependency of a given parameter on global and structural time scales, 

respectively. 

In this framework, climatological conditions tC  are considered to be explicitly dependent on the global 

time scale in order to account for climate change effects; whereas structural parameters SP  and damage 

measures DM  are explicitly dependent on the structural time scale, as they may change with the aging of 

the structure. Finally, the decision variable 
,tDV 

 is considered explicitly dependent on both global and 

structural time scales, because financial items such as costs and discount rates change in time and can 

depend on the conditions and age of the structure under consideration. Other parameters depend on the 

different time scales only implicitly. For instance, the components of the IM vector depend on the global 

time scale t only through their dependence on the tC  vector. Structural parameters SP  and damage 

measures DM  may also depend on t through tC , because the aging of a structure (e.g., chloride penetration 

for concrete, corrosion for steel, and rot for wood) may depend on the climatological conditions at the site. 

This study focuses on the non-stationarity of the climate conditions, which is estimated by using 

historical records and climate change projection scenarios based on the 5th Assessment Report by the 

Intergovernmental Panel on Climate Change (Stocker et al. 2013). In particular, this study uses an existing 

model to predict the future wind speed distributions at different locations in the US Gulf and Atlantic coasts 

under different climate change scenarios (Esmaeili and Barbato 2021a). In order to better investigate the 

effects of climate change on the performance of single-family houses subject to hurricane wind hazard, the 

effect of structural aging is neglected here. The general Eq. (3.1) is then simplified as follows: 

 

( ) ( ) ( )

( ) ( ) ( )

( ) ( )

|

d d d d d d

t t

t

t t

G DV G DV DM f DM EDP

f EDP IM,IP,SP f IP IM,SP f IM C

f SP f C DM EDP IM IP SP C

= 

  

       

     
  (3.2) 

By neglecting the effects of structural aging in Eq. (3.2), any explicit dependence on the structural time 

scale   is removed and the PDFs of SP  and DM  are no longer conditional on tC . These seemingly minor 

simplifications have a significant effect on the implementation of the performance assessment framework. 
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In particular, if the selected tDV  represents annual losses, an annual probability of outcrossing a limit state, 

or a quantity derived from annual losses such as total losses or total benefits of a mitigation strategy over 

the design life of the structure (Unnikrishnan and Barbato 2016), ( )tG DV  can be calculated as a function 

of the global time scale alone by considering each analysis year, over which the performance analysis is 

performed, as independent from all other years, similar to what is currently done for existing performance-

based engineering frameworks (Porter 2003; Ciampoli et al. 2011; Barbato et al. 2013). 

3.3.1. Simulation approach using Multi-layer Monte-Carlo simulation (MMCS) 

Eq. (3.1) can be solved using closed-form analytical solutions (Jalayer and Cornell 2003), direct 

integration (Bradley et al. 2009), and stochastic techniques (Porter et al. 2001). This study adopts an MMCS 

approach (Conte and Zhang 2007; Barbato et al. 2013; Unnikrishnan and Barbato 2013, 2016, 2017), which 

can account for all uncertainties through multiple analysis phases, each including a stochastic simulation 

component and a deterministic analysis model (Unnikrishnan and Barbato 2015, 2016). Under the 

simplifying assumption of no structural aging used to derive Eq. (3.2), the only modifications to the MMCS 

approach presented in Unnikrishnan and Barbato (2016) consist in: (1) an additional random sampling step 

of the components of tC  from the PDF ( )tf C , and (2) an additional analysis step to obtain the conditional 

PDF ( )| tf IM C  and the conditional hurricane annual rate at the site of interest (see Figure 3-1).  
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Figure 3-1. Multi-layer Monte Carlo Simulation (MCS) flowchart for extended PBHE framework 

accounting for hazard nonstationarity due to climate change.  

This study employs the hurricane wind hazard model proposed by Esmaeili and Barbato (2021a), which 

uses the average yearly SST as climatological parameter with a time-dependent PDF. This model assumes 

that the hurricane annual rates are constant in time (thus, independent on tC ), whereas the peak hurricane 

wind speed, the radius at maximum wind speed, and the translational wind speed are intensity measures 

dependent on tC . The output of this model is the hurricane wind speed distribution at the site of interest 

conditional on tC . 

3.3.2. Loss analysis and cost-benefit analysis 

The results of the proposed methodology can be expressed in terms of different decision variables, e.g., 

total losses rL  (loss analysis when considering a specific structural configuration r ) or net benefit 
1 2r rB  

(cost-benefit analysis when comparing the performance of two different configurations 1r  and 2r ) over the 

design life of the structure of interest. For a given sample j , the total losses 
,r jL  for configuration r  are 

obtained as follows: 
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=
+

=
+

   (3.3) 

in which 
0, ,r t i jL +

 = j-th sample of annual losses calculated at year 0t i+ , which can be obtained 

following the flowchart in Figure 3-1; 
0 ,t i jd +

 = j-th sample of discount rate at year 0t i+ , which can be 

assumed as a constant (Liel and Deierlein 2013), sampled from an appropriate distribution derived from 

historical data (Van Dyke and Hu 1989), or forecasted using more advanced methods (Lee and Lee 2017); 

0t  = year of construction; and D  = design life duration in years for the structure of interest. By using the 

proposed MMCS approach, different statistics of rL  can be estimated; e.g., expected total losses and 

standard deviation of total losses can be calculated as follows: 
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where N  = number of MMCS samples. Under the assumption of no structural aging, the annual losses 

at different years can be modeled as approximately statistically independent. Under the additional 

assumption of constant discount rates, the calculation of the expected total losses and the standard deviation 

of total losses can be simplified as follows: 
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Similar to the loss analysis, the j-th sample value of the net benefit of configuration 2r  over 

configuration 1r  can be calculated as follows: 

 
1 2 1 2 1 2, , , , , ,r r j r j r j r r jB L L C= − −   (3.8) 

in which 
1 ,r jL  and 

2 ,r jL = j-th samples of total losses for configuration 1r  (often chosen as a baseline 

or unretrofitted configuration corresponding to lowest initial cost) and 2r , respectively; and 
1 2, ,r r jC  = j-th 

sample of initial cost difference between configurations 2r  and 1r . Also in this case, several statistics can 

be derived, such as the expected net benefit 
,1 2r rBm , and the standard deviation of net benefit 

,1 2

,
r rBs  with 

simplified approximate expressions similar to those in Eqs. (3.6) and (3.7) under the additional assumption 

that the initial cost differences are statistically independent on the corresponding total losses. 

It is noted here that the most computationally expensive terms in Eqs. (3.3) and (3.8) are the total losses 

,r jL , 
1 ,r jL , and 

2 ,r jL , which require to repeat all sampling and analysis steps described in Figure 3-1 for 
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each year during the design life duration .D  Thus, it is useful to consider appropriate approximations to 

provide the best compromise between computational cost and accuracy. This study investigates the 

accuracy of estimating the total losses by rigorously calculating the annual losses 
0, ,r t i jL +

 at intervals of 

time larger than 1 year and using different approximations to find the intermediate values of annual losses 

between these time intervals.  

3.4. Extended PBHE Framework: Benchmark Structure and Sensitivity 

Analysis 

This study demonstrates the proposed extended PBHE framework by performing a loss analysis for a 

single-family house subject to hurricane wind and windborne debris hazards. This study also investigates 

the sensitivity of the loss analysis results to: (1) use of accurate and approximate estimates of mean and 

standard deviations, (2) time discretization and interpolation technique, (3) assumed model for the annual 

discount rate, (4) different locations, and (5) different climate change scenarios. It is noted here that the 

sensitivity to accurate/approximate estimates, time discretization, interpolation technique, and annual 

discount rate modeling is a measure of the robustness of the proposed methodology (i.e., the smaller the 

sensitivity, the more reliable the model). By contrast, the sensitivity to different locations and climate 

change scenarios is a measure of the actual variability of the loss analysis results (i.e., it provides a measure 

of how much location and climate change scenario affect the results of a loss analysis for a given structure). 

All loss analyses reported hereinafter are based on N = 100,000 samples. The benchmark building is located 

in a residential development in Pinellas Park, FL, as shown in Figure 3-2 where the building of interest is 

identified by an unfilled circular marker.  
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Figure 3-2. Plan view of the residential development with benchmark building identified by a red 

unfilled circular marker (map data © 2020 Google). 

 

The unfolded view of the building is presented in Figure 3-3. It is assumed that the building was built in 

2015, the value of the structure is $300,000, the value of its content is $150,000, and the design life is 50 

years. The statistical description in terms of mean, coefficient of variation (COV), and distribution type of 

the different building components and corresponding limit states for the base (unretrofitted) structure is 

provided in Table 3-1 and is based on existing literature (Gurley et al. 2005; Datin et al. 2011; Dixon et al. 

2014a; Masters et al. 2010; Stuckley and Carter 2001). 

 

Figure 3-3. Unfolded view of the benchmark building. 
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Table 3-1. Statistical description of limit state capacities for different components in the base 

structure. 

(a) Truncated normal distribution with lower truncation at zero. 

3.4.1. Loss analysis results for reference conditions 

A loss analysis is performed first for reference conditions, which are defined here to correspond to the 

unretrofitted house located in Pinellas Park, FL, under the climate change worst-case scenario described by 

the representative concentration pathway (RCP) 8.5. The annual discount rate is assumed constant and equal 

to 3%td = , and the total losses results are obtained using a time discretization 1t = year. Figure 3-4 

illustrates in semi-logarithmic scale the annual loss exceedance probability curves for years 2015 (initial 

climate conditions), 2040, and 2065 (end-life climate conditions). The losses reported in Figure 3-4 are not 

discounted. It is observed that the exceedance probabilities substantially increase for every annual loss level 

with the passage of time, consistently with the expected increase in hurricane wind hazard due to climate 

change. The loss analysis over the design life of the house is performed by estimating the mean and standard 

deviation of total losses by using both Eqs. (3.3) through (3.5) (accurate estimations) and Eqs. (3.6) and 

(3.7) (approximate estimations). The expected total losses from accurate and approximate estimations are 

both equal to $72,831, with the corresponding standard deviations equal to $61,714 and $61,653, 

respectively. 

Component Limit state Mean COV Distribution Reference 

Roof cover 

(shingles) 

Separation 1.96 kPa 0.18 Tr. Normal(a) Dixon et al. (2014a) 

Roof sheathing 

(6d C6/12) 

Separation 3.56 kPa 0.22 Lognormal Datin et al. (2011)  

Windows 

(unprotected) 

Pressure failure 3.33 kPa 0.20 Tr. Normal(a) Gurley et al. (2005)  

 Impact failure 4.72 kg·m/s 0.23 Lognormal Masters et al. (2010) 

Doors 

(unprotected) 

Pressure failure 4.79 kPa 0.20 Tr. Normal(a) Gurley et al. (2005) 

Roof-to-wall 

connection 

Tension failure 16.68 kN 0.20 Lognormal Gurley et al. (2005) 

Wall Uplift failure 14.80 kN/m(b) 0.25 Tr. Normal(a) Gurley et al. (2005) 

Lateral failure 9.01 kN(b) 0.25 Tr. Normal(a) Gurley et al. (2005) 

Wall sheathing Pressure failure 6.03 kPa 0.40 Tr. Normal(a) Gurley et al. (2005) 

 Impact failure 642 kg·m2/s2 0.07 Lognormal Stuckley & Carter (2001) 
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Figure 3-4. Annual loss exceedance probability curves for reference conditions. 

The mean values based on the accurate and approximate estimations are identical because Eq. (3.3), 

which describes the total losses, is a linear function of random variables under the hypothesis of constant 

annual discount rate. The accurate and approximate estimations of the standard deviation of the total losses 

are very close (with a difference smaller than 0.1%), which indicates that neglecting the cross-correlations 

of the losses in different years as per Eq. (3.7) has a negligible effect on the standard deviation estimate.   

3.4.2. Sensitivity of loss analysis results to time discretization and interpolation 

The calculation of the sample annual losses 
0, ,r t i jL +

 is the most computationally intensive component 

of the proposed methodology. Therefore, it is useful to explore approaches to reduce this computational 

cost, e.g., by using different time discretizations of the structure’s service design life, which require 

estimating 
0, ,r t i jL +

only  at time intervals longer than one year and, thus, can significantly reduce the number 

of times that 
0, ,r t i jL +

 values need to be calculated. In fact, whereas a time discretization interval 1 yeart =  

requires ( )1D N +   annual loss samples 
0, ,r t i jL +

 calculated using the flowchart in Figure 3-1, a time 

discretization interval 1 Dt     would require only ( )max 1q N+   annual loss samples 
0, ,r t q t jL + 

, in which 

max
D

Dq
t


= 


 and max0,1, , .q q=  This study investigates the sensitivity of the loss analysis results to 

different time discretization intervals and to different interpolation techniques used to account for the annual 
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losses at intermediate years. This sensitivity analysis is performed using the accurate estimations of mean 

and standard deviation of the total losses for the benchmark structure at reference conditions (i.e., 

unretrofitted structure located in Pinellas Park, FL, under climate change scenario RCP 8.5) and assuming 

a constant annual discount rate 3%td = . Two time discretization intervals are considered: (1) five years, 

and (2) ten years. For each of these time discretization intervals, two interpolation techniques are assessed: 

(1) constant annual losses equal to those calculated at the midpoint of the time interval, and (2) annual 

losses calculated via direct sampling from an empirical CDF (ECDF) obtained through linear interpolation 

of the ECDFs corresponding to the beginning and the end of each considered time interval. It is noted that 

the computational cost of the two interpolation techniques is comparable (with the direct sampling only 

marginally more computationally expensive than the assumption of constant annual losses); however, the 

use of larger time discretization intervals correspond to a significant (approximately proportional) reduction 

of the computational effort. In particular, the computational cost for 5 yearst =  and 10 yearst = is 

approximately five and ten times smaller, respectively, than the computational cost for 1 yeart = . The 

direct sampling from these general ECDFs is performed using the probability integral transform theorem 

(Angus 1994). The interpolated ECDFs, ( ), ,
r qL iF l  for intermediate years, ,qi  are obtained as functions of 

the annual loss l  as follows: 

 ( ) ( )
( ) ( ) ( )

( ) ( )
,, 1

, , ; 1 1
rr

r q r

L q tL q t

L i L q t q q
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  (3.9) 

in which the ECDFs ( ),rL q tF l
 and 

( ) ( ), 1rL q t
F l

+ 
 are obtained using the flowchart in Figure 3-1 and are 

referred to as sampled ECDFs. For the benchmark structure under reference conditions and annual discount 

rate 3%td = , Figure 3-5 compares the complement of the sampled ECDFs (i.e., the annual probability of 

exceedance) for years 2035, 2040, and 2045, with the complement of the interpolated ECDF obtained using 

Eq. (3.9) and 10 yearst = . The sampled and interpolated annual probabilities of exceedance for year 2040 

are extremely close for any value of annual losses, and they are contained between the complementary 

ECDFs for years 2035 and 2045 for annual probabilities of exceedance higher than approximately 
45 10− . 

For lower probabilities, the sampled annual probabilities of exceedance are not accurate, due to the limited 
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number of samples (i.e., 100,000 samples). The relative accuracy of the interpolated ECDF is measured by 

calculating the mean absolute percentage error (MAPE) (Tofallis 2015) as: 

 
( ) ( )
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, ,

1 ,

100
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r q r q

r q

N
L i p L i p

p L i p

F l F l

N F l=

−
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where the number of samples N  is equal to the number of data points for the ECDFs. The MAPE for 

the sampled and interpolated ECDFs corresponding to year 2040 with 10 yearst = is equal to 0.03%, 

which indicates that the interpolated ECDF is a very accurate approximation of the corresponding sampled 

ECDF. 

  

Figure 3-5.  Comparison of sampled annual probabilities of exceedance for years 2035, 2040, and 

2045, and interpolated annual probability of exceedance based on Eq. (3.9) for year 2040 corresponding 

to the benchmark structure at reference conditions with 3%td =  and 10 yearst = . 

Table 3-2 reports the loss analysis results in terms of total loss means and standard deviations for the 

benchmark structure under reference conditions obtained by using accurate estimations and 3%td = . The 

case with 1 yeart =  represents the reference solution without any interpolation, i.e., the sample annual 

losses 
0, ,r t i jL +

 are obtained using the flowchart in Figure 3-1 for all years. 
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Table 3-2. Sensitivity of loss analysis results to time discretization and interpolation scheme for 

reference conditions by using accurate equations and 3%td = . 

t  (years) Interpolation Mean (USD) Standard Deviation (USD) 

1 None 72,831 61,714 

5 Constant 72,674 61,765 

 Sampling 72,853 61,361 

10 Constant 73,391 62,166 

 Sampling 73,375 61,755 

 

From Table 3-2, it is observed that the estimates of the total losses mean and standard deviation exhibit 

small variations (i.e., less than 0.1% differences) for increasing time discretization intervals, whereas the 

interpolation technique has even smaller effects on the accuracy of these estimates. Based on these results, 

it is concluded that accurate and computationally efficient estimates of the total losses mean and standard 

deviation can be obtained by using a time discretization interval 5 yearst =  and constant annual losses 

for intermediate years within each time discretization interval. 

3.4.3. Sensitivity of loss analysis results to variability of discount rate 

The estimates of the total losses’ mean and standard deviation depend on the assumptions made on the 

annual discount rate during the structure design service life. This study quantifies this sensitivity of the total 

losses on the discount rate by considering two assumptions: (1) constant discount rate with different 

assumed values (which is the typical approach adopted in the literature for structural loss analysis), and (2) 

random annual discount rate samples based on different statistical models derived from historical values.  

The statistical model of the annual discount rate was developed based on the historical data collected 

for the period 1950-2020, for which the sample mean and standard deviation are equal to 4.32% and 2.80%, 

respectively, and the minimum and maximum values are equal to 0.50% and 13.42%, respectively. Figure 

3-6(a) plots the historical values of the annual discount rate versus the year in which they were measured. 

Different distributions were fitted to the historical data and compared by using a goodness-of-fit two-sided 

Kolmogrov-Smirnov test (Soong 2004). In particular, the Weibull, normal, and lognormal distributions 

provided the best fit to the data, with p-values equal to 0.94, 0.51, and 0.33, respectively, and test statistics 

equal to 0.06, 0.09, and 0.11, respectively. Figure 3-6(b) compares the ECDF of the annual discount rate 
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and the numerical CDFs for the fitted analytical distributions. Based on the results of the two-sided 

Kolmogorov-Smirnov test, none of these distributions can be rejected. In addition, the Weibull distribution 

provides the best fit to the historical data, followed by the normal and the lognormal distributions.  

 

Figure 3-6. Variability of annual discount rate: (a) historical annual discount rates for the United 

States during the period 1950-2020, and (b) fitting of different probability distributions to the historical 

data. 

Historical data also indicate that annual discount rates in subsequent years are highly positively 

correlated (as large changes of the annual discount rate between any given year and the following one are 

rare, with only two years out of 71 exhibiting a change in discount rate larger in absolute value than the 

sample standard deviation), and that this correlation decays rapidly for increasing intervals. In order to 

account at least in an approximate manner for this correlation, the following correlation coefficients were 

assumed between the annual discount rates for different years: 1 0.75t = =  for consecutive years, 

2 0.50t = =  for years with 2t = years, 3 0.25t = =  for years with 3t = years, and 3 0t  =  for years 

with 3t  years. This correlation structure was defined based on engineering judgement and to ensure that 

the correlation coefficient matrix is positive definite. More advanced statistical models to describe the time 

variability of annual discount rates would be beneficial; however, the development of these models is 

beyond the scope of the present study. By further assuming that the annual discount rate can be modeled as 

a stationary and ergodic stochastic process, the values of the 51 annual discount rates during the period 

2015-2065 were sampled using a Nataf’s model (Liu and Der Kiureghian 1986) based on each of the fitted 
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probability distributions and the correlation coefficient matrix previously described. The results of the loss 

analysis for the different cases considered in this study (constant annual discount rate td =  1%, 3%, or 5%, 

and random annual discount rate based on a Weibull, normal, or lognormal distribution) are presented in 

Table 3-3 in terms of mean and standard deviation of the total losses. In this sensitivity analysis, the case 

with constant annual discount rate 3%td =  is considered as the reference case. 

Table 3-3. Sensitivity of loss analysis results to annual discount rate modeling for reference 

conditions by using accurate estimations and 1t = year. 

Discount rate Mean (USD) Standard Deviation (USD) 

 Constant = 1% 120,532 94,824 

Constant = 3% 72,831 61,714 

Constant = 5% 48,097 46,210 

Random (Weibull) 66,613 63,087 

Random (Normal) 72,781 86,765 

Random (Lognormal) 68,209 63,659 

It is observed that the assumptions made on the annual discount rates have a very large effect on the 

loss analysis results. In particular, when different constant values are assumed, the observed total loss 

changes are contained between -34.0% and +65.5% for the mean, and between -25.1% and +53.7% for the 

standard deviation. The variability associated with the use of different statistical models is not negligible 

but significantly smaller for the mean and slightly smaller for the standard deviation than that obtained by 

assuming different constant values for the annual discount rate. In particular, when different probability 

distributions are assumed, the observed total loss changes are contained between -8.5% and -0.1% for the 

mean, and between +2.2% and +40.6% for the standard deviation. All cases based on random annual 

discount rates provide expected total losses that are lower than (and relatively close to) those for constant 

3%td = , and higher than those for constant 5%td = . This observation is consistent with the fact that the 

average value of the random annual discount rate,  ,
td  is 3% 4.32% 5%

td =  . In addition, all cases 

based on random annual discount rates yield standard deviations of the total losses that are higher than and 

relatively close to that corresponding to the reference case with 3%td = . This observation is also consistent 

with the fact that modeling the annual discount rates as random quantities introduces additional variability 

in the estimates of the total losses. It is concluded that proper modeling of the annual discount rates is 
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crucial for obtaining reliable results in terms of total losses, and that further investigation of this issue in 

future studies is warranted. 

3.4.4. Sensitivity of loss analysis results to different locations 

The sensitivity of the loss analysis results to different locations is investigated for the unretrofitted house 

under the climate change scenario RCP 8.5. The annual discount rate is assumed constant and equal to 

3%td = . The mean and standard deviation of the total losses are calculated using a time discretization 

1t = year and the accurate estimates. The loss analysis is repeated by moving the selected residential 

development to different locations along the US Gulf and Atlantic coasts. These locations are selected to 

correspond to the coastal mileposts at 185.2 km (100 nautical miles) intervals, spanning the US Gulf and 

Atlantic coasts from near Port Isabel, TX, to near Portland, ME, as shown in Figure 3-7(a). The means and 

standard deviations of the total losses are reported in Figure 3-7(b), where the reference conditions 

corresponding to Pinellas Park, FL, are identified by a vertical dashed line. 

 

Figure 3-7. Loss analysis results for the unretrofitted benchmark house under RCP 8.5 with 

3%td =  and 1t = year: (a) considered locations along the US Gulf and Atlantic coasts, and (b) means 

and standard deviations of the total losses.  

It is observed that the total losses are significantly affected by the location, as expected based on 

empirical evidence and consistent with the hurricane wind speed statistics reported in Esmaeili and Barbato 

(2021a). In particular, locations close to New Orleans, LA, and the southernmost coast of Florida present 
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relatively high means (i.e., $183,079 and $246,909, respectively) and standard deviations (i.e., $105,082 

and $129,495, respectively) of the total losses, when compared to other locations. The standard deviations 

of the total losses show a smaller variability (between $27,661 and $129,495, i.e., between -55.2% and 

+109.8% when compared with the reference conditions) and generally are slightly lower than and similar 

to the expected total losses (which vary between $18,143 and $246,909 i.e., between -75.1% and +239.0% 

when compared with the reference conditions), with the exception of few locations corresponding to 

relatively high expected total losses (for which the standard deviations are about half of the expected total 

losses) and relatively low expected total losses (for which the standard deviations are slightly higher than 

the expected total losses). It is concluded that the proposed extended PBHE framework captures the effects 

of different locations on the performance of low-rise single-family houses subject to hurricane hazard. 

3.4.5. Sensitivity of loss analysis results to different climate change scenarios 

The effects of different climate change scenarios on the performance of structures subject to hurricane 

hazard are another important component that needs to be quantified. This study investigates the sensitivity 

of the loss analysis results to the different climate scenarios considered in the IPCC AR5 (Stocker et al. 

2013), i.e., RCP 2.6, 4.5, 6.0, and 8.5. This sensitivity is analyzed for the unretrofitted benchmark structure 

located in Pinellas Park, FL, by assuming 3%td =  and 1t =  year, and by using the accurate estimates for 

the mean and standard deviation of the total losses. 

Figure 3-8(a) and (b) report the undiscounted expected annual losses and the standard deviation of the 

annual losses, respectively, at 5-year intervals as a function of the global time for the period 2015-2065. It 

is observed that all climate change scenarios exhibit a gradual increase of both expected annual losses and 

standard deviation of the annual losses when compared to the corresponding values for year 2015 (i.e., 

$2,032 and $13,904 for mean and standard deviation, respectively), which corresponds to the stationary 

condition of no climate change. This increase is relatively small with small differences among different 

climate change scenarios between 2015 and 2030 (with increases contained between 5.7% and 24.0% for 

the mean, and between 4.3% and 11.5% for the standard deviation); however, the increase becomes more 

significant after 2030, with significant differences among the different climate change scenarios. In 
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particular, for 2065, the different climate scenarios yield increases contained between 43.5% and 137.0% 

for the mean annual losses, and between 22.0% and 59.7% for the standard deviations of the annual losses. 

This observation is consistent with the IPCC AR5 projections (Stocker et al. 2013), which suggest that the 

increases in average yearly sea temperature corresponding to different climate scenarios will have relatively 

small differences until 2030 and will diverge more significantly afterward. It is also observed that the 

standard deviations of the annual losses are almost an order of magnitude higher than the expected annual 

losses (with ratios between the standard deviations and the corresponding means contained between 4.61 

and 6.84), which is consistent with the results reported in Unnikrishnan and Barbato (2016). 

 

Figure 3-8. Sensitivity of loss analysis results to climate change scenarios for the unretrofitted 

benchmark house in Pinellas Park, FL: (a) expected annual losses and (b) standard deviation of annual 

losses.  

Table 3-4 reports the means and standard deviations of the total losses for the different climate change 

scenarios considered in this study, and compares them with the corresponding results obtained by neglecting 

the effects of climate change. Both the mean and, in minor measure, the standard deviation of the total 

losses increase significantly when accounting for climate change effects. In fact, depending on the 

considered climate change scenario, the mean of the total losses increases between 13.2% and 38.1%, 

whereas the standard deviation of the total losses increases between 2.5% and 12.4%. In contrast to the 

results obtained for the statistics of the annual losses, the mean and standard deviation of the total losses 

are of the same order of magnitude, with ratios between the standard deviations and the corresponding 



54 

means contained between 0.85 and 1.04. It is concluded that the proposed extended PBHE framework is 

able to capture the effects of different climate change scenarios on the performance of low-rise single-

family houses subject to hurricane hazard.  

Table 3-4. Sensitivity of total loss analysis results to climate change scenarios for the unretrofitted 

benchmark house in Pinellas Park, FL, with 3%td =  and 1t =  year over the period of 2015-2065. 

Climate change 

scenario 

Mean 

(USD) 

Standard Deviation 

(USD) 

No climate change 52,738 54,919 

RCP 2.6 60,650 57,831 

RCP 4.5 65,460 59,156 

RCP 6.0 59,678 56,298 

RCP 8.5 72,831 61,714 

3.5. Application Example: Cost-Benefit Analysis of Different Storm Mitigation 

Strategies 

The methodology proposed in this investigation is applied to perform a cost-benefit analysis of different 

storm mitigation strategies and design solutions considering the effects of climate change. The same 

benchmark structures used to perform the sensitivity analysis in previous sections is also used for this 

application example. The structure’s site is assumed to be Pinella Park, FL, the considered climate change 

scenario is RCP 8.5, and the annual discount rate is assumed constant and equal to 3%. Accurate estimates 

are employed with a time discretization 1 yeart = . 

The retrofit scenarios are described in Table 3-5 are obtained through a combination of different storm 

mitigation strategies (also reported in Table 3-5), including: (1) two roof covers, i.e., asphalt shingles and 

clay tiles; (2) three different roof sheathing nailing solutions, i.e., 6d C6/12,  8d C6/12, and 8d C6/6; (3) 

two levels of protections for windows, i.e., without or with aluminum storm panels; and (4) two wall 

materials, i.e., light-frame wooden and masonry walls. Considering all possible combinations of the 

investigated storm mitigation strategies leads to a total of 24 retrofit scenarios (i.e., 1,2, ,24r = ). The 

statistical description (i.e., mean, coefficient of variation, and distribution type) of the strength for the 

different limit states are presented in Table 3-5 and were taken from the literature (Gurley et al. 2005; Datin 

et al. 2011; Shdid et al. 2011; Alphonso and Barbato 2014). The wind load parameters used in the MMCS 
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were adopted from Lopez et al. (2020). The full methodology for the calculation of the losses and benefits 

is described in Unnikrishnan and Barbato (2016); whereas the simulation of the IMs was performed based 

on predictive model presented in Esmaeili and Barbato (2021a). Finally, the cost of each different retrofit 

was obtained from the RSMeans national data adjusted for the specific considered location (Plotner 2017).  

Table 3-5. Statistics of different retrofit scenarios and their limit states 

Component Configuration Limit state Mean COV Distribution Reference 

Roof Cover Tiles Separation 4.24 kPa 0.17 Tr. Normal(a) Shdid et al. (2011) 

Roof sheathing 8d C6/12 Separation 6.20 kPa 0.12 Lognormal Datin et al. (2011) 

8d C6/6 Separation 9.83 kPa 0.1 Lognormal Datin et al. (2011) 

Windows With panels Impact 

failure 

0.496 kJ 0.15 Lognormal Alphonso and 

Barbato (2014) 

Roof-to-wall 

connection 

Masonry Tensile 

failure 

18.68 kN 0.2 Lognormal Gurley et al. (2005) 

Wall Masonry Combined 

uplift and 

bending 

18.00 

kN/m 

0.2 Tr. Normal(a) Gurley et al. (2005) 

  
1.31 kN 0.2 Tr. Normal(a) Gurley et al. (2005) 

(a) Truncated normal distribution with lower truncation at zero. 

Table 3-6 reports the retrofit costs (modeled here as a constant for each individual retrofit scenario), 

the mean and standard deviation of total losses, and the mean and standard deviation of the benefits 

associated with all 24 retrofit scenarios. Scenario #1 corresponds to the unretrofitted benchmark structure, 

for which the benefits are equal to zero. A positive value of the benefits corresponds to a retrofit scenario 

for which the reduction in losses is lower than the initial cost of the retrofit, whereas a negative value of the 

benefits indicates a retrofit scenario for which the initial retrofit cost is higher than the total loss reduction.  

From the results reported in Table 3-6, it is observed that the costs associated with clay tiles and 

masonry walls (i.e., $10,800 and $19,000, respectively) are higher than the reduction in total losses 

produced by the use of each of these mitigation strategies (i.e., $6,035 and $1,377, respectively). The most 

effective standalone mitigation strategy is the use of aluminum storm panels to protect windows from 

windborne debris impacts, with an initial cost of $1,600 and a total loss reduction of $9,268. The use of 

stronger nailing patterns for the roof sheathing is also beneficial, with initial costs and total loss reductions 

equal to $5,600 and $7,328, respectively, for 8d C6/12, and $5,800 and $7,078 for 8d C6/6. As a result, the 

best retrofit scenario corresponds to case r = 9, i.e., to the combined use of the 8d C6/6 nailing pattern and 
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aluminum storm panels to protect windows, for which the initial cost is $7,600 and the total loss reduction 

is $17,502, leading to a benefit mean equal to $9,903. It is also observed that the standard deviations of the 

benefit, which range between $72,106 and $85,647, are always significantly higher in absolute value than 

the corresponding expected benefits, indicating a very large variability of the benefits associated with any 

retrofit mitigation strategy. 

Table 3-6. Cost-benefit analysis results for the benchmark structure located in Pinellas Park, FL, for 

RCP 8.5, with 3%td =  and 1t =  year over the period of 2015-2065, assuming constant initial retrofit 

costs. 

r Material 
Window 

protection 

Roof 

cover 

Roof nailing 

pattern 

Retrofit 

cost ($) 
rLm   

($) 
rLs  

($) 

1,rBm  

($) 
1,rBs  

($) 

1 Wood No Shingles 6d C6/12 0  72,831  61,714 0 0 

2    8d C6/12 5,600  65,503  55,343 1,728 82,818 

3    8d C6/6 5,800  65,753  54,941  1,278 82,699 

4   Tiles 6d C6/12 10,800  66,796  58,234  -4,765 84,896 

5    8d C6/12 16,600  55,847  48,430  384 78,577 

6    8d C6/6 16,800  55,409  48,220  623 78,374 

7  yes Shingles 6d C6/12 1,600  63,563  56,762  7,669 83,513 

8    8d C6/12 7,400  55,938  49,619  9,494 79,179 

9    8d C6/6 7,600  55,329  49,297  9,903 79,014 

10   Tiles 6d C6/12 12,600  57,327  53,121  2,905 81,379 

11    8d C6/12 18,400  47,163  43,023  7,269 75,200 

12    8d C6/6 18,600  46,645  42,760  7,586 75,137 

13 Masonry No Shingles 6d C6/12 19,000  71,454  59,539  -17,623 85,647 

14    8d C6/12 24,800  63,828  52,535  -15,797 80,850 

15    8d C6/6 25,000  64,067  52,678  -16,236 80,940 

16   Tiles 6d C6/12 30,000  64,108  55,761  -21,277 83,261 

17    8d C6/12 35,800  52,217  43,719  -15,186 75,649 

18    8d C6/6 36,000  52,188  43,695  -15,356 75,595 

19  yes Shingles 6d C6/12 20,800  60,909  53,119  -8,878 81,384 

20    8d C6/12 26,600  53,774  46,573  -7,543 77,400 

21    8d C6/6 26,800  53,281  46,530  -7,249 77,301 

22   Tiles 6d C6/12 31,800  54,125  49,194  -13,093 78,975 

23    8d C6/12 37,600  43,518  37,483  -8,287 72,108 

24    8d C6/6 37,800  43,113  37,402  -8,081 72,106 

These results are also consistent with those reported in Unnikrishnan and Barbato (2016) and are caused 

by the fact that the damage to a structure from hurricane wind and windborne debris hazard is often 

negligible (when the structure is not directly hit by a storm) or very large (when the structure is directly hit 
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by a storm). Thus, other total loss and benefit statistics beyond mean and standard deviation (e.g., different 

fractiles, or total losses conditional on at least one named storm hitting a given structure) may be necessary 

to inform homeowners’ decision and/or insurance premium/deductibles calculations. It is noted here that 

the methodology proposed and illustrated in this study is capable of providing this additional information, 

which can be easily extracted from the MMCS results based on the specific application of interest. The 

results presented for this application example are specifically valid for the particular combination of house, 

residential development, location, and climate scenario. Differences in any of these items can (and most 

likely will) produce a different selection for the optimal retrofit scenario. However, the general 

methodology proposed in this study is able to account for all of these differences and identify the optimal 

retrofit scenario for each specific case of interest. 

In order to investigate the effects of the retrofit cost variability, the cost-benefit analysis was repeated 

for retrofit scenario 9r =  by modeling the retrofit cost as a random variable with mean 
9

$7,600C = , i.e., 

equal to the constant value used in Table 3-6 and estimated from RSMeans (Plotner 2017), and described 

by different probability distributions, with different support domains and different COV. The modeling 

assumptions and the corresponding cost-benefit analysis results are reported in Table 3-7.  

Table 3-7. Effects of retrofit cost variability on cost-benefit analysis performed for retrofit scenario 

9r = .  

Distribution Range 
COV = 10% COV = 20% COV = 30% 

1,9Bm  ($) 
1,9Bs ($) 

1,9Bm  ($) 
1,9Bs  ($) 

1,9Bm  ($) 
1,9Bs  ($) 

Truncated Normal   )0.0,  9904 79017 9903 79032 9905 79047 

Truncated Normal   
9

0.5,1.5 C   9902 79016 9907 79020 9908 79035 

Lognormal ( )0.0,  9901 79019 9901 79027 9907 79040 

Translated Beta  
9

0.5,1.5 C  9903 79015 9903 79016 9903 79022 

Truncated Gumbel  )0.0,  9902 79017 9909 79034 9900 79058 

Weibull   )0.0,  9904 79018 9900 79019 9903 79057 

It is noted that, for the truncated distributions, the means and COVs reported in Table 3-7 are those of 

the corresponding parent distributions. Although extreme value distributions, such as Gumbel and Weibull 

distributions, are generally considered more suitable to describe cost data (Ballesteros-Pérez et al. 2020), 
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this sensitivity analysis included also other commonly used distributions, such as normal, lognormal, and 

beta distributions, in order to gain a better understanding of the relative effects of distribution type and 

overall variability. It is observed that retrofit cost variability has only very small effects on the cost-benefit 

analysis results, with relative changes contained between -0.03% and 0.06% for the expected benefits, and 

between 0.01% and 0.06% for the standard deviation of the benefits.  

3.6. Conclusions 

This study generalizes the performance-based hurricane engineering framework to account for 

nonstationarity induced by climate change effects and structural aging. The new extended framework is 

employed to investigate the effects of climate change on hurricane wind-induced losses for single family 

houses along the US Gulf and Atlantic coasts. The nonstationary wind speed model considering the effects 

of climate change is adopted from a previous study by the authors, which was based on the climate change 

scenarios considered in the 5th Assessment Report of the Intergovernmental Panel on Climate Change. A 

multi-layer Monte Carlo simulation approach is used to evaluate the mean and standard deviation of the 

total losses induced by hurricane wind and windborne debris hazards, for which two sets of equations are 

proposed: (1) a set of accurate estimates, which rigorously account for the correlation between annual losses 

at different years, and (2) a set of approximate estimates, which neglect the correlation between annual 

losses at different years. The newly proposed framework is applied for the loss analysis of a benchmark 

single-family house with service design life between 2015 and 2065. The sensitivity of the methodology 

results is investigated with respect to (1) accurate versus simplified estimates, (2) time discretization and 

interpolation method for intermediate years, (3) modeling assumptions for the annual discount rate, (4) 

location, and (5) climate change scenario. It is found that the sensitivity of the loss analysis results to 

accurate versus simplified estimates, time discretization, and interpolation method is negligible (i.e., 

changes smaller than 0.1% for both means and standard deviations), which suggests that the proposed 

methodology is robust with respect to different modeling assumptions. However, the loss analysis results 

are very sensitive (with changes between -34.0% and +65.5% for the mean, and between -25.1% and 

+53.7% for the standard deviation) to different modeling assumptions for the annual discount rate. Thus 
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further investigations to determine an appropriate model for the annual discount rate are warranted. As 

expected, the loss analysis results are highly sensitive to the building’s location, with changes ranging 

between -75.1% and +239.0% for the total loss means and between -55.2% and +109.8% for the standard 

deviations of the total losses when compared with the reference location of Pinellas Park, FL. The sensitivity 

of the loss analysis results to different climate change scenarios is also significant, with increases contained 

between 13.2% and 38.1% for the total loss means, and between 2.5% and 12.4% for the standard deviations 

of the total losses. It is concluded that the proposed methodology can capture the effects of different 

locations and different climate change scenarios on the performance of low-rise single-family houses 

subject to hurricane hazard. 

The proposed methodology is also used to compare the cost-benefit performance of different mitigation 

strategies (i.e., two roof covers, three roof sheathing nailing solutions, two levels of protection for windows, 

and two wall materials) and their combinations (for a total of 24 different retrofit scenarios) for the same 

benchmark home previously considered. It is shown that the proposed framework can be reliably employed 

to identify hurricane mitigation strategies that are beneficial over the design service life of the house, and 

in particular to select the optimal retrofit scenario for any specific combination of structures, residential 

developments, locations, and climate scenarios. 

Whereas the general framework developed in this study is able to account for nonstationarity of both 

hazard (i.e., due to climate change) and vulnerability (i.e., due to structural aging), the application examples 

presented in this study neglect the effects of structural aging. It is recommended that future studies focus 

on this particular aspect of the problem, to identify and resolve specific issues that may rise when including 

structural aging, as well as to quantify the relative importance of climate change and structural aging on the 

performance of single-family homes subject to hurricane hazard in the US.
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Chapter 4. Hurricane performance assessment of single-family houses 

considering the combined effects of climate change and structural aging 

4.1. Introduction 

The US Gulf and Atlantic coasts are frequently affected by severe tropical storms, locally known as 

hurricanes, which cause severe damage to structures and infrastructure, resulting in several billion dollars 

of economic losses and numerous deaths every year. During the years 2018 to 2020, the National Oceanic 

and Atmospheric Administration (NOAA) reported about 50 hurricane events with losses exceeding $1 

billion. Recent hurricanes such as Hurricane Katrina (2005) with $172.5 billion, Hurricane Harvey (2017) 

with $133.8 billion, and Hurricane Maria (2017) with $96.3 billion of estimated losses, expressed in 2021 

Consumer Price Index-adjusted dollars, are the costliest hurricane events in US history. Since the beginning 

of the 20th century, hurricane-induced losses have increased significantly due to the combined effects of 

the population increase in hurricane-prone regions and the intensification of hurricanes (Klotzbach et al. 

2018).  

Climate change is responsible for several changes in the planet’s climatological regime, which affect 

air temperature, sea surface temperature, precipitation patterns, and sea water level. Many studies have 

shown a direct relationship between climate change and intensified hurricane actions (Emanuel 2013; Li 

and Stewart 2011; Mudd et al. 2014). Esmaeili and Barbato (2021a) developed a predictive model for 

evaluating the effects of different climate change scenarios on hurricane wind hazards for the US Gulf and 

Atlantic coasts, based on the 5th assessment report (AR5) prepared by the Intergovernmental Panel on 

Climate Change (IPCC) (Stocker et al. 2013). They used this model to estimate the wind speeds 

corresponding to the return periods of different risk category structures according to ASCE 7-16 and 

showed that, by 2060 and along the US Gulf and Atlantic coasts, the design wind forces could experience 

an increase between 55% and 59% in the worst case scenario. 
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The performance of structures subject to hurricane hazard is also significantly affected by the 

degradation that structural and non-structural components can experience during their service design life 

(Ghosh and Padgett 2010). This issue is particularly severe for light-frame wooden houses, which represent 

the majority of the US housing stock (Marcin 1987) and are very vulnerable to hurricane wind and wind 

debris hazard (Amini and Memari 2020). This type of structures is subject to environmental stressors such 

as sunlight, temperature variation, wind, humidity, atmospheric pollutants, and to biological stressors due 

to the growth of damaging organisms (Berdahl et al. 2008; Feist 1990; Foliente et al. 2002; Liu et al. 2019; 

Stirling et al. 2017; Viitanen et al. 2010; Yildiz et al. 2011). The structural aging phenomena that affect the 

most the performance of light-frame wooden houses subject to hurricane wind hazard are sealant 

degradation for roof shingles (Dixon et al. 2013a,  2013b), decay of the wooden components (Viitanen et 

al. 2010), and nail pull-out strength decay (Alhawamdeh and Shao 2021). 

Roof cover elements are subject to weathering, with asphalt shingles being the most common roofing 

material in Northern America (Sackey and Kim 2018). Dixon et al. (2014a) performed a set of experiments 

on naturally and artificially aged shingles and concluded that changes in the wind uplift resistance are not 

significant for fully-adhered sealant strips, as they maintained enough residual capacity to survive their 

expected design wind speed even after nearly a decade of aging. However, for partially-unsealed shingles, 

the reduction in wind uplift resistance can be significant depending on the amount of lost adhesion, as wind 

is forced through gaps in the unsealed sealant strip and increases the underside pressure on the affected 

shingle (Peterka et al. 1997). The on-site investigation of naturally aged roof shingles by Dixon et al. 

(2013a) showed that partial unsealing is a common phenomenon for field roof shingles aged more than 6 

years, with percentage of unsealed shingles as high as 79% for 20-year old roofs. They observed that the 

uplift strength decayed due to sealant degradation over the years, while the effects of other environmental 

stressors (i.e., ultraviolet light from the sun, temperature variation, and dry-thaw cycles from precipitations) 

were negligible. The weathering effect on sealant unseating of hip and ridge cap shingles appeared to be 
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uncorrelated with age and to depend on the installation method (Dixon et al. 2014b). This unseating can 

cause water leakage and can damage the roof sheathing. 

The aging phenomena of wooden components can be identified as the irreversible changes in the 

mechanical, physical, and chemical properties of the material due to applied environmental and biological 

stressors, which generally induce a deterioration of the structural performance of the components (Kránitz 

et al. 2016). Sonderegger et al. (2015) investigated the natural aging of several types of wood under natural 

weathering conditions and observed high variation in both physical and mechanical properties for each 

species.  In the absence of environmental and biological stressors, the mechanical properties of wood (e.g., 

compressive strength, Young’s modulus, shear strength) do not change significantly during the service 

design life of a house, although some wood species might become more brittle (Kránitz et al. 2016). 

Biological stressors were identified as the main cause of strength degradation in wooden structures, which 

are generally described in terms of mass loss (Foliente G.C., Leicester R.H., Wang C., Mackenzie C., 2002; 

Viitanen et al. 2010). Persistent exposure to high humidity was identified as an important factor for 

biodeterioration of wood due to mold and fungi decay (Viitanen et al. 2010). Stirling et al. (2017) performed 

a detailed literature review on organisms that can affect western red cedar wood and identified fungi as one 

of the most damaging ones. Glass and Zelinka (2010) reported the moisture content of several wood species 

in equilibrium condition at various temperatures and different levels of humidity, and provided 

experimental evidence of moisture content effects on wooden physical properties. Witomski et al. (2016) 

investigated the changes in strength of Scots pine wood due to mass loss caused by brown rot and white rot 

fungi and observed an exponential trend between mass loss and changes in the bending strength. They 

found that the wood bending strength reduces in half as 7% and 20% of the wooden mass decays due to 

brown rot and white rot, respectively. Curling et al. (2002) showed that wood mass loss has significant 

effects on the modulus of rupture (MOR), modulus of elasticity (MOE), and work to maximum load of 

different woods. Research has shown that covering wooden components in light-frame house with paint, 

stucco, or other protective elements, can significantly reduce the effects of environmental and biological 
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stressors (Sekino et al. 2014). By contrast, even small damages to these protective layers can significantly 

increase the weathering of wooden components, e.g., by allowing water accumulation in vicinity of the 

wood, which significantly increases biological activities in the wood (Stirling et al. 2017, Droin et al. 1988), 

swelling due to changes in the equilibrium water content, and possible freeze-thaw cycles in cold weather, 

with potential propagation of cracks caused by the expansion of frozen water (Berdahl et al. 2008).  

The mechanism of nail pull-out strength decay is quite complex and depends on nail corrosion, wood 

decay, and low-/high-cycle fatigue produced by cyclic loads like wind (Zelinka 2013; Prevatt et al. 2014; 

Rammer and Zelinka 2015). Zelinka and Rammer (2012) proposed a model for the lateral joint strength as 

a function of the nail corrosion rate. According to this model, fasteners are most likely to fail through a 

combination of wood-bearing failure and the formation of a plastic hinge in the fasteners. Strength loss is 

highly dependent on the corrosion rate, which can be described as time-dependent or moisture-dependent. 

They concluded that a moisture-dependent corrosion rate model used in conjunction with hygrothermal 

simulations provides the most accurate prediction of the corrosion rate and, thus, of the lateral strength loss 

of joints. Takanashi et al. (2017) investigated the withdrawal strength of nail joints considering nail 

corrosion and wood decay due to brown rot. They found that the rust formed around the nail can increase 

the withdrawal strength of the nail up to a 2% reduction of the nail shank diameter and can protect the nail 

from diameter reduction; by contrast, the wood decay can cause a significant reduction in the withdrawal 

strength of the nail, with an average strength decrease equal to 35% and 47% for joints nailed in the radial 

and tangential directions of the wood fibers, respectively, and mass loss contained between 0% and 20%. 

Wind-induced cyclic loads can have very different effects on different structural and cladding components, 

e.g., the mechanical properties of some structural roof timber elements were unaffected even after 85 years 

of service life (Fridley et al. 1996). Similarly, for the wooden shear walls, the dominant failure mode was 

identified as nail withdrawal rather than fatigue failure (Ming et al. 2001). Several studies have focused on 

the effects of cyclic loading on connection strength, as it was found that cyclic loading can cause a reduction 

of the contact surface between the fastener and the wooden material, thus reducing the pull-out strength of 
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the connection (Alhawamdeh and Shao 2021; Kent et al. 2005; Soltis and Mtenga 1985). Alhawamdeh and 

Shao (2021) investigated the effects of cyclic uplift loading on the roof-to-wall connections and concluded 

that the strength of the connection can decrease up to 60% after 1,000,000 cycles of loading and unloading. 

Datin et al. (2011) indicated that, although there is anecdotal evidence to suggest the roof sheathing panels 

experience fatigue-like failures under wind loads, they were not able to find any wind loading tests that 

have examined this type of failure. 

The use of performance-based approaches in hurricane engineering has been shown to provide a 

rigorous and flexible framework to account for all uncertainties affecting the performance of structures 

(Barbato et al. 2013; Unnikrishnan and Barbato 2013, 2015, 2016a, 2016b, 2017). More recently, the 

performance-based hurricane engineering (PBHE) framework originally proposed by Barbato et al. (2013) 

was extended to account for the nonstationarity of both hurricane wind hazard, which is driven by climate 

change, and vulnerability, which is due to structural aging (Esmaeili and Barbato 2021b). This extended 

framework was applied to perform a hurricane-induced loss analysis and a cost-benefit analysis of hurricane 

mitigation strategies for single-family houses in the US Gulf and Atlantic coasts when considering the 

hurricane hazard’s nonstationarity only. This study describes a proposed methodology that combines the 

extended PBHE framework developed in Esmaeili and Barbato (2021b), the predictive model for hurricane 

wind speed distributions under changing climate proposed in Esmaeili and Barbato (2021a), and several 

existing models for structural aging of different components of light-frame wooden houses. This 

investigation applies the proposed methodology to the analysis of hurricane-induced losses for a single-

family light-frame wooden house located in Pinellas Park, FL. The individual and joint effects on hurricane-

induced losses of nonstationarity in the hurricane wind hazard and in the structural vulnerability are 

investigated and quantified, including the case in which structural aging is modeled as dependent on climate 

change.  
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4.2. Novelty and Relevance 

This study presents the first implementation of the extended PBHE framework to account for the 

nonstationarity of both hurricane wind hazard and structural aging. The implications of different 

assumptions on nonstationarity are investigated and quantified for a low-rise single-family light-frame 

wooden house.  

The present study provides a simulation-based approach to assess the performance of structural systems 

under nonstationary hazards and vulnerability. The extended PBHE methodology used in this study is 

specialized for hurricane wind hazards and single-family light-frame wooden houses, which represent a 

significant contributor to societal losses due to hurricane events. In addition, the proposed framework can 

be further extended to other (individual and multiple) hazards and structural typologies, providing the 

blueprints for advancing performance-based design as a rigorous tool to address the societal needs for 

developing a climate resilient infrastructure. 

4.3. Extended PBHE framework 

The general methodology employed in this study was developed in Esmaeili and Barbato (2021b) as 

an extension of the original PBHE framework by Barbato et al. (2013). The performance of a target structure 

is described by a decision variable ( )DV , which depends on damage measures ( )DM , engineering demand 

parameters ( )EDP , intensity measures ( )IM , structural parameters ( )SP , interaction parameters ( )IP , 

and a vector of climatological parameters ( )C . The  probabilistic description of the selected DV is given 

by: 
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where a subscript t denotes explicit dependence on the global time scale, generally corresponding to the 

calendar year; a subscript   denotes explicit dependence on the structural time scale, i.e., the age in years 

of the structure of interest; ( )G  = complementary cumulative distribution function (CDF); ( | )G  = 

conditional complementary CDF; ( )f  = probability density function (PDF); and ( | )f = conditional 

probability density function. The climatological parameters, tC , depend explicitly on the global time scale 

to account for the effects of climate change.  The structural parameters and damage measures, SP  and 

,DM  dependent explicitly on the structural time scale, as they are changing as the structure ages. The 

decision variable, ,tDV  , depends explicitly on both global and structural time scales to account for the 

variability of costs and discount rates in time, as well as for effect of aging on the structure. All other 

parameters in Eq. (4.1) depend on one or both time scales implicitly (Esmaeili and Barbato 2021b). In this 

study, the solution of Eq. (4.1) is obtained using a multilayer Monte Carlo simulation approach (Barbato et 

al. 2013, Unnikrishnan and Barbato 2016, 2017). 

4.4. Modeling of structural aging 

This study adopts structural aging models available in or derived from the literature for low-rise light-

frame wooden houses. For this specific structural typology, the structural parameters (i.e., wind exposure 

factor, external pressure coefficients, and internal pressure coefficients) can be considered as stationary, as 

they are affected more by breaching of the building envelopes induced by hazard chains (Barbato et al. 

2013) than by structural aging. However, structural aging can significantly affect the strength associated 

with the different limit states (i.e., the damage measures) that control the performance of these structures. 

The limit states and the corresponding structural aging effects considered in this study are reported in Table 

4-1.  

Table 4-1. Limit states and corresponding structural aging effects considered in this study 

Component Limit state 
Degradation 

mechanism 

Controlling 

parameter 
Reference 

Roof cover (shingles) Separation Sealant Age Dixon et al. (2014b) 
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The pertinent limit states were identified from the literature (Unnikrishnan and Barbato 2016, Esmaeili 

and Barbato 2021b). The strength degradation models adopted in this study were derived by using data 

from the literature, as indicated in Table 4-1. The limit states corresponding to windows, doors, and walls 

were assumed to not undergo degradation, as the authors were unable to identify any studies that quantified 

their degradation in the literature. This assumption most likely underestimates the effects of structural aging 

and requires additional focused studies to quantify this underestimation and determine if the assumption is 

acceptable for engineering applications. 

4.4.1. Strength degradation for asphalt shingles due to sealant aging 

The model for the strength loss of shingles is derived by using the data in Dixon et al. (2014b), which 

reports the percentage of fully or partially unsealed shingles observed in field inspections of roofs as a 

function of the roof shingle age. The ratio of unsealed field shingles is given by: 

 ( )
0 6 years

0.0 0.0257 0.1542 1.0 6 years

s

shingle s

s shingle s

R



  


= 

  − +  
   (4.2) 

where shingle  is a random variable assumed to follow a normal distribution with zero mean and standard 

deviation equal to the regression error of the fitting function given in Eq. (4.2) and equal to 0.2, and s  the 

age of the shingles. In this study, the different behavior reported in Dixon et al. (2014b) for ridge and hip 

shingles is neglected, as they represent a relatively small portion of the roof and appear to be not affected 

by weathering. The non-stationary uplift strength of roof shingles is modeled as:  

 ( ) ( ),0 1shingle s shingle shingle s unsealingF F R R  =  −     (4.3) 

Roof sheathing (6d C6/12) Separation Nail strength Mass loss Takanashi et al. (2017) 

Windows (unprotected) Pressure failure - - - 

 Impact failure - - - 

Doors (unprotected) Pressure failure - - - 

Roof-to-wall connection Tension failure Nail strength Fatigue Alhawamdeh & Shao (2021) 

Wall Uplift failure - - - 

Lateral failure - - - 

Wall sheathing Pressure failure Nail strength Mass loss Takanashi et al. (2017) 

 Impact failure Wood decay MOR Curling et al. (2002) 
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in which ,0shingleF  represents the random variable describing the uplift strength of the shingles for the as-

built structure, and unsealingR  is random variable used to describe the relative portion of unsealing for all roof 

shingles. Due to lack of data on the statistics of unsealingR , this quantity is modeled in this study as a standard 

uniform random variable. 

4.4.2. rength degradation due to wood decay 

The strength degradation due to wood decay is controlled by the mass loss of wood, which affects the 

MOR of the wood. This study employs the empirical mass loss decay model under variable conditions, 

which was developed by Viitanen et al. (2010) for brown rot in pine sapwood as a function of relative 

humidity, RH, air temperature in °C, T, and age of the wood in hours, w  . The decay process is described 

by an activation parameter, ( )w  , which assumes values between zero (before any weathering of the wood) 

and 1 (when mass loss is initiated). Both activation and mass loss processes occur only when 𝑅𝐻 ≥ 95% 

and 𝑇 ≥ 0℃. The activation process is described as follows:  
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The mass loss percentage, ( )wML  , is given by:   
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In this study, the mass loss percentage is estimated through a simulation procedure that generates a time 

series of hourly air temperatures and relative humidity over a given year for a given average air temperature 

of the year under consideration. These time series are used to fit a distribution to the wood mass loss 

percentage for a given year and a given climate scenario, which is then used within the multilayer Monte 

Carlo simulation procedure for the total loss estimation. The detailed description of this simulation 

procedure is provided in the Appendix. 

The wooden mass loss produces a relative reduction in the MOR, ( )MOR wR  , which can be modeled as 

a random variable defined between zero and 1 by using the experimental data reported by Curling et al. 

(2002) for southern pine wood affected by brown rot. The following regression equation is proposed:  

 ( )
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  (4.8) 

where F  is described by a normal random variable with zero mean and standard deviation equal to 0.011. 

The impact strength of the wall sheathing, ( )iws wF  , is assumed to be proportional to the MOR and 

given by: 

 ( ) ( )0 ,, 1iws w iws M w ws rotOR RF F R  =  −     (4.9) 

in which ,0iwsF  represents the random variable describing the impact strength of the wall sheathing for the 

as-built structure, and ,ws rotR  is a random variable used to describe the relative portion of wall sheathing 

affected by rot. 
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4.4.3. Strength degradation due to nail pull-out strength decay 

In this study, only the nail pull-out strength degradation mechanisms associated with wood decay and 

fatigue due to wind-induced cyclic loads were considered. In fact, a preliminary analysis of the rust 

formation on the nail perimeter based on the corrosion model proposed by Zelinka (2013) indicated that 

changes in the nail diameter are significantly smaller than 0.4% over the 50-year service design life of the 

structure.  

The pull-out strength degradation due to wooden mass loss was modeled using the data presented 

in Takanashi et al. (2017), which reported the reduction in withdrawal strength for joints with nails in the 

radial and tangential direction to the annual rings (i.e., radial and tangential joints, respectively) as a 

function of ML . Based on the combined data from both radial and tangential joints, the withdrawal strength 

reduction due to wood decay, ( ),nail w wR  ,  is given by: 

 ( )
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  (4.10) 

where 
,nail wR is the regression error, which is assumed to follow a normal distribution with mean equal to 

zero and standard deviations equal to 0.218.  

The separation strength of the roof sheathing, ( )rs wF  , and of the wall sheathing subject to pressure 

action, ( )pws wF  , are assumed to be proportional to the residual withdrawal strength of the nails and are 

given by: 

 ( ) ( ), , ,0 1 nairs w l w w rs tr s roF RF R  =  −     (4.11) 

 ( ) ( ), , ,0 1 nail w w wspws w s opw r tF F R R  =  −     (4.12) 

respectively, in which ,0rsF  and ,0pwsF  represent the random variables describing the separation strength of 

the roof sheathing and of the wall sheathing subject to pressure action for the as-built structure, respectively, 

and ,rs rotR  is a random variable used to describe the relative portion of roof sheathing affected by rot. 
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The fatigue load-life model for the nail pull-out strength was taken from Alhawamdeh and Shao (2021) 

as:  

 ,

B

nail f fR A N=    (4.13) 

in which ,nail fR  denotes the fatigue load normalized by the static capacity (also known as load reduction 

factor), fN  is the number of constant amplitude cycles to failure, and A and B are regression constants that 

depend on the connection configuration, the nail material, and the wood material, and that for the case of 

Douglas Fir wood with no adhesive assume the values of 2.484 and -0.140, respectively. Miner’s linear 

cumulative damage model (Miner 1945, Mahendran and Mahaarachchi 2002) was used to define the 

cumulative damage index ( )nail fD   as follows: 
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
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=   (4.14) 

where ( )j fN   denotes the number of applied cycles at the constant jth loading amplitude (corresponding 

in this study to the wind loads applied on the roof of a structure by an individual hurricane event), fjN  

denotes the number of cycles to failure under the constant jth loading amplitude, m is total number of loading 

amplitudes, and f  is the age of the nail subject to fatigue. The damage effects of load cycles with 

amplitudes smaller than 35% of the static strength were neglected (Alhawamdeh and Shao 2021). For 

simplicity, the cumulative damage to the roof-to-wall connection is assumed equal to the cumulative 

damage of the individual connection. In addition, in this work, the simplified approach proposed by Xu 

(1995) was utilized to estimate the number of applied cycles at a given amplitude as the number of cycles 

corresponding to the hourly wind speed of a hurricane hitting the structure at f , which is given by: 

 ( ) ( )j f j f jN n V t =      (4.15) 

where n  is the number of cycles per hour per one m/s of the hourly mean wind speed (equal to 336, 225, 

and 652 for edge, center, and corner zones, respectively), ( )j fV  , and jt  denotes the duration of the 
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hurricane, which is modeled as a truncated normal random variable with mean equal to 2 hours and standard 

deviation equal to 0.5 hours with a lower truncation at 1 hour of duration. For simplicity, a single value of 

n  was used for the entire roof as an average of the values for the different roof zones weighted by the areas 

of each zone. The corresponding wind load is calculated as (Unnikrishnan and Barbato 2016): 

 ( ) ( )2

, ,
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1

2

cn

j a h zt j f p r pi r r

r

P K K V G C C A 
=

=       −    (4.16) 

in which a =  air density, hK =  wind pressure exposure factor evaluated at h =  height of the target 

building, ztK = topographic factor, G =  gust factor, ,p rC  = external pressure coefficient of for the r-th roof 

component, ,pi rC  = internal pressure coefficient of for the r-th roof component, rA = area of the r-th roof 

component, and cn =  number of different roof components. By substituting Eq. (4.16) into Eq. (4.13)the 

corresponding number of cycles to failure is obtained as: 
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in which rcF denotes the static strength of the roof-to-wall connection.  

4.5. Multilayer Monte Carlo simulation procedure for aging structures 

The distribution of the hurricane wind speed is altered by the effects of climate change. The model for 

the hurricane wind speed and changes over time due to climate change effect is adopted from Esmaeili and 

Barbato (2021a), where changes in the statistical properties of the hurricane winds is provided based on the 

location, year of interest, and the selected climate change scenario from AR5 RCP scenarios (Stocker et al. 

2013). It is noted here that, when structural aging is considered, the proposed simulation methodology 

requires the simulation of the behavior of a sample structure for the entire duration of the period under 

consideration, as the progression of the damage due to structural aging is an irreversible process and creates 

a significant correlation between the damage and loss simulation at subsequent periods of time. 
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4.6. Case study 

The performance of a target low-rise single family is investigated under different climate change 

scenarios and different structural aging conditions. The benchmark building is located in residential 

development in Pinellas Park, FL, as shown in Figure 3-2, where the building of interest is identified by a 

red circle. The unfolded view of the building is presented in Figure 3-3. It is assumed that the building was 

built in 2015, the value of the structure is $300,000, the value of its content is $150,000, and the design life 

is 50 years.  

   

Figure 4-1. Benchmark building’s location: (a) Pinellas Park, FL, and (b) plan view of the residential 

development with benchmark building identified by a red circle (map data © 2021 Google). 

 

 

Figure 4-2. Unfolded view of the benchmark building 
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The statistical description of the different building components and corresponding limit states for the 

base structure is provided in Table 4-2 and is based on existing literature (Gurley et al. 2005; Datin et al. 

2011; Dixon et al. 2014a; Masters et al. 2010; Stuckey and Carter 2001). 

Table 4-2. Statistical description of limit state capacities for as-built structure 

(a) Truncated normal distribution with lower truncation at zero. 

(b) Combination of toe-nail and sheathing nail connection strengths. 

The sensitivity of the total losses experienced during the lifetime by the structure is quantified under 

different assumptions of exposure to wood mass loss and different combinations of increasing hazard due 

to climate change and increasing vulnerability due to structural aging. The hurricane wind hazard model 

for Pinellas Park, FL, under different AR5 RCP climate change scenarios is taken from Esmaeili and 

Barbato (2021a). The frequency of hurricanes is assumed to be stationary over time following a Poisson 

distribution with a frequency equal to 0.514 hurricanes per year. The duration of sustained peak wind speed 

for hurricanes is assumed to be normally distributed with a mean equal to 2.0 hours and a standard deviation 

of 30 minutes.  

The historical data for air temperature and dew point temperature are collected for the period 2000-

2020 from the Weather Underground website (Wunderground 2021). An example of generated time series 

for hT  and hRH  based on the procedure described in the Appendix is presented in Figure 4-3 for the year 

2015. 

Component Limit state Mean COV Distribution Reference 

Roof cover (shingles) Separation 1.96 kPa 0.18 Tr. Normal(a) Dixon et al. (2014a) 

Roof sheathing (6d C6/12) Separation 3.56 kPa 0.22 Lognormal Datin et al. (2011)  

Windows (unprotected) Pressure failure 3.33 kPa 0.20 Tr. Normal(a) Gurley et al. (2005)  

 Impact failure 4.72 kg·m/s 0.23 Lognormal Masters et al. (2010) 

Doors (unprotected) Pressure failure 4.79 kPa 0.20 Tr. Normal(a) Gurley et al. (2005) 

Roof-to-wall connection Tension failure 16.68 kN 0.20 Lognormal Gurley et al. (2005) 

Wall  Uplift failure 14.80 kN/m(b) 0.25 Tr. Normal(a) Gurley et al. (2005) 

Lateral failure 9.01 kN(b) 0.25 Tr. Normal(a) Gurley et al. (2005) 

Wall sheathing Pressure failure 6.03 kPa 0.40 Tr. Normal(a) Gurley et al. (2005) 

 Impact failure 642 kg·m2/s2 0.07 Lognormal Stuckley & Carter (2001) 
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Figure 4-3. Historical records and sample realization of time histories corresponding to year 2015 for: (a) 

temperature and (b) relative humidity (with insets providing a zoomed view for a three-day interval. 

The generated time series for hT  and hRH  are used in Eqs. (4.6) and (4.7) to calculate the wooden mass 

loss corresponding to the simulated data.  The probability distributions of the wooden mass loss under 

different climate change scenarios at different times were estimated using 200 realizations for each year 

and each scenario. Figure 4-4 reports the mean wood mass losses and their 95% confidence interval at 10-

year intervals during the period 2015-2065, which corresponds to the assumed service design life of the 

benchmark structure. The value of n  to be used for the structure under consideration in Eq. (4.15)  is equal 

to 291.  
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Figure 4-4. The average percentage of wooden mass loss for future climatological conditions along with 95% 

confidence intervals 

 

At the beginning of the sampling procedure, the values of the strengths corresponding to the different 

limit states considered in this study are sampled together with 50 years of hurricane events according to the 

model presented in Esmaeili and Barbato (2021a). A constant discount rate equal to 3% is assumed for all 

loss analyses. Five conditions are considered for the loss analysis: 

(1) No climate change and no structural aging: this case provides represent the baseline results 

corresponding to the original PBHE framework (Barbato et al. 2013). In this case, the 

climatological conditions are stationary and equal to those of 2015. 
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(2) Climate change and no structural aging: this case corresponds to analysis performed in Esmaeili 

and Barbato (2021b), where effects of different assumptions for climate change on the hurricane 

wind-induced losses were investigated but the damage measures were modeled as stationary over 

time. 

(3) No climate change and structural aging:  this case considers structural aging under stationary 

climatological conditions.  

(4) Climate change and structural aging driven by stationary climate conditions: in this case, both 

nonstationary hazard and vulnerability are modeled, but the effects of nonstationary climate 

conditions are neglected when evaluating the structural aging. 

(5) Climate change and structural aging driven by nonstationary climate conditions: this is the most 

realistic case, in which all nonstationarities are fully modeled and considered in the loss analysis.  

When a structural component is damaged during the 50-year sample, it is assumed that the component 

is immediately replaced and the cost of replacement is immediately added to the losses. If structural aging 

is considered, the strength reduction and the damage index representing the fatigue effects are modeled as 

non-decreasing (i.e., the probability distributions at a given year are conditional to the current value being 

higher than the value in preceding years). However, when an aged component is damaged and replaced, it 

is assumed that the aging of the new component restarts from the beginning.   

4.6.1. Results on the expected annual losses 

Due to the lack of information to model the random variables describing the portion of a structure 

affected by rot (i.e., ,ws rotR  and ,rs rotR ), three different conditions were considered: (1) low exposure, 

corresponding to , 0.10ws rotR =  and , 0.20rs rotR = ; (2) medium exposure, corresponding to , 0.20ws rotR =  

and , 0.40rs rotR = ; and (3) high exposure, corresponding to , 0.30ws rotR =  and , 0.50rs rotR = ;. The results of 

the all analyses are based on 100,000 samples and are reported in Table 4-3 in terms of the mean and 

standard deviations of the total losses.. 
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Table 4-3. Mean and standard deviation of total losses under different assumptions  

Climate change 

scenario 

No aging 

Exposure 

level  

Aging 

Independent aging Dependent aging 

( )$
rLm   ( )$

rLs  ( )$
rLm   ( )$

rLs  ( )$
rLm   ( )$

rLs  

No climate change 52738 54919 
     

  
Low 52,804 55,405 

  

  
Medium 61,401 62,416 

  

  
High 69,957 65,386 

  
RCP 2.6 60650 57831 Low 60,911 59,464 61,112 59,392 

Medium 74,261 66,544 74,531 66,179 

High 85,623 72,003 85,585 72,660 

RCP 4.5 65460 59156 Low 67,316 62,099 67,287 62,247 

Medium 80,264 69,866 80,236 69,185 

High 92,844 75,000 93,144 75,134 

RCP 6.0 59678 56298 Low 60,250 58,255 60,029 58,176 

Medium 72,216 65,347 72,225 65,204 

High 83,998 70,546 84,163 70,180 

RCP 8.5 72831 61714 Low 75,755 64,992 75,574 64,603 

Medium 90,495 73,120 90,877 73,096 

High 103,360 78,070 103,956 78,175 

 

The reported results show that the effects of the nonstationarity induced by climate change and 

structural aging are substantial. The expected total losses suffered by the benchmark structure when 

considering both climate change and structural aging increase between 15.50% (RCP 2.6) and 43.64% (RCP 

8.5) for the case of low exposure when compared to the baseline case corresponding to no climate change 

and no aging during the 2015-2065 period. For the case of high exposure, the expected total losses increase 

between 62.35% (RCP 2.6) and 95.99% (RCP 8.5). The effects of climate change alone are also significant, 

with increases in the expected total losses contained between 15.00% (RCP 2.6) and 38.10% (RCP 8.5). As 

expected, the effects of structural aging alone are highly dependent on the level of exposure, with increases 
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contained between 0.13% for low exposure and 32.65% for high exposure. By contrast, the differences 

between the case considering climate change and structural aging driven by stationary climate conditions 

and the case considering climate change and structural aging driven by nonstationary climate conditions 

are always smaller than or equal to 0.58%.  

4.7. Conclusions 

In this chapter, the generalized performance-based hurricane engineering framework was utilized to 

investigate the combined effects of climate change and structural aging for a single-family house located in 

Pinellas Park, FL, during a 50-year service design life of the structure corresponding to the 2015-2065 

period. The model for nonstationarity of hurricane wind hazard under climate change scenario is adopted 

from a previous study by Esmaeili and Barbato (2021a), where climate change scenarios were based on the 

5th Assessment Report of the Intergovernmental Panel on Climate Change. The models for aging of different 

components utilized in this work are empirical models developed using experimental and survey data 

available in the literature. In order to account for the uncertainties for the future climatological conditions, 

a multi-layer Monte Carlo simulation approach is utilized. Due to the lack of information on the exposure 

of a wooden structure to rot, three different levels of exposure are considered. Five different cases are 

investigated: (1) no climate change and no structural aging; (2) climate change and no structural aging; (3) 

no climate change and structural aging; (4) climate change and structural aging driven by stationary climate 

conditions; and (5) climate change and structural aging driven by nonstationary climate conditions. It is 

found that the effects of both climate change and structural aging are significant, and their interaction can 

substantially increase the expected total losses for the considered structure, with increase as high as 95.99% 

for RCP 8.5 and high exposure when compared to the case in which both climate change and structural 

aging are neglected. By contrast, the effects of climate change on the structural aging are negligible. 
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Chapter 5. Research Summary and Conclusion 

Hurricanes are among the costliest natural hazards causing severe economic losses and loss of life. The 

large majority of climate scientists agrees that climate change has an intensifying effect on the hurricane-

related hazards and resulting losses. In this work, a methodology is presented to account for the effects of 

climate change on hurricane hazards, which is fully probabilistic, computationally efficient, easy to use, 

and sufficiently accurate for structural engineering purposes. The methodology can be used to simulate the 

hurricane wind hazard under any climatological condition of interest in the past, present, or future provided 

the projections of climatological conditions. The performance-based hurricane engineering framework is 

extended to account for non-stationarity in the hurricane hazard, due to climate change, and vulnerability, 

due to structural aging, during the lifetime of the structure. The sensitivity of the results to many 

assumptions is investigated. In the following sections, the major conclusions of this research work are 

summarized and some future research ideas are proposed. 

5.1. Conclusions 

In chapter 2, an efficient and accurate simulation methodology for predicting the hurricane wind speed 

statistics is proposed. This model is based on historical records and can predict the hurricane wind speeds 

for any location along the US Gulf and Atlantic coasts under any climate change scenario. The model is 

validated against historical data from the NIST database and the design wind speeds in ASCE 7-16. The 

model results are also compared to those obtained from existing procedures that require full-track modeling 

of hurricanes. The comparison of the results shows that the model is highly accurate in terms of simulating 

the historical data and produces results that are very close to those obtained from more computationally 

expensive models. Based on the results obtained using this new model, by 2060, the design wind speed is 

projected to increase by approximately 14% for risk category II under the representative concentration 

pathway (RCP) 2.6 scenario and by approximately 26% for risk category IV under the RCP 8.5 scenario, 

which correspond to an increase in design wind forces acting on a structure by approximately 30% and 

59%, respectively. 
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 In chapter 3, an extended version of the PBHE framework is presented to account for the effects of 

climate change on intensity measures and of aging on structural parameters and damage measures. This 

model is used in conjunction with the predictive model for hurricane wind speed derived in chapter 2 to 

evaluate the hurricane-induced losses for a low-rise single-family building located in the US Gulf and 

Atlantic Coast region. The sensitivity of the results to different assumptions for climate change, discount 

rates, time integration, location, and variability of the repair costs is investigated. The performance of 

several retrofit scenarios for reducing the hurricane-induced losses to the building and benefits obtained 

from each of them is also investigated for a RCP 8.5 climate change scenario. The methodology is found 

to be little sensitive to modeling assumptions, with the exception of the discount rate, which can have a 

significant influence on the loss analysis results. It is concluded that the hurricane wind losses could 

increase between 15% in the best-case scenario and 38% in the worst-case scenario for the 50-years lifetime 

of the structure between 2015 and 2065. The proposed methodology can also be used to find the optimal 

storm hardening strategies for given climatological and location conditions. 

In chapter 4, the effect of aging on structural components is investigated. Aging models are derived for 

roof sheathing, wall sheathing, connections, and roof cover and are used in conjunction with the predictive 

models of hurricane wind speed distribution from chapter 3 and the extended PBHE framework from 

chapter 4 to estimate hurricane-induced losses under future climatological conditions for an aging structure.  

A residential building is selected as the target structure to evaluate the effects of aging, which are based on 

the simulated time history of climate data. The sensitivity of the results to whether structural aging is 

dependent or independent of climate change is also investigated. The effects of different assumptions on 

the structural aging are also analyzed. The results of this study shows that the total expected losses for the 

benchmark structure can increase by a fraction of percent and up to 44%, depending on the level of exposure 

to aging stressors, when compared to the hurricane-induced losses obtained by neglecting the effects of 

climate change and structural aging during the 50-year service design life of the structure. This value can  

increase by 46% in the best-case scenario and by approximately 108% in the worst-case scenario. It is 

further concluded that the dependence of aging on climate change is a secondary effect and has little effects 

on the wind loss estimates for the target house. 
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5.2. Future research work 

Based on the research results presented in this dissertation, some ideas for further work are proposed 

in the following areas:  

1. The newly-developed fully-probabilistic model for hurricane wind hazard presented in this study has 

been validated only for locations near the coast. Additional research is needed to extend the proposed 

model to inland locations to properly include the effects on wind speed distributions produced by 

hurricanes after they have reached landfall and propagate inland.  

2. The effects of climate change for hurricane related hazards in this work is limited to wind and 

windborne debris hazard. Further research is required to model and quantify the climate change effects 

on hurricane rain and flood hazards associated with hurricane events.  

3. The extended performance-based hurricane engineering framework is a general-purpose framework 

and can be applied to any structural system. Further research should be performed to apply this 

methodology to engineered structures such as tall and large buildings, bridges, industrial plants, etc.  

4. The loss analysis results reported in this study for single-family houses are based on the unrealistic 

assumption that a damaged structure is immediately repaired after a hurricane event. This assumption 

does not affect the loss results when the damage is produced by a single hurricane event in a given year. 

However, in the less common (but not unrealistic) situation in which a given structure is affected by 

more than a hurricane in a given year, or when losses due to lack of use are also included, a more 

advanced model of repair time is needed. 

5. The aging models considered in this study are limited to only some components and materials. Further 

research is required to investigate structural aging for other materials and components and its effects 

on the expected losses.  
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Appendix: Simulation procedure for wood mass loss 

The simulation procedure to assess the wood mass loss is broken down into two main steps: (1) the 

simulation of time series of the hourly temperatures and relative humidity under different climate change 

scenarios, and (2) the development of the wood mass loss distribution as a function of time and its use 

within the PBHE framework to estimate the change in strength of the components affected by the wooden 

mass.  

A.1. Simulation of temperature and relative humidity time series 

The simulation of the hourly temperature time series for the future years under a given climate change 

assumption requires to build the probability distributions of the hourly temperatures as a function of the 

yearly average temperature. These distributions are based on historical temperature records collected for 

the location of the target house. In particular, hourly temperature data were collected from weather 

underground website (wunderground) for a duration of 20 years corresponding to the 2000-2020 period at 

Pinellas Park, FL. These data were used to fit a normal distribution to: (1) the differences between the 

hourly temperatures and the average temperature of a given day (hourly deviations), (2) the differences 

between the daily average temperatures and the average temperature of a given month (daily deviations), 

and (3) the differences between the average monthly temperatures and the average temperature of a given 

year (monthly deviations).  

The temperature T , dew point temperature TD , and relative humidity RH  time series are described 

by the symbol 
t

pX , where , ,X T D RH= is the random process of interest, the subscript , , ,p y m d h=  

indicates the averaging period ( :y  yearly, :m  monthly, :d  daily, and :h hourly). Once the distributions 

of the deviations are derived from local temperature data, the time series can be sampled for a given climate 

change scenario by using the distribution of the projected change in the yearly temperature, yT , which is 

assumed to follow a normal distribution. These distributions were obtained following the same approach 
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used for the sea surface temperature and described in Esmaeili and Barbato (2021a), by fitting a normal 

distribution to the increases in average yearly air temperature corresponding to the projection scenarios 

provided by IPCC AR5 (Stocker et al. 2013). Figure A-1 shows the mean and 95% confidence intervals for 

the increases in average yearly air temperature when compared to the reference year 2005. Once the 

projected temperature change due to climate change is sampled, the sampled average yearly temperature 

for the future years, yT , can be obtained by adding yT  to 2005 23.44T = °C, which is the average yearly 

temperature for the reference year 2005 that is used by IPCC AR5 scenarios. The sample for the monthly 

temperature, mT , can be obtained by sampling the mT  from its distribution and adding that to the sampled 

yT . A similar procedure is used to sample the daily temperatures and hourly temperatures. The distributions 

of the monthly, daily, and hourly deviations are assumed to be stationary and are given in Table A-1 through  

Table A-3. The sampling procedure is described by the flowchart given in Figure A-2. 
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Figure A-1. IPCC AR5 projections for increases in the average yearly temperature 
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• Select the climate change scenario 

• Select the number of time series samples, sn . 

• Select the year of interest: y . 

• For s1:i n=  

o Sample 
( )i

yT from a normal distribution based on IPCC AR5 projections. 

o Calculate 
( ) ( )

2005

i i

y yT T T= +  . 

o For 1:12m =   

▪ Sample 
( )i

mT from its fitted normal distribution 

▪ Calculate 
( )( ) ( ) ii i

m y mT T T= +  . 

▪ For 1: md d=  

•  Sample 
( )i

dT from its fitted normal distribution 

• Calculate 
( )( ) ( ) ii i

d m dT T T= +  . 

• For 1: 24h =  

o Sample 
( )i

hT .  

o Sample 
( )( ) ( ) ii i

h d hT T T= +   

• End for (h) 

▪ End for (d) 

o End for (m) 

• End for (i) 

Figure A-2. Flowchart to generate the temperature time series. 
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Table A-1. Probability distributions for monthly temperature deviations (°C) for Pinellas Park, FL, 

based on historical data corresponding to the period 2000-2020  

month 
mT   

mT   Lower 

limit 

Upper 

limit 

Jan -5.72 2.97 -8.99 -2.45 

Feb -5.06 2.92 -10.46 0.35 

Mar -3.17 2.95 -7.20 0.87 

Apr -0.39 2.97 -6.25 5.47 

May 2.56 2.89 -2.51 7.62 

Jun 4.61 2.65 1.01 8.22 

Jul 5.28 2.52 0.89 9.66 

Aug 5.28 2.53 1.96 8.60 

Sep 4.50 2.50 0.89 8.11 

Oct 1.39 2.74 -3.99 6.77 

Nov -3.00 2.93 -6.38 0.38 

Dec -5.44 2.92 -8.39 -2.50 
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Table A-2. Probability distributions for daily temperature deviations (°C) for Pinellas Park, FL, based 

on historical data corresponding to the period 2000-2020 

day 
dT   

dT   

1 0 1.75 

2 0 1.24 

3 0 1.18 

4 0 1.20 

5 0 1.40 

6 0 1.79 

7 0 1.78 

8 0 1.63 

9 0 1.40 

10 0 1.03 

11 0 1.59 

12 0 1.46 

13 0 1.56 

14 0 1.12 

15 0 1.02 

16 0 1.25 

17 0 1.31 

18 0 1.67 

19 0 1.80 

20 0 1.15 

21 0 1.46 

22 0 1.29 

23 0 1.61 

24 0 1.52 

25 0 1.21 

26 0 1.78 

27 0 1.70 

28 0 1.51 

29 0 1.07 

30 0 1.79 

31 0 1.32 
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Table A-3. Probability distributions for hourly temperature deviations (°C) for Pinellas Park, FL, 

based on historical data corresponding to the period 2000-2020 

hour 
hT   

hT   

1 -3.18 1.28 

2 -3.64 1.26 

3 -4.14 1.21 

4 -4.39 1.18 

5 -4.72 1.19 

6 -4.96 1.14 

7 -5.12 1.08 

8 -4.11 0.94 

9 -2.16 0.94 

10 0.05 0.97 

11 2.08 1.06 

12 3.86 1.07 

13 5.19 1.15 

14 6.13 1.21 

15 6.45 1.35 

16 6.49 1.36 

17 5.82 1.38 

18 4.26 1.41 

19 2.16 1.28 

20 0.38 1.11 

21 -0.71 1.01 

22 -1.34 0.92 

23 -1.94 0.96 

24 -2.47 1.13 

 



103 

 

where 
pT and 

pT  , , , ,p y m d h=  indicate the mean and standard deviation of the distribution of pT .  

The hourly time series of the dew point temperature, ,T hD , are also collected for the same period as that 

for hT . The following linear relation is developed:  

 
( )

, 0 1

0.0,

T

T DT

T h h D h

D

D a a T T

N 



 

= +  + 

  (1) 

where 0a  and 1a  are location-dependent regression constants,
TD is the regression error, and 

DT
  is the 

standard deviation of the error, and the regression error is assumed to follow a truncated normal distribution 

so that the dew point is contained between 0 °C and hT . For Pinellas Park, FL, these quantities are given 

by:  

Table A-4. Parameters describing the relationship between temperature and dew point temperature 

Regression 

parameter 
value 

0a  0.86 

1a  -0.77 

  6.15 

 

 The time series of hRH  are then simulated using the methodology presented in Lawrence (2005). 

The wooden mass loss corresponding to the sampled temperature and relative humidity time series is finally 

calculated using the model developed by Viitanen et al. (2010). 
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A.2. Development of the wood mass loss probability distribution as a function of 

time  

Generating the time series data for temperature and relative humidity needed to calculate the sample 

wooden mass loss is computationally expensive. Therefore, a wood mass loss distribution for each year and 

each climate change scenario is developed based on the previously described simulation procedure for 

temperature and relative humidity. This wood mass loss distribution is obtained by fitting 200 samples for 

each year and each climate change scenario obtained as described in Figure A-2. The obtained distributions 

are given in Table A-5. 

 

Table A-5. Wood mass loss probability distributions for Pinellas Park, FL, during the period 2015-

2065 

year 

No climate 

change 
RCP 2.6 RCP4.5 RCP 6.0 RCP 8.5 

ML   ML  ML   ML  ML   ML  ML   ML  ML   ML  

2015 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

2016 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

2017 0.04 0.00 0.10 0.01 0.08 0.01 0.09 0.01 0.10 0.01 

2018 0.59 0.04 1.24 0.09 1.47 0.15 1.25 0.12 1.55 0.21 

2019 2.14 0.14 3.03 0.22 3.37 0.34 3.05 0.29 3.48 0.48 

2020 3.83 0.25 4.87 0.35 5.27 0.53 4.88 0.46 5.39 0.75 

2021 5.49 0.36 6.70 0.49 7.22 0.72 6.73 0.64 7.30 1.01 

2022 7.14 0.46 8.55 0.62 9.15 0.92 8.55 0.81 9.22 1.28 

2023 8.83 0.57 10.42 0.75 11.07 1.11 10.37 0.98 11.16 1.55 

2024 10.49 0.68 12.26 0.89 12.99 1.30 12.24 1.16 13.08 1.82 

2025 12.10 0.79 14.10 1.02 14.91 1.50 14.06 1.33 15.01 2.08 

2026 13.72 0.89 15.94 1.15 16.82 1.69 15.89 1.50 16.93 2.35 
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2027 15.37 1.00 17.77 1.29 18.74 1.88 17.72 1.67 18.84 2.62 

2028 17.07 1.11 19.63 1.42 20.65 2.07 19.52 1.84 20.78 2.89 

2029 18.80 1.22 21.45 1.55 22.57 2.26 21.35 2.02 22.68 3.15 

2030 20.44 1.33 23.28 1.69 24.45 2.45 23.19 2.19 24.59 3.42 

2031 22.11 1.44 25.11 1.82 26.38 2.65 25.00 2.36 26.51 3.68 

2032 23.74 1.54 26.87 1.95 28.27 2.84 26.81 2.53 28.45 3.95 

2033 25.46 1.65 28.69 2.08 30.17 3.03 28.64 2.71 30.37 4.22 

2034 27.17 1.76 30.52 2.21 32.06 3.22 30.49 2.88 32.27 4.48 

2035 28.76 1.87 32.35 2.34 33.95 3.41 32.31 3.05 34.17 4.75 

2036 30.43 1.98 34.14 2.47 35.82 3.59 34.14 3.23 36.07 5.01 

2037 32.10 2.08 35.98 2.61 37.71 3.78 35.96 3.40 38.01 5.28 

2038 33.82 2.20 37.79 2.74 39.58 3.97 37.81 3.57 39.93 5.55 

2039 35.51 2.30 39.61 2.87 41.46 4.16 39.65 3.75 41.84 5.81 

2040 37.21 2.42 41.42 3.00 43.35 4.35 41.52 3.92 43.74 6.08 

2041 38.87 2.52 43.21 3.13 45.24 4.54 43.34 4.09 45.64 6.34 

2042 40.62 2.64 44.98 3.26 47.09 4.73 45.20 4.27 47.53 6.60 

2043 42.24 2.74 46.81 3.39 48.95 4.91 47.04 4.44 49.43 6.87 

2044 43.88 2.85 48.62 3.52 50.81 5.10 48.86 4.62 51.30 7.13 

2045 45.48 2.95 50.44 3.65 52.67 5.29 50.67 4.79 53.21 7.39 

2046 47.16 3.06 52.26 3.79 54.54 5.47 52.49 4.96 55.12 7.66 

2047 48.83 3.17 54.06 3.92 56.45 5.67 54.31 5.13 57.00 7.92 

2048 50.54 3.28 55.88 4.05 58.32 5.85 56.13 5.30 58.88 8.18 

2049 52.22 3.39 57.69 4.18 60.18 6.04 57.95 5.47 60.79 8.44 

2050 53.91 3.50 59.50 4.31 62.03 6.23 59.75 5.64 62.67 8.71 

2051 55.57 3.61 61.30 4.44 63.89 6.41 61.59 5.82 64.51 8.96 

2052 57.23 3.72 63.09 4.57 65.71 6.59 63.38 5.99 66.39 9.22 

2053 58.90 3.82 64.90 4.70 67.55 6.78 65.19 6.16 68.28 9.48 

2054 60.58 3.93 66.68 4.83 69.40 6.97 67.02 6.33 70.12 9.74 

2055 62.23 4.04 68.45 4.96 71.26 7.15 68.82 6.50 71.98 10.00 

2056 63.92 4.15 70.23 5.09 73.13 7.34 70.64 6.67 73.86 10.26 

2057 65.58 4.26 72.01 5.22 74.94 7.52 72.47 6.85 75.69 10.51 



106 

 

2058 67.20 4.36 73.83 5.35 76.75 7.70 74.28 7.02 77.55 10.77 

2059 68.86 4.47 75.61 5.48 78.57 7.89 76.07 7.19 79.41 11.03 

2060 70.48 4.58 77.41 5.61 80.40 8.07 77.88 7.36 81.31 11.30 

2061 72.08 4.68 79.20 5.74 82.20 8.25 79.68 7.53 83.19 11.56 

2062 73.77 4.79 80.98 5.87 84.00 8.43 81.49 7.70 85.06 11.82 

2063 75.49 4.90 82.75 6.00 85.82 8.61 83.30 7.87 86.92 12.07 

2064 77.13 5.01 84.53 6.12 87.59 8.79 85.09 8.04 88.76 12.33 

2065 78.81 5.12 86.27 6.25 89.34 8.97 86.89 8.21 90.60 12.59 

 

where ML and ML is the mean and standard deviation of the mass loss.  

In order to account for the fact wood loss mass is an irreversible phenomenon, the probability 

distributions of wood loss mass for a given sample are conditional to the value of wood loss mass simulated 

in previous years, so that the wood loss mass for any given sample is a non-decreasing random process, 

unless a damaged component is substituted with a new one, for which the wood loss mass process is 

restarted.  

 




