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Abstract: Photodetectors with no illumination must provide zero current for any voltage biasing. 

Recent experimental work in the literature[1] proposes a new structure to delay the onset 

voltage of avalanche breakdown. The present authors (HTY) propose a new theory for the recent 

experimental work, focused on just before the onset of avalanche. The reverse bias of the 

photodetectors are explicitly considered with device doping information, and how much photon 

absorption is enhanced, while how much unwanted electron-hole pair recombination is 

suppressed. HTY consider the insulator in the new structure forces the device current path to go 

deeper into the bulk, and the longer path effectively suppresses the electric field, thus forcing a 

higher avalanche onset voltage. HTY further analyze the electric field by using energy band 

diagrams with quasi-Fermi levels, and also reinterpret the higher voltage as resulting from extra 

resistive elements, either lumped or distributed, in the equivalent circuit.  

 

Keywords: avalanche breakdown, energy bands, lumped and distributed, equivalent circuits, 

photodetectors, quasi-Fermi levels, forward and reverse bias, semiconductor doping 

 

 

I. Introduction 

 

 Generally, photodetectors without the illumination input in darkness must provide zero current 
and power. Here, we discuss the ideal mathematical behavior of photodetectors. Thus, the device 
output is zero if there is no illumination input[2]. Ideally, no matter how large a voltage is applied to 
photodetectors, the dark output current should stay zero[3], [4]. However, experimentally, a large 
enough reverse bias voltage will cause uncontrolled current, even in darkness, through a phenomenon 
called avalanche breakdown[5]. 
 In their recent works, Goll, Schneider-Hornstein, and Zimmerman have studied PIN 
photodetectors with physical structures on the top layer involving p+ and n+ electrodes and p- serving as 
the intrinsic region[1]. They placed a top insulating guard ring and increased the onset of avalanche 
breakdown, thus increasing the operating window for input voltage before photodetectors generate 
unwanted malfunctioning. 
 In this article, HTY propose a new theory to explain the findings of the Austrian group. According 
to HTY’s new theory, the experimental structures to suppress unwanted onset of avalanche breakdown 
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involves forcing the current to find a path deeper in the i-region bulk by placing an insulator between 
the electrodes. In HTY’s theory, PIN photodetectors are discussed exclusively. With high doping, the 
contacts between external metal wires and the electrodes will make Schottky barriers thinner and will 
not degrade good contacts[6], [7], [8], [9], [10]. 
 In the pure physics community, theories start with thermal equilibrium as an assumption, far 
away from avalanche breakdown. The voltage can be included as a chemical potential difference or a 
Helmholtz free energy difference[11]. Both Kubo’s statistical mechanics model[12] and Nyquist’s 
equivalent circuit model[13] carry this thermal equilibrium basis. However, thermal equilibrium 
conditions are not compatible with the high reverse bias and constant doubling of number of carriers 
present in the avalanche breakdown discussed. 
 Experimentally, there is very little difference between the operation modes just before the 
onset of avalanche breakdown and deep into the breakdown region. Therefore, the measured I-V 
characteristics will cover both voltage ranges with equal importance, even though there is no theory 
available for the deep breakdown region. Nonetheless, the threshold voltage, known as the breakdown 
voltage, can be compared between two different conventional, and newly proposed photodetector 
structures. 
 HTY’s new theory will focus on the photodetectors just before the onset of the avalanche 
breakdown. This treatment does not violate the traditional statistical physics requirements for thermal 
equilibrium[14], [15], [16], while it is not in conflict to good contacts, either. This condition of just before 
avalanche onset is expressed using energy bands. Lumped and distributed equivalent circuit models are 
developed for the traditional and the modified devices and explain why the new devices are better. 
HTY’s new equivalent circuit models explain in terms of quasi-Fermi levels in the typical reverse biasing 
in PIN photodetectors. 
 Understanding failure modes in sensors is critical. Batteries can be considered as chemical 
sensors for electrolyte ions, such that input is high energy electrolyte and output is device current[17], 
[18], [19], [20]. Batteries must avoid low output current for high energy electrolyte.  This is the same as 
photodetectors such that input is illumination and output is device current. Photodetectors must avoid 
high output current for zero illumination. Understanding failure modes in sensors is related to identifying 
relevant physical mechanisms in sensing. 
 Before discussing HTY new theory, optics modeling and electronics modeling are compared, 
since the HTY new theory takes a position of the latter, the electronics modeling. 

In the photonics community, all research is focused on photon absorption 𝐴. First, an incident 
wave illuminates a device, and photon reflection 𝑅 and photon transmission 𝑇 are measured as 
fractions. Then 𝐴 = 1 − 𝑅 − 𝑇. There is no focus on whether the device is forward or reverse biased or 
how the semiconductor is doped. Thus, reverse biased photodetectors and forward biased solar cells are 
discussed as if they were essentially the same device. 

In the electronics community, reverse bias photodetectors and forward bias solar cells are 
considered as drastically different devices. In photodetectors, generated electron-hole pairs are spatially 
separated thanks to the reverse bias, significantly reducing unwanted electron hole recombination. 
However, in solar cells, due to forward bias, generated electron-hole pairs are subject to unwanted 
recombination. In fact, this is calculated as recombination current and is detrimental to good solar cell 
performance. 

In this manuscript, we will take the electronics view. The reverse bias is explicitly considered in 
our HTY model alongside doping information. The Austrian experiment operates near or at breakdown 
voltages, and solid state physics is necessary to discuss why the addition of STI would increase the 
breakdown voltage for the photodetector. Focusing on photon absorption only would be insufficient. 
 
 



 

II. Preview of Final Electric Field Lines 
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Figure 1. Electric fields within the photodetector under variations in physical structure. (a) A replot of published data: reverse 
bias photodetector I-V from Austrian group displaying increase in breakdown voltage from 75 V to 90 V. Measurement taken 
from Ref. [1]. (b) A 3D schematic for the 75 V and 90 V cases, showing the change in physical structure from the 75 V case as an 
insulator in yellow. (c) With top p+ electrodes and no shallow trench isolation (STI), the horizontal fields are attracted to the outer 
electrode ring, and the dominant current path is reinforced to be parallel to the top surface of the photodetector. (d) With top p+ 
electrodes and with STI, the vertical fields reach all the way to the bottom p+ backplate, making the dominant current path 
perpendicular to the top surface. The polarized induced charges are explicitly drawn on the bottom p+ backplate. To preserve the 
ground across the metal surface, different regions have opposite charges on the same backplate. 

 

 Previous work[1] on using shallow trench isolation (STI) with radial PIN photodetectors showed 

suppression of the unwanted avalanche breakdown effect when adding the STI. Fig. 1(a) plots 

experimental measurements of dark current on log scale vs. reverse bias voltage for the structure shown 

in Fig. 1(b). This is an engineering test for malfunctions for photodetectors: a photodetector is 

illumination input and current output, so the “ideal” case would be zero current in dark independent of 

reverse bias voltage. Instead, the experimental plot shows vertically increasing current on log scale at 

different voltages for non-STI at 75 V and STI at 90 V.  

In HTY’s new theory, we demonstrate that with STI, charges flow from the top n+ layer at 90 V to 

the bottom p+ backplate at 0 V, and then flow from the bottom p+ backplate at 0 V to the top p+ at –90 V. 

Without STI, the charge routes are localized to the surface, starting from the surface n+ at 75 V and 

ending at the surface p+ at -75 V. Everything is based on the fundamental Maxwell’s electromagnetism, 

such that the electric field is perpendicular to metallic interfaces, where p+ or n+ layers correspond to 



metallic interfaces. It is the goal of this manuscript to propose physical interpretations for failure modes: 

avalanche breakdown, combined with an increase in path length with STI. HTY’s new theory discusses 

both the electrostatics cause and an entropy interpretation paying special attention to this path length 

increase. 

 The electric field lines in Figs. 1(c)-(d) are conclusions, and the justification will be covered in a 

later section. In Fig. 1(b), the physical structure of the final device is shown. The top n+ electrode in cyan 

is separated from the surrounding top p+ electrode in deep red by an insulating shallow trench isolation 

(STI) zone in yellow. Furthermore, there is a grounded bottom p+ backplate also in deep red at the 

bottom of the structure, connected to both electrodes with the background p- wafer in pink. When 

discussing electric fields for the improved coaxial structures[1], HTY’s theory will evolve it from just the 

top n+ electrode and bottom p+ backplate, introducing the STI and p+ electrode one by one. In similar 

work involving multiple conductors, coplanar structured 5G devices are discussed. The final electric field 

is found by superimposing three simpler charged structures in the same way[21] that the n+ and p+ 

electrodes are treated in the present paper.[21] 

 Without the insulating STI in Fig. 1(c), horizontal fields dominate, and the dominant current path 

is shown by the horizontal blue arrows. Due to the reverse biasing, the current starts from the top n+ 

electrode at +75 V and ends at the top p+ electrode at -75 V. With the STI in Fig. 1(d), both n+ and p+  are 

located at the top of the device. The current starts from the top n+ electrode at +90 V, travels through 

the bottom p+ backplate at 0 V as a via, and only then ends at the top p+  electrode at -90 V, thus greatly 

increasing the physical path length. In the energy band in Fig. 5(c), the current starts from the bottom n+ 

electrode at +90 V, travels through the middle p+ at 0 V as a via, and ends at the top p+ electrode at -90 V. 

 The inset plot of Fig. 1(b) is a schematic of the voltage along the boundary between p- and STI 

moving from the edges of the top n+ and p+ electrodes. In coaxial devices, the electric field decreases in 

the same way in the radial directions based on the general electromagnetic theory[22]. As the present 

photodetectors have a coaxial structure, it is expected that the field magnitude will decrease as the 

radius increases, i.e. near the top p+ electrode[21], [22]. The top p+ circular layer thickness for dark PIN 

devices can be ~5 μm as seen in Fig. 1(b). However, if devices need to be optimized for illuminated 

performance, the thickness possibly needs to be minimized down to 1 or even 0.5 μm since the layer 

reduces the effective area for illumination acceptance. 

 The layer thickness is related to device design principles. In photodetector device design, the top 

n+ in blue and the top p+ in red need to be as thin as possible so that more illumination can be absorbed 

by the depletion region in pink. However, if the top n+ and top p+ regions are too thin, there is a problem: 

if we optimize absorption too much, we will lose the vital highly doped regions, and significant voltage 

drops occur with steep slopes as seen in Fig. 5(d). This is called dielectric breakdown and may result in 

irreversible damage to the device hardware. This is a tradeoff between more illumination absorption and 

unwanted onset of dielectric breakdown, which is typical in engineering device design.  

 The blue layer of Fig. 2(d) has a characteristic depth roughly determined by the top n+ region 

thickness. In this paper, we suggested that we can go down to 0.5 μm for the top p+ region thickness, 

which is a conservative estimate in relation to other photodetector devices. In fact, a 2012 CMOS 

example already has 0.2 μm thickness [23]. As long as the top p+ region is thicker than the top n+, the 

current path stays at the surface and the device characteristics are improved. 

 

 



III. Electrostatic Boundary Condition Justification for Section II 

 

 Fig. 1(d) displays the induced charges enforced by the grounded bottom. Because the n+ 

electrode has heavy positive biasing at +90 V, the bottom at 0 V has negative charges near its center, and 

the field lines point from positive n+ to negative charges on bottom. Because the top p+ electrode has 

heavy negative biasing at - 90 V, the bottom at 0 V has positive charges around its edges, and the field 

lines point from bottom p+ backplate to top p+ electrode. The backplate and electrodes are highly 

conducting and thus have zero lateral electric field, meaning the field lines must be perpendicular where 

they hit the surfaces.  

 The blue arrows thus represent dominant current paths from n+ to p+ as a direct result of the 

induced bottom charges. These paths are vertical and depend on vertical wafer thickness as opposed to 

horizontal n+ to p+ separation. In Section IV, discussions will be presented on how these longer paths 

might lead to the same electric field magnitude in relation to avalanche breakdown voltage. 

 

 

IV. Entropy Interpretation for Section II in Comparison with Experimental Reverse Bias Breakdown 

Measurements 
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Figure 2. Tracking of the photodetector current cross-section throughout the physical structure. (a) Dominant fields in non-STI 
photodetectors are mostly horizontal. (b) Dominant fields in STI photodetectors are mostly vertical. (c) The longer vertical path 
allows for a larger volume of current-relevant regions, resulting in a higher entropy than for the horizontal path. 

 

 Fig. 1(d) gives electrostatic mechanisms for why roughly vertical electric fields are created with 

STI. According to HTY’s new theory, there are clear differences in major electron routes for the same 

device voltages, with traditional non-STI in Fig. 2(a) and new STI in Fig. 2(b). For this discussion, the focus 

is placed on the cross-section of current carrying charges through the p- bulk between n+ and p+ 

electrodes. 

 HTY’s entropy-based interpretations are proposed in Fig. 2(c), where the increasing cross-section 

for the non-STI horizontal electric fields are shown in Fig. 2(a) and for the STI vertical fields in Fig. 2(b). 

Even with the conservative assumption that the cross-section area is the same for both paths at the p+ 

electrode, the longer path has a larger total volume. In the entropy formula 

 

 𝑆 = 𝑘𝐵 ln 𝑊, (1) 

 

where 𝑆 is entropy, 𝑘𝐵 is the Boltzmann constant, and the number of permutations 𝑊. 𝑊 and 𝑆 are 

both extensive variables. Specifically, because permutations usually involve the factorial of the number 

of elements in the system, the Stirling approximation can be used on a path of ℒ unit length chunks such 

that 

 

 ln 𝑊 ∝ ln ℒ! ≈ ℒ ln ℒ − ℒ. (2) 

 

The W term causes entropy to be an extensive variable, dependent on volume. The longer current path 

length of the STI structure increases the volume of material involved. Thus, the STI version fields result in 

a higher entropy and are more likely to be the current path[24]. 

We discuss Helmholtz rather than Gibbs free energies because for most semiconductor device 

experiments, volume is kept constant rather than pressure [12], [25]. To relate the device voltage 𝑉𝑑𝑒𝑣 to 

the energy band diagram, it is necessary to discuss the Helmholtz free energy for the n+-type at −90 𝑉, 

𝐹(𝑛+, −90 𝑉), and the p+-type at +90 𝑉, 𝐹(𝑝+, +90 𝑉). If 𝑞 represents elementary charge 

1.6 × 10−19 𝐶, then  

 

 𝑞𝑉𝑑𝑒𝑣 = 𝐹(𝑛+, −90 𝑉) − 𝐹(𝑝+, +90 𝑉).  (3) 



 

This means that qVdev is the difference of the Helmholtz free energies between the reverse biased n+ and 

p+ regions. This is the meaning of the vertical axis in the energy bands.  

Under the Fermi-Dirac statistics, the concept of Fermi level (where the distribution function is 

50 %) can be extended to the Helmholtz free energy, and this is quasi-Fermi levels. The reverse biased n+ 

and p+ regions have Fermi levels of EFn and EFp, respectively. Thus, Eq. 3 can be expressed such that the 

device voltage is equal to the quasi-Fermi level difference.  

The use of entropy makes the Helmholtz free energy conversion nontrivial. Specifically, 

 

 𝐹 = 𝑈 − 𝑇𝑆, (4a) 

 𝑆 = 𝑘𝐵 ln 𝑊. (4b) 

 

In Eq. (4a), 𝑇 is the device temperature at 300 K, and 𝑆 is the device entropy dependent on current path. 

Calculating the entropy 𝑆 is a practical problem in device physics. We use the Boltzmann expression in 

Eq. (4b) defined for the 𝑛+ and 𝑝+ regions, where 𝑘 is the Boltzmann constant and 𝑊 is the number of 

permutations that achieve the given device conditions. For practical calculations, we seldom go back to 

this original expression except for nanoscale materials, but it is the basis for this theory, and Eq. (3) is the 

starting point. 

 The difference in device voltage for the ±90 𝑉 and ±75 𝑉 cases can be assigned to the 

difference in 𝑊 for the related paths, under the reasonable assumption that 𝑇 is the same for both 

photodetectors. Accordingly, the vertical axis in our energy bands is Eq. (3), which is “the device voltage 

is the reverse bias Helmholtz free Fermi level difference in n+ and p+ regions under the Fermi-Dirac 

statistics”, or “the quasi-Fermi level differences for reverse biased n+ and p+ regions”. This is the meaning 

of the vertical axis in the energy bands, based on the Shockley and Bardeen energy band theory.  

 Small electric current flows without illumination. In engineering applications, this non-ideal 

current is called dark current. In good photodetectors, dark current is used as a figure of merit, i.e., the 

smaller the dark current is, the better the photodetectors will be. In contrast, photodetector 

malfunctions occur when there is high runaway device current, at 75 V for non-STI in red and 90 V for STI 

in black. The current runaway is certainly a malfunction because the device current is high with no 

applied illumination, i.e. the on state[26]. This is caused by avalanche breakdown, which triggers under a 

specified electric field for a given semiconductor material. Both non-STI and STI, with their different 

voltages, must achieve the same trigger electric field within the i-region. 

 The trigger field for avalanche breakdown in the i-region is determined by the non-STI 

breakdown voltage. Because there is effectively zero depletion region in the p+ and n+ electrodes, the 

slope can be safely approximated by taking the ratio of the total voltage difference of 75 V and the 

distance between the electrodes. 

 

(a) 



 
 

(bi), (bii), (biii) 

 
 
Figure 3. Comparison between (a) real space vertical current path for STI photodetectors and three variants of avalanche onset 
90 V reverse biased energy band diagrams: (bi) incorporating a single lumped resistive element to cover the longer length, (bii) 
incorporating distributed elements, and (biii) an effective energy band that is as wide as the new path length. A lumped model 
(bi) and a distributed model (bii) are shown schematically. The voltage drop in occurs in a localized way in (bi), but it occurs in a 
uniform way in (bii). In a realistic distributed model (biii), the horizontal axis starts from the top 𝑝+, goes down to the bottom 



ground 𝑛+, and then goes up to the top 𝑝+. The voltage drop is uniform, and the middle point of the horizontal axis is the 
grounded bottom 𝑛+. 

 

 Fig. 3 addresses the band structure for the STI case. Because the voltage difference is now 90 V, 

the electric field strength must be reduced by a combination of geometric effects and path length 

increase as shown in the blue arrows of Fig. 3(a). Put another way, because current is forced to stop over 

on the bottom on its way from one electrode to the other, the avalanche breakdown voltage must 

increase. 

This can be interpreted as adding a series resistance to the non-STI case, resulting in Fig. 3(bi)-

(biii). Note that this has nothing to do with quality of contacts. Instead, the addition of STI can be 

considered to force extra resistance on the photodetector, thus giving it more of a buffer against 

extremely high reverse bias voltages. Because the source of resistance is bulk p- Si, the resistor values are 

around what might be expected from undoped Si wafers in the vertical direction. The equivalent circuit 

can therefore be lumped resistive element as in Fig. 3(bi) or distributed resistive element as in Fig. 3(bii).  

The lumped element in Fig. 3(bi) groups together the effect of the path extension into one 

discrete unit. The distributed elements in Fig. 3(bii) split up the lump in Fig. 3(bi), but only three are 

shown here for mathematical simplicity. Fig. 3(biii) is a more realistic representation of the distributed 

element case, where there are an infinite number of resistive elements but the resulting device voltage 

is still 90 V. Because nothing changes about the contact regions on the left and right edges of the 

diagram, these resistive elements carry the same voltage drop over the same distance as the original 

depletion region. 

For photodetector devices, higher breakdown voltages are generally better because they make 

malfunctions harder to activate. Fig. 3(biii), which interprets the added resistive elements as an increase 

in path length, must have the same trigger field as the non-STI case. In a realistic distributed model, the 

horizontal axis starts from the top 𝑝+, goes down to the bottom ground 𝑛+, and then goes up to the top 

𝑝+. The voltage drop is uniform, and the middle point of the horizontal axis is the grounded bottom 𝑛+. 

 The STI brings more benefits to PIN photodetectors theoretically, which is to reduce unwanted 

surface recombination by reducing surface states[27], [28]. The guard ring does not affect unwanted 

electron-hole recombination. Under the reverse bias, the electron (initial) and the hole (final) are 

spatially separated. In fact, in Fermi’s golden rule to estimate the recombination (transition) rate, a 

spatial separation in the initial and final states makes the matrix element squared 〈𝜓𝑓|𝑉|𝜓𝑖〉2 to be 

practically zero. Therefore, the reverse-bias electron-hole separation will result in practically negligible 

recombination. This is in sharp contrast to solar cells, where the forward bias is common and it causes 

diffusion, allowing unwanted recombination to occur. At this stage, there are experimental results on 

how much surface states can be reduced by placing the STI. 

 

 

V. Same Breakdown Electric Field for Different Path Lengths in Section IV Data 

 

 In the optics community, models have no distinction of FB or RB conditions. Photons are 

considered as traveling waves, and reflection and transmissions are important. Photon waves not 

reflected nor transmitted must be absorbed, and absorption is the most important figure of merit. For 

this reason, optics models usually do not incorporate the device biasing conditions such as RB or FB, or 



semiconductor doping conditions. Thus, RB photodetectors and FB solar cells are discussed on the same 

models.  

               In the electronics community, models have a rigorous distinction of RB for photodetectors and 

FB for solar cells. The is because scientists want to incorporate carrier transport explicitly. In RB 

photodetectors, generated electron-hole pairs are quickly separated, and the chances for unwanted 

recombination are significantly reduced. In FB solar cells, unwanted electron-hole recombination is 

unavoidable, and this will limit the device performance. In the electronics community, scientists want to 

consider these effects in detail. 

This is why HTY employs the energy band models and visually show the biasing and 

semiconductor doping information in this manuscript. The vertical axis of energy bands are free 

energies, and essentially device voltages is shown above. 
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(b) 
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Figure 4. Extracting the electric field that causes the (a) 75 - (- 75) = 75 x 2 V avalanche onset voltage for non-STI photodetectors. 
(b) Here, “eqlm” is thermal equilibrium. For zero bias, i.e. thermal equilibrium, the electric field should only involve doping 
concentrations and should not be enough to cause avalanche breakdown. It is nonzero only in the i-region, whose length is 
synchronized to the real space horizontal field region. (c) For 75 x 2 V reverse bias, i.e. onset of avalanche, the electric field is just 
high enough, i.e. the voltage slope is barely steep enough in the i-region, for electron chain reactions to occur. The necessary 
quasi-Fermi levels are shown, and the involved depletion region fills the entire i-region. This is a standard device, where the 
current flows directly from top 𝑝+ to top 𝑛+ without passing through the bottom ground 𝑛+. Thus, the blue path for the 
horizontal axis from top 𝑝+ to top 𝑛+ is shorter than for Fig. 5. The vertical axis of energy bands basically corresponds to device 
voltage. In more detail, the difference of the Fermi level of 𝑝+ and the Fermi level of 𝑛+ is the device voltage. Under illumination 
or reverse bias, Fermi levels are changed to quasi-Fermi levels, and the same logic is used. The exact horizontal axis widths are 
labelled with arrows: 40 μm for non-STI in Fig. 4(c) and 48 μm for STI in Fig. 5(c). The ratio of 40 vs. 48 μm between Figs. 4(c),5(c) 
is exaggerated for visual clarity. The Fermi level splitting shown in the figure thus visually represents the applied reverse bias. 

 

 From Fig. 1(a), non-STI photodetectors suffer avalanche breakdown at 75 V. As in Fig. 4(a), when 

the 75 V reverse bias is applied, the positive terminal is applied to the n+ electrode, the negative terminal 

to the p+ electrode, and the ground to the p+ backplate. Note the grounded bottom is not part of the 

conduction path in this scenario. The current conduction path is shown with cyan arrows and covers the 

horizontal distance between the p+ and n+ electrodes. The path is therefore wire, n+ electrode, p-, p+ 

electrode, wire, and is reflected in the following energy band diagrams. The bottom grounded 𝑛+ does 

not appear in the energy band. 

 As in Fig. 4(b), at thermal equilibrium, np = ni
2. Even at zero bias, most of the band bending 

occurs within the i-region because its resistance is higher than the p+ and n+ regions. The i-region electric 

field is determined solely by Si bandgap and doping. At this point, it has nothing to do with avalanche 

breakdown. 

 It is vital to understand that avalanche breakdown is triggered by a critical electric field. Beyond 

a threshold value, despite reverse biasing, the photodetector device current is high through the 

mechanism described in Fig. 7[29]. A useful tool to visualize this critical electric field is through the 

energy band diagram, which tracks Helmholtz free energy F rather than internal energy U as a function 

of position in photodetectors[12]. Then, the Helmholtz free energy difference is directly related to device 

voltage Δ𝐹 = 𝑞Δ𝑉 where q refers to electron charge. Since HTY’s new theory is restricted to just before 

the onset of avalanche breakdown, energy bands are defined at thermal equilibrium. Avalanche 

breakdown is certainly not thermal equilibrium, but the applied reverse bias voltage can be included in 

the chemical potential definition. In such an energy band diagram, the slope of the bending in the i-

region is the electric field, so if it is sufficiently steep, avalanche breakdown triggers. 

 As in Fig. 4(c), at 75 V reverse bias, np << ni
2. The i-region electric field at 75 V is meant to be on 

the threshold of allowing avalanche breakdown. It is the slope of the band in the i-region in Fig. 4(c) that 

is the critical electric field. 

 The horizontal axis is shown in terms of length, related to carrier path length through the device. 

For this purpose, we would like to equate the electric field in non-STI and STI devices. This condition is 

significant as the onset field strength for breakdown to occur. 

 For the standard non-STI structure, the horizontal axis range is the path length of around 40 μm. 

Without the STI layer, carriers can take a more direct route from p+ electrode to n+ electrode without 

needing to stop at the p+ backplate. The material breakdown type is most likely avalanche, which is 

reversible unless applied for an extended duration such that heat damage affects the background p- 

doping. This causes unwanted dopant atom migration, i.e. shifting vital atoms around. In the 



conventional optics models, dopant atoms are not of interest. However, in EE or semiconductor physics, 

dopant atoms will define the device structure and play a key role in transport physics. They must be 

preserved in their initial configuration. 

 The dielectric breakdown onset field is consistent with the STI case and restricted to around 3.75 

V/μm (37.5 kV/cm): 
75−(−75) 𝑉

3.75
𝑉

𝜇𝑚

= 40 𝜇𝑚. Realistically, this is a hybrid between the surface path and the 

purely vertical STI path. 

 The flat quasi-Fermi levels extending beyond the bandgap are a matter of ideal mathematical 

representation. If simulation is performed [30], the resulting quasi-Fermi levels do stay within the 

bandgap. 

 In Fig. 4(c), the device has 𝑝+, reverse biased depletion region, and 𝑛+. Then within the 

depletion region,  

 

𝑝 = 𝑛𝑖𝑒
𝐸𝑖−𝐸𝐹𝑝

𝑘𝐵𝑇 < 𝑛𝑖,  (5a) 

 

𝑛 = 𝑛𝑖𝑒
𝐸𝐹𝑛−𝐸𝑖

𝑘𝐵𝑇 < 𝑛𝑖,  (5b) 

 

𝑛𝑝 < 𝑛𝑖
2.  (5c) 

 

Since 𝑛𝑖 ≪ 𝑝+ and 𝑛𝑖 ≪ 𝑛+, the detailed behavior of the quasi-Fermi levels does not give any 

differences in computer engineering. However, Shockley’s assumption gives a clear guideline to 

construct energy band diagrams. This situation is shown with numerical examples in Yang-Schroder. The 

same situation can be found in STI devices in Fig. 5. 

 The intrinsic Fermi level for Silicon at 300 K is 
1

2
(𝐸𝐶 + 𝐸𝑉) and the correction reflecting the 

effective mass difference 
𝑚𝐶

𝑚𝑉
, where 𝑚𝐶 , 𝑚𝑉 are conduction and valence band effective masses, is 

𝑐𝑜𝑛𝑠𝑡 × 𝑘𝐵𝑇 × ln
𝑚𝐶

𝑚𝑉
. This const depends on the dimension and the detailed discussion will be a future 

topic. A rough order estimation is 
1

2
(𝐸𝐶 + 𝐸𝑉) = 0.55 eV and the correction is about 0.01 eV, where the 

top of the valence band is taken as the origin (𝐸𝑉  = 0). Thus, in the present HTY’s theory, 0.55 eV, the 

exact half of the silicon band gap 1.12 eV, is used. 

 In short, 𝐸𝑖  basically represents the exact middle line between 𝐸𝐶  and 𝐸𝑉  in the i-layer. Quasi-

Fermi levels are flat in the i-layer because of Shockley’s assumption. They are mostly for mathematical 

idealization, but physically, we can immediately understand whether there the device biasing is forward 

when 𝐸𝐹𝑛 is above 𝐸𝐹𝑝 and thus 𝑛𝑝 > 𝑛𝑖
2 , or reverse when 𝐸𝐹𝑛 is below 𝐸𝐹𝑝 and thus 𝑛𝑝 < 𝑛𝑖

2.  We 

may consider the forward biasing is flooding of charges, and the reverse biasing is drought of charges. 

This is an immediate benefit of Shockley’s assumption. These differences are graphically clear in Fig. 4(c). 

 The energy band diagrams emphasize the importance of applied biasing to both avalanche 

breakdown and recombination, and the quasi-Fermi level separation emphasizes the influence of light 

illumination. First, if the devices are forward-biased, the depletion region (i.e. sloped region) of the 

energy band has a shallow slope signifying a weak electric field that cannot separate the electron-hole 



pairs before recombination occurs. If the devices are reverse-biased, the depletion region does have a 

steep enough slope for pair separation. However, if the reverse-bias magnitude is too large, the i-layer 

slope is so steep in the energy band that we have the onset of avalanche breakdown. It is therefore 

necessary to introduce the guard ring insulator, which expands the width of the energy band diagram 

and reduces the slope again. Finally, the Fermi level splitting in the energy band indicates the influence 

of light illumination: if the splitting in the energy band is larger, the device is more sensitive for 

illumination and is better, and vice versa. The Fermi level splitting can be a figure of merit for illumination 

sensitivity for devices. 

 

(a) 

 
(b) 

 



(c) 

 
(d) 

 
 
Figure 5. As opposed to the 75 V case, the (a) 90 - (-90) = 90 x 2 V avalanche onset voltage for STI photodetectors. (b) Here, 
“eqlm” is thermal equilibrium.  For zero bias, i.e. thermal equilibrium, the electric field should only involve doping concentrations 
and should not be enough to cause avalanche breakdown. In the STI photodiode case, because the path length now stretches 
over two instances of the photodetector vertical thickness, the i-region is significantly wider than that in the 75 V case. (c) For 90 
x 2 V reverse bias, i.e. onset of avalanche, the electric field is just high enough, i.e. the voltage slope is barely steep enough in the 
i-region, for electron chain reactions to occur. Because the i-region, equivalently the depletion region, is longer, we need more 
voltage to achieve the same electric field magnitude. (d) The tradeoff that results from overdoing absorption optimization by 
making the p+ and n+ regions too thin. The vital highly doped regions are lost, and significant voltage drops occur with steep 
slopes. This is called dielectric breakdown and may result in irreversible damage to the device hardware. This is the STI device, 
where the current flows top 𝑝+ to bottom ground 𝑛+, then from bottom 𝑛+ to top 𝑛+. Thus, the blue path for the horizontal axis 
from top 𝑝+ to top 𝑛+ is longer than for Fig. 4. The bottom grounded 𝑛+ appears as a mid-point of the horizontal axis in the 
energy band. The vertical axis of energy bands basically corresponds to device voltage. In more detail, the difference of the 



Fermi level of 𝑝+ and the Fermi level of 𝑛+ is the device voltage. Under illumination or reverse bias, Fermi levels are changed to 
quasi-Fermi levels, and the same logic is used. In other words, (c) is the desired device design reducing breakdown voltage, and 
(d) is an inappropriate device design focused too much on making the i-region thicker. 

 

 From Fig. 1(a), STI photodetectors, unlike non-STI, suffer avalanche breakdown at 90 V. As in Fig. 

5(a), the 90 V reverse bias is applied between the n+ and p+ electrodes with the p+ bottom grounded. 

Unlike the non-STI case, the grounded bottom is certainly part of the conduction path. This time, the 

cyan arrows representing current conduction path cover double the vertical distance between electrodes 

and bottom. The path is therefore wire, n+ electrode, p-, p+ backplate, p-, p+ electrode, wire. This 

increases the path length, and so the following energy band diagrams are wider than those in Fig. 5(b)-

(c). 

 As in Fig. 5(b), at thermal equilibrium, np = ni
2. Again, the band bending and therefore electric 

field is restricted to the i-region. The energy band i-region is slightly wider than double the vertical 

distance in this schematic to account for the curved nature of the conduction path. 

 As in Fig. 5(c), at 90 V reverse bias, np << ni
2. The i-region electric field at 90 V for STI should be 

the same as that at 75 V for non-STI as the trigger electric field value for avalanche breakdown. This is 

possible because of the longer conduction path comparing Fig. 5(a) to Fig. 4(a). 

 For the STI structure, the horizontal axis range is 48 μm. The STI layer forces a more indirect 

path, from p+ electrode to p+ backplate to n+ electrode, allowing a longer path length. Once again, a high 

electric field applied for too long results in dopant migration, which is permanent damage to the device. 

To preserve the initial dopant configuration, we must again restrict electric field strength to around 3.75 

V/μm: 
90−(−90) 𝑉

3.75
𝑉

𝜇𝑚

= 48 𝜇𝑚. That is, the traditional non-STI structure results in the energy band horizontal 

axis of a shorter 40 μm horizontal axis while the STI structure results in the energy band horizontal axis 

of a longer 48 μm horizontal axis. The vertical axis of energy bands is the same for both traditional non-

STI and the new STI devices as already shown in the figures.  

 As in Fig. 5(d), with thin 𝑛+, 𝑝+ regions at 90 V reverse bias, 𝑛𝑝 ≪ 𝑛𝑖
2. If absorption optimization 

is overprioritized by making the 𝑝+ and 𝑛+ regions too thin, the vital highly doped regions are lost, and 

significant voltage drops occur with steep slopes. This is called dielectric breakdown and may result in 

irreversible damage to the device hardware[31]. This has unavoidable physical consequences if 

extremely thin layers are used to increase the photon absorption. Obviously, the higher photon 

absorption using thin surface layers would increase the danger for unwanted dielectric breakdown. For 

device design, engineers must be aware of this drawback when trying to increase photon 

absorption. This tradeoff will be a future research topic. 

 The bottom grounded 𝑛+ appears as a mid-point of the horizontal axis in the energy band. The 

vertical axis of energy bands basically corresponds to device voltage. In more detail, the difference of the 

Fermi level of 𝑝+ and the Fermi level of 𝑛+ is the device voltage. Under illumination or reverse bias, 

Fermi levels are changed to quasi-Fermi levels, and the same logic is used. 

 To correctly display reverse bias for Fig. 4(c) and Fig. 5(c), quasi-Fermi level rules introduced by 

Shockley[32] are necessary. 

 

1. EF stays flat throughout the depletion region.  

2. Any change in EF must occur outside the depletion region.  

 



These rules allow discussion of avalanche breakdown reverse bias voltages in the energy band system 

developed for thermal equilibrium. Rule 1 allows Fermi level splitting in the depletion region to express 

the change in np product from ni
2. Rule 2 is directly connected to the minority carrier concentration 

settling down to mass action law mandated bulk values after escaping the depletion region. 

Once this calibration is finished, it is straightforward to derive the quantity of “ft”, which is a 

frequency with the current amplitude gain is unity. In modern semiconductor device theory, this is more 

important than “fmax”, where the device stops working since electrons cannot respond to quick AC signal back 

and forth, or power gain is zero. The “ft” for photodetectors is our main interest, and it has to be emphasized 

this is derived from the DC characteristics of electron velocity as a function of the electric field. This is also 

related to the spirit of Prof. Kubo’s fluctuation-dissipation theorem. 

 The reader may consider a photonic version of Prof. Tomonaga’s renormalization theory[33] as 

an extension of this work. That is, bare photons are photons in vacuum, isolated from outside stimuli. In 

contrast, dressed photons refer to photons being influenced by their environment. In the context of 

photodetectors, the dressing for dressed photons includes: silicon background, doping, applied reverse 

bias, electron transport, physical dimensions, and Prof. Bardeen’s surface states that help absorb or emit 

photons (Shockley-Read-Hall recombination). We will write an independent paper and discuss these 

important problems in the future. 

 

 

VI. Conclusion 

 

 Photodetectors are illumination input and electric current output devices, but there is an equally 

important aspect important to its speed and sensitivity: the strong reverse biasing. This means that the 

photodetectors are closer to the avalanche breakdown failure mode if the electric field becomes 

sufficiently high. It must be considered a failure mode because it will cause nonzero output for zero 

illumination, i.e. in darkness. The Austrian group performed experiments to try to suppress avalanche 

breakdown and increase the triggering biasing voltage. The experiments measured both the voltage at 

the onset of avalanche breakdown as well as the current deep in avalanche condition.  

 HTY’s new theory stops just before the onset of avalanche breakdown. Because avalanche 

breakdown is triggered by a specific electric field maximum in the semiconductor bulk, the device with 

the longer current path can absorb a larger voltage at avalanche onset compared to the original. If the 

scope of the discussion is restricted to onset of avalanche only, it is possible to draw energy band 

diagrams, based on Kubo’s statistical mechanics model, for the onset voltages to visualize the triggering 

electric field. It is also possible to treat the change in path length as an addition of resistive elements to 

the Nyquist equivalent circuit of the photodetectors, either lumped or distributed. In this case, the 

additional series resistance is more related to bulk semiconductor resistance than contact resistance. 

Although both Kubo and Nyquist models start from thermal equilibrium as a basis, the applied reverse 

bias can be equated to a condition on the number of carriers in the device through chemical potential. 

 This concludes HTY’s theory for the avalanche breakdown in photodetectors. As an academic 

interest, how the chain reaction of deep avalanche can be expressed in simulations is an open question 

and would be a challenge in computer science and engineering. 
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Appendices 

 

A1. Steady State Input for PIN Photodetectors 

 

 
 
Figure 6. The photodetector response to an incoming signal can be classified into transient or steady-state responses. Transient 
leads to study of inductive elements and long time tails, which are not the focus of this paper. Instead, HTY’s theory focuses on 
steady-state and assumes all capacitive elements have had time to charge fully, thus creating a meaningful difference in device 
current paths in the photodetector. 

 

 The input to photodetectors can be considered as a rectangular function as in Fig. 6. On the 

rising edge of the function, the involved frequencies are filtered by the rise time. In optics, special 

attention is therefore paid to the Fourier series of signal components that survive this rising edge. On the 

falling edge, the fall time directly influences the so-called long time tail, having to do with how long it 

takes the output to stop after the input stops. Both types of analyses are transient phenomena in 

photodetectors. In this case, the device current path does not have time to settle. 

 In contrast, for the device current centric discussion in this paper as well as the cited 

experimental data, the focus is on the region between the two edges. The analysis is steady state and 

avoids both Fourier and the long time tail. In other words, any capacitive elements are fully charged, and 

the photodetector has had enough time to settle such that there is a meaningful difference between 

device current paths. It is in this context that the differences between non-STI and STI photodetector 

structures can be discussed. 

 

 

  



A2. Avalanche Breakdown In Energy Bands 

 

 
 
Figure 7. The electron chain reaction, under sufficiently high electric field, unique to avalanche breakdown. This is outside the 
traditional physics theory assuming the thermal equilibrium. The energy band symbolically shows the chain reaction. Each 
electron that gains kinetic energy without collisions, i.e. horizontal motion in the conduction band of the energy band diagram, 
can break a covalent bond and generate an electron-hole pair. This doubles the total number of electrons that contribute to the 
next step in the chain reaction. This doubling of number of carriers can lead to gains of 106 in certain semiconductor structures. 

The typical silicon mean free path for electrons is 10 nm, or 0.01 μm [34]. This is much shorter than the tens of microns 

represented in Fig. 7, so ballistic transport followed by energy relaxation is practically instantaneous. 

 

 The basic mechanism for the avalanche breakdown is a chain reaction. Normally, electron-hole 

pair generation is thermal excitation of covalent bonds, and pair recombination ensures that the number 

of available carriers is kept constant over time, i.e. the mass action law. In the case that a large reverse 

bias voltage is applied and introduces a sufficiently high electric field, electrons can gain enough kinetic 

energy between natural Ohmic collisions to knock out covalent bonds. The same field still exists for the 

original and new electrons, and so the number of electrons doubles with a steady interval. This results in 

massive device current, despite having a reverse bias. 

Based on traditional statistical mechanics, this increase in number of electrons is a very difficult 

issue. Nonetheless, in experiments, avalanche breakdown can be easily observed and measured with a 

sufficiently high reverse bias voltage. The onset voltage for breakdown can thus be documented as in Fig. 

1. The chain reaction can be visualized in energy band diagrams as in Fig. 7 [35]. 

 On the left, the conduction band starts with 1 electron. It gains kinetic energy by moving to the 

right without following the conduction band. At some point, it collides with a covalent bond to form 1 

electron hole pair, thus losing its kinetic energy and moving down vertically. Now there are 2 electrons 

and 1 hole. The two electrons continue to the right, gaining kinetic energy before losing it in collisions 

with 2 bonds. Now there are 4 electrons and 2 holes. The next step would end with 8 electrons and 4 

holes, and the steps continue until the carriers reach the n+ Si region to the far right. 



 The typical silicon mean free path for electrons is 10 nm, or 0.01 μm [34], [36]. This is much 

shorter than the tens of microns represented in Fig. 7, so ballistic transport followed by energy relaxation 

is practically instantaneous. 

 

 

A3. Reversible Breakdown and Avalanche Photodetector Gain 

 

 The term “avalanche breakdown” can refer to either reversible or irreversible material 

breakdown under high voltages. Irreversible breakdown is consistent with the term “dielectric 

breakdown” when used to refer to solid materials such as Si. This must be contrasted with referring to 

dielectric breakdown for gases, where it is considered reversible. In this paper, the authors use 

“dielectric breakdown” to refer to the irreversible solid variety. 

 For reversible avalanche breakdown, the physical mechanism is as described in Section A2: an 

exponentially growing chain reaction of electrons creating electron hole pairs out of covalent bonds they 

collide with. As long as the basic crystal lattice of the solid Si is unaffected, the photodetector can be 

brought back to normal operation by simply removing the high reverse bias and stopping the chain 

reaction from starting. 

 For irreversible avalanche, or dielectric, breakdown, the physical mechanism changes from 

affecting covalent bonds to affecting atoms. In a phenomenon called migration, entire atoms are moved 

around until there is a conductive path between the two entry points for the device voltage. Once this 

happens, this path stays open even after the high reverse bias is removed, and the photodetector loses 

the ability to turn off permanently. The theory for this type of irreversible breakdown is currently being 

researched. 

 Avalanche photodetectors take advantage of the reversible type of breakdown to provide a very 

high gain at the cost of a high off current. The most sensitive types are called single photon avalanche 

diodes, or SPADs, with a gain of 106 to give appreciable device current for a single incident photon. This 

high generation of carriers makes Monte Carlo simulations difficult[34], [37]. These million gain 

photodetectors usually use a pipn structure: i-region for light absorption and pn junction for 

acceleration. In fact, photodetectors are reverse biased by definition, and gain would be out of scope. 
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