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ABSTRACT OF THE DISSERTATION 

 

 

Modeling NFκappaB signaling to capture its dynamical features 

 

 

by 

 

Xiaofei Lin 

Doctor of Philosophy in Biochemistry, Molecular, and Structural Biology 

University of California, Los Angeles, 2021 

Professor Alexander Hoffmann, Chair 

 

Macrophages are immune sentinel cells that are distributed in every organ. Their physiological 

function is to detect pathogens, tissue damage, and immune cytokines to initiate and coordinate 

a multi-phased immune response that is appropriate for the immune threat. How macrophages 

specify the appropriate response remains unknown. However, recent experimental studies 

indicate that the dynamics of the signal-responsive transcription factor, nuclear factor kappa B 

(NFB), constitute a temporal code that conveys to the nucleus information about the presence 

and type of immune threat in the extra-cellular environment. Here, I constructed a pipeline to fit a 

high resolution mathematical model of the NFB signaling pathway to single cell experimental 

data. To address model fitting challenges due to high cell-to-cell variability, I developed a novel 

feature based objective function based on six so-called ‘signaling codons’ (i.e. duration, peak, 

total activity, oscillation content, etc.) identified as crucial for NFB stimulus specificity using 

mutual information and classification analysis. In addition, I documented the performance of 
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varying optimization algorithms on our large parameter space of 95 biochemical reactions and 

identified sensitive parameters that specifically tune informative signaling codons. Applications of 

this high-resolution model include identifying key circuit design principles that encode the 

observed stimulus-specific use of signaling codons and pinpointing crucial sources of molecular 

noise that diminish NFB information encoding. 
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Chapter 1: Introduction 
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1.1 NFB recognizes diverse stimuli to initiate appropriate physiological responses 

The transcription factor, nuclear factor kappa B (NFB) is responsible for responding to 

diverse external stimuli and initiating the appropriate gene expression response for physiological 

functions such as lymphoid tissue development, immune, inflammatory, and environmental stress 

responses, and neuronal signaling1–3 (Figure 1.1). Impairment of NFB regulation causes human 

pathologies such as chronic inflammatory diseases and cancers4,5. How NFB distinguishes each 

pathologic threat, injury, or inflammatory signal to produce the appropriate combination of gene 

expression is unknown. As a result, the NFB regulatory network provides a wealth of valuable 

therapeutic targets that remain to be fully explored for clinical use. 

Molecular characterization of the NFB network indicates that NFB is held in an inactive 

state by association with one of three IB inhibitor proteins (IBα, IB or IB) In response to 

stimulation, the IB kinase (IKK) phosphorylates NFB-bound IB proteins, targeting them for 

proteolysis through the ubiquitin-proteasome pathway, and allowing NFB to translocate to the 

nucleus for transcription8. All external stimuli transduced by plasma membrane-bound receptors 

or subcellular organelles converge on IKK before promoting gene expression by NFB for 

physiological response9. As a result, the functional pleiotropism of NFB is suggested to rely on 

the ability of IKK to output a diverse set of NFB temporal profiles in response to various upstream 

signals10. Understanding the molecular mechanisms of information encoding as signals are 

received at upstream receptor modules and converge on IKK to produce an NFB response is 

valuable for elucidating the functional diversity of the NFB system.  

1.2. Dynamic features of the NFB temporal profile are suggested to carry information about a 

given stimulus and dose 

The Dynamical Code hypothesis suggests that information about an external stimulus is 

encoded in the temporal profile or dynamics of a signaling activity11–14 (Figure 1.2a). Features of 
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network dynamics include exhibiting oscillatory, persistent, or transient activation, or quantitatively 

varying in amplitude, frequency, or duration of response. For the NFB pathway, NFB activity is 

suggested to be oscillatory in response to the proinflammatory cytokine tumor necrosis factor 

(TNF), but steady in fibroblasts responding to a component of the outer membrane of gram-

negative bacteria, lipopolysaccharide (LPS)10,15,16 (Figure 1.2b). Indeed, stimulus specific NFB 

dynamics have been suggested to lead to differential gene expression and epigenomic 

reprogramming17,18. Such mediation of distinct cellular outcomes by disparate network dynamics 

has also been identified in the p53 DNA response pathway in human cell lines, and the Msn2 

stress response in S.cerevisiae11,19. 

1.3. Cell-to-cell variability in NFκB signaling may limit information encoding 

Most stimulus-specific time course measurements supporting the use of a dynamic code 

in the NFB pathway were taken at the population-level. However, signaling networks need to 

transmit information from external stimuli in the presence of high cell-to-cell variability20. This 

variability can arise from the following: i) thermodynamic stochasticity in the reactions that directly 

control signaling  ii) cell-to-cell differences in the abundance of network components or enzyme-

catalyzed reactions between genetically identical cells21–23. Such variability has been shown to 

either limit or enhance the capacity for reliable biochemical information transduction24–27 . More 

investigation is needed to determine how cell-to-cell variability impacts stimulus specificity and 

information encoding. 

Thus far, single-cell studies of NFB signaling have relied upon an exogenously-

introduced fluorescent reporter in immortalized cell lines. These reporters have disadvantages 

such as demonstrable decreases in cellular ability to respond to inflammatory pathogen or 

cytokine signals, and photo toxicity caused by exposure to lasers or the production of reactive 

oxygen species by fluorescent protein moieties13. These drawbacks motivate the use of primary 

cells in which a fluorescent reporter is embedded into the endogenous NFB gene locus. The 
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Hoffmann lab has recently generated a reporter mouse strain expressing a C-terminal mVenus 

fusion of the NFB dimer, RelA/p65, from its endogenous locus to overcome these artifacts. 

mVenus offers the dual advantage of being less masked by autofluorescence in standard culture 

media, allowing long-term imaging using conventional epifluorescence microscopy.  

1.4. Mathematical modeling of signaling systems provides insights to guide wet lab 

experimentation 

When studying signal transduction networks, such as the NFB system, the role of 

individual components within the network is often difficult to discern based on experimental data 

alone. This idea is evident when a genetic mutation does not produce the predicted phenotype or 

when pharmacological treatments result in surprising side effects. Computational modeling, using 

mathematical equations to reconstruct networks, allows functional analysis of network behavior 

that can provide mechanistic insights unreachable by experimental studies13. Such insights 

include i) revealing network emergent properties (i.e. dynamic negative feedback regulation, 

redundant or overlapping mechanisms, and cross-talk between stimuli). ii) identifying 

compensation mechanisms after simulating knockouts, and iii) analyzing the contribution of each 

reaction to the network behavior using parameter sensitivity analysis28. These insights are 

valuable to the biomedical sciences for identifying which reactions are sensitive to modulation 

within ranges achievable by experimental tools and understanding how a drug with a known 

molecular target within a network will affect the network response.  

1.5. Current NFB model qualitatively fits experimental single cell data 

Many PAMPs are recognized by toll-like receptors (TLRs) which elicit NFB activation to 

coordinate inflammatory and innate immune responses29,30. As a result, the Hoffmann lab has 

constructed an ordinary differential equation (ODE) based mathematical model of NFB response 

using single cell signaling data in macrophages. This model contains a TNF receptor (TNFR) 

module, a variety of TLR modules, and the IKK/NFB core module (Figure 1.3). This initial model 
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simulates deterministic single cell trajectories that qualitatively fit to nuclear NFB temporal 

profiles at varying stimuli and doses (Figure 1.4). This qualitative model fitting is useful for 

predicting NFB response at a coarse-grained level. However, fine grained model simulations 

and accurate analysis require thorough quantitative documentation of model fit. This thesis details 

a pipeline for quantitatively evaluating NFB model fit to single cell data using informative dynamic 

features of NFB response. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



6 
 

1.6. Figures 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1.  Functions of tissue-resident immune sentinel cells. Immune sentinel 

cells as such tissue resident macrophages or dendritic cells are capable of sensing 

diverse immune threats via dozens of different sensors and respond in numerous ways 

to regulate cell-intrinsic defenses, local immune responses, or systemic immune 

activation. Colors illustrate the diversity of functions but do not represent a color code. 

(Sheu, Luecke, Hoffmann, Current Opinions in Systems Biology 2019) 

RLRs 
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Figure 1.2. Temporal coding to produce stimulus-specific gene expression. A. 

Two receptors elicit distinct gene expression programs via a single shared pathway; 

this is achieved via stimulus-specific temporal patterns of signaling activity. (Sheu, 

Luecke, Hoffmann, Current Opinions in Systems Biology 2019). B. NFB signaling 

dynamics vary between TNF and LPS. Each row is a single cell. (Adelaja, Taylor et al. 

Immunity 2021). 

A B 
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Figure 1.3. Reaction schema for the multi-stimulus model of NFκB activation. The 

five upstream receptor modules include TNFR, TLR4, TLR3, TLR1/2, and TLR9. These 

receptors recognize the following inflammatory cytokines and pathogen-associated 

molecular patterns (PAMPs): tumor necrosis factor (TNF), lipopolysaccharide (LPS), 

Polyinosinic:polycytidylic acid (poly I:C), synthetic triacylated lipoprotein (Pam3CSK), 

and CpG oligodeoxynucleotides (CpG) respectively. The output of each receptor-

associated module is the IKK activity, which then serves as the sole input of the 

common IKK/NFB signaling module. (Adelaja, Taylor et al. Immunity 2021). 
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1.4. NFB model simulations qualitatively fit experimental data at 

different stimuli and doses. A. TNF model simulations show oscillatory 

character at varying doses to match the experimental data. B. LPS model 

simulations show sustained behavior at highest dose, oscillatory behavior at 

intermediate dose, and low response at lowest dose, consistent with the data 

(Adelaja, Taylor et al. Immunity 2021). 

A 

B 
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2.1. Six ‘signaling codons’ of NFB response possess information about the identity of the 

stimulus 

Information-theoretic algorithms based on estimates of channel capacity, a measure of 

the maximum distinction possible across a set of measured input conditions, can approximate the 

amount of information carried by dynamical encoding25. The Hoffmann lab has developed an 

algorithm to iteratively build combinations of dynamic features of NFB response that optimize 

channel capacity31. Channel capacities were markedly enhanced when considering multiple dose-

ligand conditions (Figure 2.1a), and six dynamical features (termed ‘signaling codons’) that 

optimized channel capacity were identified. These six signaling codons include duration, peak 

amplitude, speed, total activity, oscillatory content, and early vs late activity. In addition, 

eliminating a signaling codon led to loss of the certainty of ligand prediction (Figure 2.1b). These 

results suggest that signaling codons of NFB response encode information about a ligand 

identity and dose. A mathematical model that accurately recapitulates these six signaling codons 

is a powerful tool for investigating the molecular mechanisms that generate stimulus specific 

NFB response. 

2.2. Developing a feature based objective function for model fitting to single cell NFB 

trajectories 

Quantitative model fitting to dynamic time series data has been historically difficult as 

standard distance metrics, such as mean squared error (MSE), highly penalize slight shifts in 

phase, amplitude, and frequency. As a result, these approaches are limited in their ability to 

preserve informative NFB signaling codons. For example, NFB response to inflammatory 

cytokine tumor necrosis factor (TNF) is characterized by high oscillatory content32. However, time 

series MSE optimization of NFB response to TNF leads to loss of documented biological 

oscillations (Figure 2.2). In addition, time series data at single cell resolution is prone to technical 

noise that challenges model fitting to biological behavior. To address these limitations, this 
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chapter developed a feature based objective function (Equation 2.1) for model fitting to 1. 

preserve informative NFB signaling codons and 2. reduce the effects of technical noise during 

model fitting by measuring the distance between biologically relevant features. RMSD refers to 

the distance between the model simulation and a single cell NFB temporal profile. n represents 

the number of signaling codons, fnweight represents the weighting factor for each signaling codon, 

fnexp represents the experimental signaling codon value (z-scored), and fnmod represents the model 

signaling codon value: 

 

 

fnweight was determined based on the known influence of the parameters on NFB dynamic 

features. For example, the core module is documented to modulate NFB oscillatory character33. 

As a result, the oscillatory codon was highly weighted when fitting the parameters of the core 

module. Alternatively, pathway-specific mechanisms upstream of IKK activity are documented to 

produce stimulus specific dynamic features that include peak amplitude, duration, early vs late 

activity, total activity, and speed16. When fitting the receptor proximal modules, the weighting of 

each signaling codon was stimulus specific and informed by classification analysis performed by 

Adelaja, Taylor et al. 2021 (Figure 2.1b). The fnweight values for each module of our NFB model is 

documented in Table 2.1.  

Signaling codons were defined based the metrics identified by Adelaja, Taylor et al. 2021. 

As these metrics were originally applied to experimental trajectories only, metrics were adapted 

to be appropriate for our NFB model simulations. Most notably, the oscillatory codon was 

originally defined based on a Fourier transform approach to handle experimental trajectories 

containing multiple frequencies due to technical noise. However, deterministic ODE models of 

biological networks lack technical noise, and Fourier transforms of simulations are not comparable 

with experimental trajectories. To address this issue, the Fourier transform approach was 

(Eq. 2.1) 
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replaced with metrics that describe “sum to peak to trough ratio” and “number of oscillatory peaks” 

to calculate the oscillatory codon of our feature based objective function. In addition, the timing of 

oscillations during NFB response is heterogeneous (Figure 2.3a) and using six signaling codons 

with oscillatory content over the full trajectory did not preserve oscillation timing (Figure 2.3b).  As 

a result, the oscillatory codon is split into two separate signaling codons (‘early oscillatory’ and 

‘late oscillatory’) to preserve information about the timing of oscillations during optimization. 

Ultimately, the feature based objective function is composed of seven signaling codons: duration, 

early vs late, early oscillatory, late oscillatory, peak amplitude, speed, total activity (Table 2.2). 

For each signaling codon, metrics are z-scored and averaged to determine the signaling codon 

value. 

2.3. Signaling codon discrepancies between initial model and ‘representative’ cells of 

heterogeneous NFB response 

Using the endogenous mVenus reporter, the Hoffmann lab has generated a wealth of 

experimental data detailing NFB dynamics in primary macrophages at single cell resolution. 

These datasets capture NFB response to stimuli of the five upstream receptor modules of our 

NFB model at varying doses. These single cell datasets show high cell-to-cell variability (Figure 

1.2b), and averaging techniques to time series data, such as arithmetic mean of time points or 

dynamic time warping, may distort signaling codons captured by single cell NFB response. To 

address this challenge, 10-20 ‘representative’ single cell trajectories of each stimulus and dose 

were selected for model fitting. Trajectories that possess signaling codon values that surround 

the experimental distribution peak were defined as ‘representative’ (Figure 2.4). The initial model 

possesses signaling codon values that deviate from representative cells in multiple stimuli and 

doses (Figure 2.5). Most notably, model simulations of TNF at 1ng/mL and 10ng/L show lower 

duration and total activity than the experimental data. In addition, model simulations of LPS at 

10ng/mL and 100ng/mL possess higher speed than the experimental data. Chapter 3 describes 
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the pipeline for optimizing the NFB model to signaling codons of representative cells of a stimulus 

and dose. 
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2.4. Figures 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1. Dynamic features of NFκB response contain information about the 

identity of the ligand. A. Channel capacity as a function of the number of most 

informative metrics identified by Adelaja, Taylor et al., either using the entire dataset of 

all ligand types and doses (black line) or using the dose response data for each 

indicated ligand.  B. The effect of each signaling codon on the certainty of ligand 

prediction: The loss in classification confidence when the indicated codon is missing 

from the set of six (versus all features). (Adelaja, Taylor et al. Immunity 2021) 

A 

B 
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Optimized MSE: 
0.602 

Time series 

MSE 

optimization 

Figure 2.2. Model fit using time series mean squared error (MSE) is not 

guaranteed to preserve dynamic features. Fitting the model (orange) to an 

experimental single cell NFκB response to TNF 10ng (blue) using time series MSE 

leads to dampened oscillations not consistent with the experiment.    
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Table 2.1 Signaling codon weights (fnweight) for the feature based objective 

function. 
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Figure 2.3. NFκB response shows single cell variability in the timing of oscillatory 

behavior. A. Heterogeneous oscillation timing is documented in NFκB response to CpG 

1µM B. Feature based optimization using overall oscillatory content does not preserve 

timing of oscillatory behavior. (Condition - CpG 1µM) (Top) Splitting oscillatory codon 

into “early oscillatory” and “late oscillatory” preserves timing of oscillatory behavior 

(Condition - LPS 100ng). (Bottom) 
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Table 2.2 Signaling codon metrics for the feature based objective function. 
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Figure 2.4. Representative cells of NFκB response were identified based on 

signaling codon mode. The duration, total activity, and peak amplitude of the original 

model (red dot, right panels) deviate from the signaling codons of the representative 

cells (blue dots, right panels) 
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Figure 2.5. Model simulations of NFB response possess signaling codons that 

deviate from representative cells. Signaling codon comparisons between the model (red 

line) and representative cells (blue lines) for TNF doses (A) and LPS doses (B) identify 

model signaling codons that do not fit the data.  
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3.1. Performance of varying optimization methods on our NFB model 

A common task when constructing mathematical models is parameter estimation or 

identifying areas of the parameter space that are consistent with experimental data and prior 

knowledge. For biological models, many parameters cannot be determined directly by available 

experimental techniques. Optimization methods are needed to search the parameter space for 

agreement between model and data. In addition, there is a wide range of optimization methods 

that possess varying computational times and ability to achieve minima34. As a result, optimization 

research has been a long documented component on parameter estimation for biological 

models35–37.  

To determine the optimization algorithm most appropriate for parameterizing our NFκB model, 

the performance of three optimization approaches when fitting a single cell were documented. 

Parameter spaces were restricted between fold changes within x0.1-10 of the original parameter 

set to constrain computational time and stay within biologically relevant values documented by 

Adelaja, Taylor et al. 2021: 

1. Random Sampling – A sample size of 100,000 randomly sampled parameter sets was 

documented to effectively cover the x0.1-10 search space. The parameter sets that 

possess the lowest RMSDs out of 100,000 samples were evaluated as the optimal fit.  

2. Gradient Descent (Local Optimization) - Given a random starting parameter set, 

parameters were iteratively varied and the RMSD is calculated at each iteration. RMSDs 

lower than the previous iteration were accepted. The process continues until the RMSD 

converges at a local minima. Each start seed produces an independent local minima, and 

the lowest RMSDs at convergence were evaluated as the best fit. 

3. Particle Swarm Optimization (PSO) (Global Optimization) - A number of candidate 

parameter sets (‘particles’) were defined and moved around the search space. Information 

about the parameter space is shared among particles such that all particles move toward 

a global minimum. The swarm defines a single global minimum as the optimal fit.  
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The performance of these three optimization algorithms is documented in Figure 3.1. Random 

sampling requires the least computational time but does not reach the lowest minimum. PSO has 

the highest computational time but achieves the lowest RMSD minimum by magnitude. Gradient 

descent optimization, when given 50 starting positions, has an intermediate computational time 

in comparison to the two other methods, and achieves minima slightly higher than PSO. However, 

increasing the number of starting positions to 200 led to minima with RMSDs comparable to PSO. 

All three optimization methods produce lowest RMSD trajectories with comparable dynamic 

features. Gradient descent optimization was selected as the preferred method for fitting our NFκB 

model given lower computational time in comparison to PSO. In addition, gradient descent’s 

multiple solution output allowed for characterization of the variation of dynamic features at low 

RMSD parameter sets.  

3.2. Quantifying NFB model fit to multiple cells and stimulus conditions 

The above optimization method performances were documented when calculating 

RMSDs for a single cell. However, quantitatively fitting the NFB model requires optimization to 

multiple representative cells and stimulus conditions. Specifically, fitting the core module required 

all datasets, as the core parameters are involved in response to all stimuli. Alternatively, fitting 

the receptor proximal modules upstream of IKK required using stimulus specific datasets. RMSD 

calculations for each dose, stimulus, and the core module are detailed in Equations 3.1, 3.2, and 

3.3.  

𝑅𝑀𝑆𝐷𝑑𝑜𝑠𝑒 =
𝑅𝑀𝑆𝐷1_𝑐𝑒𝑙𝑙 + 𝑅𝑀𝑆𝐷2_𝑐𝑒𝑙𝑙 + 𝑅𝑀𝑆𝐷3_𝑐𝑒𝑙𝑙 + ⋯ 𝑅𝑀𝑆𝐷𝑛_𝑐𝑒𝑙𝑙

n𝑐𝑒𝑙𝑙
 

𝑅𝑀𝑆𝐷𝑠𝑡𝑖𝑚𝑢𝑙𝑢𝑠 =
𝑅𝑀𝑆𝐷1_𝑑𝑜𝑠𝑒 + 𝑅𝑀𝑆𝐷2_𝑑𝑜𝑠𝑒 + ⋯ 𝑅𝑀𝑆𝐷𝑛_𝑑𝑜𝑠𝑒

n𝑑𝑜𝑠𝑒
 

𝑅𝑀𝑆𝐷𝑐𝑜𝑟𝑒 =
𝑅𝑀𝑆𝐷1_𝑠𝑡𝑖𝑚𝑢𝑙𝑢𝑠𝑠1_𝑤𝑒𝑖𝑔ℎ𝑡 + ⋯ 𝑅𝑀𝑆𝐷𝑛_𝑠𝑡𝑖𝑚𝑢𝑙𝑢𝑠𝑠𝑛_𝑤𝑒𝑖𝑔ℎ𝑡

n𝑠𝑡𝑖𝑚𝑢𝑙𝑢𝑠
 

(Eq. 3.1) 

(Eq. 3.2) 

(Eq. 3.3) 
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𝑅𝑀𝑆𝐷𝑛_𝑐𝑒𝑙𝑙  is described by Equation 2.1. ncell
 represents the number of representative 

cells. ndose represents the number of doses for a stimulus.  nstimulus represents the number of stimuli 

datasets. sn_weight is the weighting factor of each stimulus when calculating the RMSD of the core 

(RMSDcore). Table 3.1 documents sn_weight values. TNF datasets are highly weighted given that 

TNF is the only host inflammatory cytokine represented in these data. Signaling codon weights 

for RMSDcore and RMSDstimulus are documented in Table 2.1. 

3.3. Parameter sensitivity scan to constrain the NFB model search space  

 Our NFB model has a large parameter space with 95 biochemical reactions. Searching 

the entire parameter space was not required, as not all parameters influence signaling codons 

and there is no experimental or computational justification for changing their value. As a result, 

the search space was limited to sensitive parameters, or parameters in which small changes in 

parameter value led to large changes in RMSD. Constraining the optimization to sensitive 

parameters restricted the search space to parameters that control signaling codons and reduced 

computational time.    

 A parameter sensitivity scan was implemented to identify sensitive parameters. For each 

module of the NFB model, 100,000 random parameter sets were sampled and RMSDstimulus and 

RMSDcore were calculated for the modules of the NFB model. The distribution of parameter sets 

with RMSDs in the lowest 1% out of 100,000 random samples were identified (Figure 3.2). These 

lowest RMSD parameter distributions were then compared with randomly sampled uniform 

distributions via the Kolmogorov–Smirnov (KS) test. Parameters were identified as sensitive if the 

KS test gave a p-value <1x10-16. 34 out of 95 parameters were identified as sensitive. Table 3.2. 

lists the identified sensitive parameters and their fold change bounds during model optimization. 

The fold change constraints for core module reaction 6, parameter 4 (IBα mRNA 

transcription/processing/maturation delay) were set within x1-1.5 to maintain documented NFB 

oscillation periods of 70-110 min38. 
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3.4. Iterative approach to fit each module given shared pathway parameters 

 As each module of the NFB model required fitting to stimulus specific datasets, an 

iterative approach that fits each module separately was implemented. First, gradient descent 

optimization of the sensitive parameters determined a parameter set that gave the optimal 

RMSDcore. Next, these optimized core module parameters were used as the starting point to fit 

the receptor proximal modules. At the end of the iteration, the optimization returns to the core 

module after optimizing the receptor proximal modules. Figure 3.3. details the iterative module 

fitting process. Figure 3.4 shows a schematic of gradient descent optimization of the TLR9 

module.  

3.5. Optimized NFB model to signaling codons 

 All modules of the NFB model were fit to the 17 experimental conditions using the feature 

based objective function and gradient descent optimization. The optimized parameter fold 

changes are documented in Table 3.2. Signaling codons were markedly improved for all 

conditions (Figure 3.5). Notable signaling codon improvements to the data include: persistent 

duration throughout the 12 hour time course for all doses of TNF, and lessened oscillatory 

character at CpG 100nM and LPS 3ng/mL, and longer oscillatory periods for all Poly(I:C) doses 

(Figure 3.6).  
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3.6. Figures 
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Table 3.1. Stimulus weights for calculating RMSDcore. 
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Figure 3.2. Parameter distributions for the lowest RMSDstimulus parameter sets for the 

five receptor proximal modules. Sensitive parameters are labeled in red. The distribution 

for each plot ranges from log(-1) to log(1). 
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Figure 3.3. Optimization pipeline iterates between core module and receptor-

proximal modules using stimulus specific datasets. A. The parameters of the core 

module are first allowed to vary (red box) to fit all datasets while the receptor proximal 

module parameters remain fixed (faded boxes). B. The optimized core module then 

remains fixed (green boxes) while the parameters of each of the receptor proximal modules 

are fit to stimulus-specific datasets. (TNFR module shown) C. One round of optimization is 

completed once the remaining receptor proximal modules are fit (red boxes). The next 

iteration begins with the optimized parameter set from (C) as the starting point.  
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Figure 3.4. Gradient descent optimization finds the optimal parameter set to fit NFB 

signaling codons. A. For each module (TLR9 shown), sensitive parameters and search 

space constraints are identified. B. 100 random start parameter sets are generated using 

the constraints from (A) and start RMSDs are calculated. C. Gradient descent is applied to 

each start seed so that the distribution shifts to lower RMSD values. Lowest RMSD 

candidate is shown in red box. D. Optimized model trajectories of the lowest RMSD solution 

next to representative experimental cells. 



32 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3.2. Sensitive parameters of the NFB model. 
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Figure 3.5. Signaling codons of all NFB datasets show improved fit to representative 

cells after feature based optimization. Each line connects signaling codons of the same 

cell. Original model signaling codons – red line. Optimized model – green line. 

Representative cells – blue lines.    
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Figure 3.6. Optimized NFB trajectories to signaling codons. 
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Chapter 4: Methods 
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4.1. Experimental data generation 

Bone marrow-derived macrophages (BMDMs) generated from an mVenus-RelA knock-in reporter 

mouse strain were stimulated within a live cell microscopy workflow with indicated ligands in 

paracrine-TNF-blocked conditions using soluble TNFRI. Nuclear NFB levels at single cell 

resolution were measured at a 5 minute frame rate. The measured fluorescence intensity was 

further normalized to image background levels by using an automated image analysis workflow 

(https://github.com/Adewunmi91/MACKtrack). Experimental data was generated by collaborator 

Dr. Adewunmi Adelaja and is available upon request. 

4.2. Baseline normalization for NFB signaling trajectories  

Signaling codons were calculated from 12 hour single cell NFB signaling trajectories. For each 

trajectory, the stimulus was added at the second frame (after 5 minutes of tracking). The trajectory 

baselines were normalized such that either the first or second frame, whichever frame was lower, 

(pre-stimulus period) was shifted to 0 AU.  

4.3. Scaling NFB model trajectories from SI units to experimental AU 

Model trajectories were scaled to experimental AU (𝑚𝑜𝑑𝑒𝑙𝐴𝑈) using Equation 4.1. 𝑚𝑎𝑥𝐴𝑈 is the 

average maximum NFB in AU achieved by the representative cells at the highest dose of each 

stimulus. 𝑚𝑖𝑛𝐴𝑈 is 0 as all experimental trajectories were normalized to a baseline of 0 AU. 𝑚𝑎𝑥𝑆𝐼 

is the maximum NFB in SI units achieved by the published model (Adelaja, Taylor et al. Immunity 

2021) at the top dose of each stimulus. 𝑚𝑖𝑛𝑆𝐼 is the model steady state value of NFB in SI units 

before stimulation. 𝑚𝑜𝑑𝑒𝑙𝑆𝐼 is the simulated NFB time series in SI units.  

𝑚𝑜𝑑𝑒𝑙𝐴𝑈 =
(𝑚𝑎𝑥𝐴𝑈 − 𝑚𝑖𝑛𝐴𝑈)(𝑚𝑜𝑑𝑒𝑙𝑆𝐼 − 𝑚𝑖𝑛𝑆𝐼)

𝑚𝑎𝑥𝑆𝐼  − 𝑚𝑖𝑛𝑆𝐼
 

4.4. Signaling codon definitions 

Experimental trajectories were first smoothed using the ‘moving’ method for the smooth function 

in the Curve Fitting Toolbox from MathWorks. Smoothing span was set to 0.03. Adelaja, Taylor 

(Eq. 4.1) 

https://github.com/Adewunmi91/MACKtrack
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et al. 2021 signaling codon metrics were used for duration, peak amplitude, total activity, speed, 

and early vs late. The oscillatory codon metrics were adapted to ‘sum peak to trough ratios’ and 

‘number of oscillatory peaks.’ Peaks were identified using the findpeaks function from the Signal 

Processing Toolbox of MathWorks. Peaks due to technical noise were identified and removed if 

the prominence value was less than 0.15 AU and neighboring peaks were less than 35 min apart. 

Peaks were identified as indicative of NFB oscillations if the time between peaks fell within 50-

180 min. For non-responding cells, all signaling codon metrics were assigned values of 0 by 

default, except the fold change metric which was assigned a value of 1.  

4.5. Defining non-responding cells 

Each cell was identified as a ‘non-responder’ if over 85% of the time series frames fell below the 

non-responding baseline of 1 AU. These parameters were benchmarked such that unstimulated 

conditions were identified to contain more than 95% non-responding cells. The representative 

response of single cell datasets was characterized as ‘non-responding’ if over 50% of cells in that 

dataset were labeled as ‘non-responders.’  

4.6. Selecting representative cells  

Representative cells were selected for all conditions in which over 50% of cells were identified as 

responders. For each condition, non-responding cells were removed and signaling codon 

distributions for duration, peak amplitude, early vs late, oscillatory, speed, and total activity were 

generated using responding cells only. The mode was calculated for each signaling codon 

distribution. Cells were identified as ‘representative’ if their signaling codon values were located 

within thresholds of the distribution mode. The size of upper and lower thresholds from the mode 

were initially defined as 5% of the interquartile range (IQR). Both thresholds were iteratively 

increased by 5% until 10-20 representative cells were identified.  
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4.7 Identifying sensitive parameters  

For each module of the NFB model, 100,000 random parameter sets were sampled in log space 

with a range of -1 to 1 fold change, and RMSDstimulus and RMSDcore were calculated for the modules 

of the NFB model. The distribution of parameter sets with RMSDs in the lowest 1% out of 

100,000 random samples were identified (Figure 3.2). These lowest RMSD parameter 

distributions were then compared with randomly sampled uniform distributions via the 

Kolmogorov–Smirnov (KS) test using the k.test function in R. Parameters were identified as 

sensitive if the KS test gave a p-value <1x10-16.  

4.8. Particle Swarm Optimization (PSO) to a single cell 

PSO was implemented using the particleswarm function from the Optimization Toolbox of 

MathWorks using 50 particles. 𝑅𝑀𝑆𝐷𝑐𝑒𝑙𝑙 was applied as the distance metric for optimization 

performance documentation in Chapter 3. HybridFcn was set to ‘fmincon.’ Parameters were 

searched at log scale within the fold changes descried by Table 3.2.  

4.9. Gradient Descent Optimization for the full NFB model 

The fminsearch function from the Optimization Toolbox of MathWorks was used to apply gradient 

descent optimization to our NFB model. 𝑅𝑀𝑆𝐷𝑐𝑒𝑙𝑙 was used as the distance metric for 

optimization performance documentation in Chapter 3. The distance metrics for fitting the receptor 

proximal modules and the core module were 𝑅𝑀𝑆𝐷𝑠𝑡𝑖𝑚𝑢𝑙𝑢𝑠 (Equation 3.2) and 𝑅𝑀𝑆𝐷𝑐𝑜𝑟𝑒 

(Equation 3.3) respectively. The termination tolerance on the parameter values (TolX) was 1e-03 

while the termination tolerance on the function value (TolFun) was kept at the default of 1e-04. 

Parameters were searched at log scale within the fold changes described by Table 3.2. For each 

module, 200 random start seeds were optimized and the lowest 5-10 solutions based on RMSD 

were evaluated as candidates of best fit.  
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Chapter 5: Conclusion 
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5.1. Discussion 

 This dissertation work provides a framework for mathematical modeling biological 

processes given single cell heterogeneity, large parameter search spaces, and sizable 

experimental datasets for model fitting.  Most notably, I developed a feature-based approach for 

optimizing a mathematical model of NFB response to fit signaling codons informative of the 

identity of the stimulus and dose. My model fitting approach addressed key challenges of 

recapitulating single cell data, including: 1. handling high technical noise of single cell datasets, 

which limits measurement of biological information, and 2. defining a ‘representative’ NFB 

response given biological heterogeneity. In addition, I developed an optimization pipeline for fitting 

our large NFB model of 95 biochemical reactions to 17 single cell NFB signaling datasets of 

five stimuli at varying doses.  

In Chapter 2, I constructed a feature-based objective function based on the informative 

signaling codons of NFB response identified by Adelaja, Taylor et al. 2021. Standard model 

fitting approaches for time series data calculate the distance between model simulations and time 

series data points directly, which subjects model simulations to the effects of technical noise and 

does not preserve biologically documented dynamic features (Figure 2.2). My feature-based 

approach addresses this challenge by fitting to informative signaling codons directly to preserve 

biological behavior and information. In addition, I developed visualization approaches to 

document signaling codon discrepancies between model and experiment in a more rigorous and 

quantitative manner (Figure 2.5). For each condition, my feature-based approach addressed 

biological heterogeneity by fitting to ‘representative’ NFB response defined by signaling codon 

values at the mode of each signaling codon distribution. This definition was fitting for our NFB 

datasets with single mode signaling codon distributions. 

The weighting of each signaling codon for my feature-based objective function (Table 2.1) 

was informed by mutual information and classification analysis by Adelaja, Taylor et al. 2021. For 
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example, given that eliminating the speed codon greatly decreased the certainty of ligand 

prediction for CpG (Figure 2.1b), the speed codon was highly weighted when fitting the TLR9 

module. These weights were determined qualitatively and led to successful optimization of our 

NFB model (Figure 3.5-3.6). However, the weighting of signaling codons can be determined in 

a more quantitative approach to further improve the optimization workflow. 

 In Chapter 3, I developed an optimization pipeline for fitting our large NFB model of 95 

biochemical reactions to single cell NFB signaling datasets at varying stimuli and doses. After 

documenting the performance of multiple optimization algorithms, I selected gradient descent 

optimization as the preferred method for fitting our NFB model given reasonable computational 

time and ability to achieve minima. Given the large parameter search space of 95 biochemical 

reactions, I identified sensitive parameters in our NFB model that specifically tuned signaling 

codons. Lastly, I developed an approach that iteratively optimizes the core and receptor proximal 

modules using stimulus specific datasets appropriate for each module. This optimization pipeline 

successfully improved the fit of our NFB model to signaling codons in all 17 experimental 

conditions. 

 One observation for the optimized NFB model trajectories with sustained behavior was 

that only 12% of the total NFB in the cell was translocated into the nucleus at top doses of 

stimulus. This magnitude is not consistent with documented NFB dynamics in which 50% or 

more of the total NFB in the cell translocates into the nucleus during stimulation. In addition, 

nuclear NFB fold change was reported to determine appropriate TNF-induced gene 

expression39. The current optimization workflow loses information about the magnitude of NFB 

activation when the model simulations are scaled to experimental AU. The ability of a low 

magnitude NFB activation to fit sustained dynamics suggests that these trajectories operate at 

the low end of the IKK regime, which the Hopf bifurcation analysis allows for non-oscillatory 
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behavior. These low NFB activation trajectories are inconsistent with the finding that MyD88 

ligands produce high and sustained IKK levels40. To address this issue, the feature-based 

objective function (Equation 2.1) can be updated to include information about the percentage of 

total NFB found in the nucleus during activation. 

 Future directions for the NFB model are to simulate biological heterogeneity. Current 

studies have explored various approaches, including linear mixed effects modeling, to estimate 

parameter distributions for biological systems41–43. However, these methods distort dynamic 

features using averaging techniques or are limited to objective functions that optimize to time 

series data points directly. The feature-based objective function developed in this dissertation can 

be applied to estimate parameter distributions for other biological systems with evidence of a 

dynamic code. In addition, the pipeline for optimizing the model to representative cell response is 

valuable for identifying the appropriate parameter ranges for parameter distributions (Figure 5.1). 

Applications of these single cell resolution models include determining key circuit design 

principles for stimulus specific encoding, identifying biological sources of single cell heterogeneity, 

analyzing information flow through intermediates in the signal transduction network that are 

difficult to characterize experimentally, and generate in silico datasets composed of thousands of 

doses unreachable by experiments. 
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5.2. Figures 

 

 

 

 

 

 

 

 

Figure 5.1. Developing a mathematical model of NFB response to simulate 

single cell heterogeneity. 
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