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INTRODUCTION
DNA replication is central to cell division and prolif-

eration, involving closely orchestrated functions among hun-
dreds of proteins (1, 2). Although the replication machinery 
is highly accurate, it faces challenges from both extrinsic and 
intrinsic factors (3). These challenges can result in stalled 
replication forks, occurrence of DNA breaks, reduced rep-
lication precision, and other factors collectively known as 
RS (4). Accordingly, cells have evolved a robust RS response 
that activates DNA damage repair signaling or, alternatively, 
induces cell death, to maintain genome integrity within the 
cell population (5–9). Due to sustained proliferative signaling 
and/or defective DNA repair, cancer cells undergo persistent 
replication stress (10, 11), making them strongly RS response 
dependent. A consequence of this dependency is that replica-
tion stress becomes an exploitable therapeutic vulnerability 
in cancer treatment (12, 13).

A multitude of cancer therapeutics leverage replication 
stress to eliminate cancer cells, using a diversity of RSi 
mechanisms (Supplementary Fig.  S1). Classic chemothera-
peutic agents induce RS by directly affecting DNA integrity. 

Examples include DNA crosslinkers and alkylating agents 
(e.g., cisplatin and methotrexate), topoisomerase I and II 
inhibitors (e.g., camptothecin, etoposide, and doxorubicin), 
ribonucleotide reductase inhibitors (gemcitabine and hydrox-
yurea), and nucleotide analogues (5-fluorouracil; refs. 12, 14, 
15). Other agents elevate RS by targeting DNA polymerases 
or DNA damage response proteins. Some of these targeted 
agents have progressed to advanced stages of preclinical 
and clinical development, including inhibitors of the DNA 
polymerase (e.g., CD437), the base-excision repair factors 
PARP1 and PARP2 (e.g., olaparib), ATR–CHK1 signaling (e.g., 
ceralasertib), or the WEE1 checkpoint kinase (e.g., MK-1775; 
refs. 13, 16). Treatment outcomes vary widely due to sig-
nificant differences in drug sensitivity and resistance across 
tumors, motivating efforts to better understand response 
mechanisms. These efforts have led to an expanding catalog 
of genetic alterations associated with sensitivity or resistance 
to RSi drugs, including mutations in BRCA1, BRCA2, ATM, 
or ATR (Fig. 1A; refs. 17–26). This list is almost certainly not 
exhaustive, because the vast majority of genetic alterations 
identified are rare rather than common in tumors. Moreover, 
it is unclear how these multiple single-gene effects integrate 
to constitute an overall drug response.

Currently, two machine learning (ML) methodologies are 
emerging as particularly useful in understanding the effects 
of genetic alterations in precision medicine applications. The 
first methodology, known as “interpretable” ML, includes a 
wide array of approaches that attempt to gain insight into the 
mechanisms or rationale underlying a model’s predictions 
(27). In this regard, we and others have developed a series of 
“visible” neural network (VNN) models that guide the internal 
architecture of the model using knowledge maps of biological 
components and functions (28–34). In contrast to conven-
tional “black-box’’ neural networks (35), a prime advantage 
of VNNs is that they not only learn to predict biomedical 
outcomes from sparse genetic feature sets, but their predic-
tions can be mapped to internal state changes in molecular 
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mechanisms and pathways, allowing for model interpreta-
tion. To initiate a proteomics-driven resource of molecular 
mechanisms in cancer, we recently used affinity purification 
mass spectrometry to delineate the physical interactions of a 
broad set of cancer proteins. We integrated these interactions 
with other “omics” data sets to create a large cancer protein–
protein association network, which was iteratively clustered 
to generate a map of frequently altered protein assemblies 
(NeST, Nested Systems in Tumors; Supplementary Fig. S2A 
and S2B; ref. 36). This map exhibits a hierarchical structure, 
whereby individual cancer proteins converge to form protein  
complexes and larger assemblies that, in turn, incorporate 
into broad processes and organelles (Fig. 1A; Supplementary 
Fig. S2B). The second ML methodology is multitask learning, 
whereby several learning tasks are solved at the same time 
while exploiting commonalities and differences across these 
tasks (37). Multitask learning has been previously used to 

boost the efficacy of drug response and mechanism of action 
prediction (38, 39), although it has not yet been combined 
with knowledge bases of cancer pathways like NeST or (to our 
knowledge) applied to understand the response to RSi drugs.

Motivated by these challenges and advancements, here we 
describe and evaluate interpretable deep learning models of 
RSi drug response (Fig. 1B). Starting from the genetic altera-
tions detected in a tumor sample, the models predict the 
sensitivity or resistance to specific RSi drugs. The architecture 
of these models is based on the knowledge of cancer protein 
complexes in NeST, meaning their predictions can be inter-
preted mechanistically, and both single-drug and multitask 
(multidrug) models are evaluated. These models identify a 
constellation of protein assemblies that integrate genetic 
alterations to predict drug sensitivity or resistance, which 
we show can be validated by multiple types of genome-wide 
functional assays and by their utility in predicting responses 

Figure 1. Study overview. A, Genetic alterations that modulate replication stress–inducing (RSi) drug responses are typically rare but converge 
on multiscale protein assemblies in cancer. Top, waterfall plot of gene alteration frequencies in TCGA cervical squamous carcinoma cohort, showing 
that most genetic alterations are rare. Alterations include somatic mutations and copy-number aberrations of genes covered by clinical cancer gene 
panels. Middle, genetic alterations converge on specific multiprotein assemblies in the NeST hierarchy. Bottom, waterfall plot showing genetic altera-
tion frequencies of NeST protein assemblies, which, by nature, tend to be higher than for individual genes. B, Pipeline for drug response prediction. (i) 
Acquisition of data sets used in this study. RSi drug response data from GDSC and CTRP databases. Tumor cell line genome sequencing data from CCLE. 
(ii) Construction of VNN models with architecture guided by NeST. (iii) Interpretation of VNN models to recognize assemblies for which genetic altera-
tions are most important for RSi drug responses. Validation by genome-wide loss-of-function screens. (iv) Translation of VNNs to predict chemotherapy 
responses in cancer patients.
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to previously unseen RSi agents as well as in chemotherapy-
treated patients (Fig. 1B).

RESULTS
A Cancer-Oriented Interpretable Neural Network

To model responses to RSi drugs, we focused on the set 
of 718 genes assessed by current clinical cancer gene panels, 
including one or more of FoundationOne CDx (40), Tem-
pus xT (41), and Project GENIE (42). The genomic altera-
tion status of these genes in a tumor sample, including the 
presence/absence of mutation and copy-number aberration, 
was used as input (Supplementary Fig.  S3A). Models were 
trained using drug response data for genomically character-
ized tumor cell lines harmonized from the Cancer Therapeu-
tics Response Portal (CTRP; refs. 43, 44) and the Genomics of 

Drug Sensitivity in Cancer (GDSC; 45, 46) databases. These 
databases included the measured responses to many RSi 
drugs targeting DNA replication or DNA damage response. 
In another recent study, Olivieri and colleagues used genome-
wide CRISPR chemogenetic screens to investigate DNA dam-
age response against genotoxic agents (47). Therefore, we 
initially focused on six RSi agents characterized by Olivieri 
(cisplatin, gemcitabine, camptothecin, etoposide, olaparib, 
and CD437; Fig. 2A), which had also been examined in CTRP 
or GDSC.

Instead of associating genetic alterations with drug 
responses via classic “black-box” ML, we implemented VNN 
in which the layers of artificial neurons are designed to propa-
gate the effects of individual gene mutations over the NeST 
map of cancer protein assemblies (36). In constructing the 
VNN, each protein assembly encoded by genes on the clinical 
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panel (131 assemblies; Supplementary Table S1) was assigned 
a bank of artificial neurons to represent the in silico activity 
of that system (Supplementary Fig. S3A; Methods). The use 
of multiple neurons allowed protein assemblies to be multi-
functional, with the ability to adopt a range of values along 
several dimensions. For the neurons assigned to an assembly, 
weighted input connections were permitted from the neu-
rons assigned to each of its subassemblies in the preceding 
layers of the NeST hierarchy. This design enabled genetic 
information to flow from the input gene alterations to small 
protein complexes (e.g., “CDK holoenzyme complex”), then 
to larger-scale assemblies (e.g., “checkpoint-regulated DNA 
repair”), and finally to the root assembly, representing the 
whole cell (Supplementary Fig.  S3B). Connection weights 
were learned during training so that the integrated activity 
of the root neurons represented the predicted drug response 
of a tumor sample given its genetic alteration profile. In 
the multidrug configuration, this architecture was extended 
so that the activity of the root was provided as input to an 
additional (final) neuronal processing layer that was opti-
mized separately for each drug response (Supplementary 
Fig. S3C; Methods).

Training and Performance Analysis of the Models
We first trained single-drug VNN models for predicting 

the response to each of the six RSi agents (Fig. 2A). Training 
was conducted by minimizing the mean squared error (MSE)  
between the predicted and observed drug responses using 
standard back-propagation techniques (Methods). The accu-
racy of drug response prediction was assessed for each model 
using nested cross-validation, in which 64% of cell lines were 
randomly selected for model training, 16% for model valida-
tion and hyperparameter tuning, and 20% as held-out cell 
lines not yet seen during training or validation (this entire 
procedure was repeated over five folds; Methods). This assess-
ment produced predictive odds ratios (OR) in the range of 2.2 
to 3.2 across the six RSi drug models (Fig. 2B, orange points). 
These models generally demonstrated performance that was 
comparable to, or better than, matched black-box neural 
networks (Fig. 2B, blue points; ORs of 1.8 to 3.3; P = 0.04). 
Their performance was significantly better than that of two 
general pan-drug models (DrugCell, DeepCDR) that had not 
been specifically developed for RSi drug prediction (refs. 30, 
48; Fig. 2B, cyan and purple points; with P values of 2.5 × 10−8 
and 1.2 × 10−10, respectively).

We also used multitask learning to train a unified multi-
drug VNN with six outputs, predicting the response to each 
of the six RSi drugs (Supplementary Fig.  S3C; Methods). 
This unified model yielded ORs of 3.0 to 4.9 (Fig.  2B, red 
points), significantly outperforming both the single-drug 
models (P  =  4.3  ×  10−5) and the matched black-box models 
(P = 2.1 × 10–7). To further test the generality of this multi-
drug model, we evaluated its accuracy in predicting cell line 
responses to additional RSi agents not yet seen in this study 
(predictions based on the average of model outputs; Meth-
ods). The new agents included RS-inducing chemotherapies 
such as doxorubicin, 5-fluorouracil, methotrexate, and bleo-
mycin-a2 as well as drugs targeting DNA damage response 
factors such as ceralasertib (ATR inhibitor) and MK-1775 
(WEE1 inhibitor). The predictive ORs were significant for 

all new RSi drugs (mean OR 3.2; Fig.  2C, red points; Sup-
plementary Table S2), and they were significantly higher than 
ORs obtained when predicting responses to a broad panel of 
33 agents not associated with replication stress (mean OR 
1.8, P  =  3.1  ×  10–4; Fig.  2C, blue points). Furthermore, the 
performance of the multidrug model decreased considerably 
when, during training, some of the RSi drug responses were 
substituted with unrelated drug responses (Supplementary 
Fig. S4A). These results were consistent with the expectation 
that RSi drugs share common response pathways, a finding 
that was also reflected by varying degrees of similarity in their 
drug response profiles across tumor cell lines (Supplemen-
tary Fig. S4B).

Molecular Assemblies Important for RSi Drug 
Response Prediction

We next scored all protein assemblies to rank their impor-
tance in the prediction of RSi drug responses (Supplemen-
tary Table  S3). For this purpose, we computed a system 
importance (SI) score, which measures the dependence of the 
drug response prediction on genetic alterations within an 
assembly, captured by changes in the in silico activity of that 
assembly’s neurons (Methods). We created an importance 
profile for each RSi agent using the single-drug models and 
then mapped these to the NeST protein assembly hierarchy 
(Fig.  3A); SI profiles were also computed for the multidrug 
model, with qualitatively consistent results (Supplementary 
Fig. S4C; Supplementary Table S3).

Due to the progressive integration of genetic information, 
we noted that importance scores for all models tended to 
increase with assembly size and depth in the hierarchy. To 
thus highlight distinct protein assemblies important to RSi 
drugs, we focused our examination on small-to-medium- 
scale assemblies (124 assemblies with fewer than 100 genes), 
identifying 41 that were high scoring in the single-drug 
or multidrug RSi models (Fig.  3A and B; Supplementary 
Fig.  S4C; Methods). These “RSi assemblies” recovered pro-
teins associated with known drug indications or mechanisms 
of action where applicable (camptothecin: TOP1; etoposide: 
TOP2A; olaparib: BRCA1, BRCA2, PARP1; the CD437 target 
POLA1 was absent from clinical gene panels). For example, 
in predicting etoposide response, we identified “Checkpoint-
regulated DNA repair” and “G1–S phase” assemblies, which 
contained the etoposide target topoisomerase 2α (TOP2A; 
Supplementary Table S3). Turning from positive to negative 
controls, we found that the various RSi drug models yielded 
assembly importance scores that were distinct from those of 
non-RSi drugs but similar to one another (Fig. 3C). Moreover, 
these RSi assemblies were specifically important for the pre-
diction of the cellular response to RSi drugs, as opposed to 
Non-RSi drugs (Fig. 3D).

Validation of Specific Protein Assemblies Using 
Genome-wide Functional Assays

For the assemblies identified as important to the RSi drug 
models, we investigated whether engineered genetic perturba-
tions impacting each of these assemblies were able to predict-
ably affect the drug response. For this purpose, we turned to 
the recent work of Olivieri and colleagues (47), who had con-
ducted genome-wide drug-sensitivity screens in the presence 
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of each of 27 genotoxic agents, including the 6 RSi drugs used 
to train the models in our study (Supplementary Fig. S5A). 
For each drug, genes were scored by the degree to which 
loss of function by CRISPR/Cas9 modulates drug sensitiv-
ity in either direction (i.e., absolute z-score, capturing both 
increases and decreases in sensitivity). Using these scores, 

we found that 24 of the 41 RSi assemblies were significantly 
enriched for genes affecting sensitivity to one or more RSi 
drugs, a rate higher than for non-RSi assemblies (59% vs. 45%, 
P  <  0.001; Supplementary Fig.  S5B). Such enrichment was 
particularly strong in the drug-sensitivity screens for etopo-
side, camptothecin, and CD437 (Supplementary Fig. S5C).

A

B

Assembly part
of additional
assembly
(pleiotropy)

Assembly 
part of larger
assembly5

60
20

700

Assembly size
(# proteins)

Cell

Regulation of 
cellular homeostasis

Nucleus

Transcription
(Tx)

Cytoplasm &
extracellular space

Signaling
pathways

Cellular 
response to

DNA damage

TF
binding 

Positive
regulators 

of Tx

Integrator-
PP2A 

complex

HR & 
FA 

repair

Immune
system

Cell 
motility

Nucleolus

RNA 
processing

INSR-
FOXO

EGFR-
MAPK

signaling

RTK
signal-

ing
Protein 

transport
TNFR/Traf
signaling

Lymphocyte
activation

Reg. of 
immune 

responses

Locomotion

NEST:16

G1–S 
phase

p53 regulation
of cell cycle

FOXO
signaling

RTK-
JAK-STAT
signaling

ER 
protein

processing

Reg. of 
nuclear protein
ubiquitination

Metabolism

Reg. of 
β-catenin 

transcriptional 
activity

Histone 
deacetylase
binding

Bold: RSi drug model

Font face:

Clustering of models
by SI profiles:

Light: Non-RSi model

Cisplatin

Camptothecin

Olaparib

Doxorubicin

Gemcitabine

Methotrexate

MK-1775

5-FU
Ceralasertib

CD437

ML-210

Etoposide

Manumycin-A

Temsirolimus

MK-2206

1170689
-68-5

Navitoclax
Austocystin D

Bleomycin-a2

Afatinib

Aacocf3

ML320

Crizotinib

BRD-K41087962

Ro-28-1675

Gefitinib

Parthenolide

CI-976

SpOx1_002925

Ursolic acid

BRD-K85563610

Canertinib

CHEBI:94110

PIK-75
Daporinad

STF-31

Erastin

Bosutinib

BRD6708

Compound-10b
Trametinib

Paclitaxel

Rapamycin

Multidrug

GPP78
200484-11-3

C

Cluster 1
Cluster 2
Outlier

***P = 2 × 10–8

***P = 1 × 10–12

32 45

 Assemblies
important

in ≥1
single-drug

VNN
(n = 37)

Assemblies
important in

multidrug
VNN

(n = 36)

RSi assemblies
(n = 41)

D

 Discovery
RSi drug
models

 Test
RSi drug
models

Non-RSi 
drug

models

Showing RSi assemblies 
(n = 41)

0.0

0.2

0.4

0.6

0.8

A
ss

em
bl

y 
im

po
rt

an
ce

 s
co

re
(m

ea
n 

S
I a

ss
ig

ne
d 

by
 m

od
el

s)
Cisplatin (29)
Etoposide (22)
Gemcitabine (22)

Camptothecin (23)

Important
assemblies

(n = 37)

CD437 (24)

Olaparib (24)

Mismatch
& excision

repair

Checkpoint-
regulated 
DNA repair

Homologous
recombination 

(HR)

Nuclear 
receptor
signaling

Apoptosis
regulation

Ubiquitin/
proteasome

system

Epigenetic
modification

Chromatin
binding

Cyclin D 
associated 

events 
in G1

Mitosis

Figure 3. Identification of molecular mechanisms important for RSi drug responses. A, System importance (SI) profiles for prediction of initial six RSi 
drug responses. Nodes indicate protein assemblies; node sizes denote assembly sizes in numbers of proteins; colors mark assemblies of above-threshold 
importance (Methods) for each drug response. The number of important assemblies is indicated in parentheses for each single-drug model, with a 
total number of 37 assemblies important for at least one model. B, Venn diagram showing numbers of important assemblies identified by single-drug 
(n = 37, left) vs. multidrug VNNs (n = 36, right). The union set is defined as RSi assemblies (n = 41). C, UMAP projection of SI profiles of each drug model 
constructed in this study (points). The HDBSCAN algorithm (hierarchical density-based spatial clustering of applications with noise) is used to group drug 
models into clusters (colors) by similarity of important assemblies (SI profiles); gray models fall outside of stable clusters. Bold font face indicates RSi 
drug models, light font face indicates non-RSi drug models. D, RSi assemblies (defined in B) are plotted by their average importance scores for models 
trained on the initial RSi discovery agents (left), the later RSi test agents (middle), or non-RSi drug models (right). Horizontal line in each swarm repre-
sents the mean. ***, P < 0.01; P values by one-sided Mann–Whitney U test.
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We then explored a second genome-wide loss-of-func-
tion screen, directly measuring immunofluorescent read-
outs of DNA damage and replication restart after an RS 
challenge (49). This screen measured the effect of siRNA 
gene knockdowns on the phosphorylation of histone vari-
ant H2AX (γH2AX), a marker of stalled replication forks, 
and on incorporation of EdU in DNA, a marker of active 
genome replication (Fig.  4A). The ratio of these two read-
outs, the “replication restart score” (RRS), was used to score 
all gene knockdowns for their importance in RS response. 
Genes that affected replication restart in either direction 
(absolute z-score) were enriched in 21 of the 41 RSi assem-
blies, a rate significantly higher than for non-RSi assemblies 
(51% vs. 30%, P < 0.001; Fig. 4B). In addition, we found that 
the converse enrichment relationship was also true, in that 
NeST assemblies enriched in genes affecting drug sensitiv-
ity or replication restart were significantly more important 
to RSi drug models than to non-RSi models (Fig. 4C and D; 
Supplementary Figs. S5D–S5J; with P values of 1 × 10–9 and 
3 × 10–6, respectively).

Summarizing the functional screening results, the 41 RSi 
assemblies included 30 with support from either the drug 
sensitivity or replication restart readouts (Fig.  4E). Among 
these, 15 assemblies had support from both, including assem-
blies involved in mismatch and excision repair, homologous 
recombination, Fanconi anemia repair, checkpoint-regulated 
DNA repair, locomotion, ubiquitin/proteasomal assemblies, 
and the RTK–JAK–STAT pathway (Fig.  4F; Supplementary 
Table  S4). The set of 30 assemblies and the subset of 15 
assemblies were equally important for predicting RSi drug 
response, surpassing non-RSi drug response (Supplementary 
Fig. S5K).

Prediction of Clinical Responses to Cisplatin
Among adult solid tumors cataloged by The Cancer 

Genome Atlas (TCGA), five cancer subtypes commonly 
receive cisplatin therapy, with substantial numbers of asso-
ciated samples (>30 cisplatin-treated subjects per subtype; 
Fig. 5A). Among these subtypes, we noted that patients with 
cervical and lung squamous carcinomas (CESC and LUSC) 
currently show cisplatin benefit, with long progression-free 
survival times (PFS; Fig. 5B) that are significantly improved 
over patients not receiving cisplatin (Fig. 5C and D; contrast 
to other types in Supplementary Fig.  S6A–S6C). Despite 
this benefit, approximately 35% of cervical and lung tumors 
continue to progress after treatment (Fig.  5B). Accordingly, 
we investigated whether these variable outcomes could be 
predicted by the cisplatin VNN (Fig.  5E; Methods). Indeed, 
we found that cisplatin-treated patients with CESC or LUSC, 
who were predicted as sensitive to treatment, had signifi-
cantly better PFS outcomes than those who were predicted 
as resistant [CESC hazard ratio (HR) = 2.2 at P = 0.02, LUSC 
HR = 3.4 at P = 0.03; Fig. 5F–G]. This performance was sig-
nificantly better than baseline random forest or elastic net 
models (Fig.  5H; with P values of 9.1  ×  10–5 and 1.0  ×  10–2 
for comparison with random forest and elastic net, respec-
tively). Among the remaining cancer cohorts that failed to 
show cisplatin benefit—head-and-neck squamous cell car-
cinoma (HNSC), lung adenocarcinoma (LUAD), and ovar-
ian carcinoma (OV)—we observed that the vast majority of 

these patients were predicted as resistant by the cisplatin 
VNN model, as expected (75%, Supplementary Fig.  S6D; 
compared with 25% for CESC and LUSC, Supplementary  
Fig. S6E).

We next investigated which protein assemblies were respon-
sible for the clinical predictions. Starting from the 29 assem-
blies found to be important to cisplatin response during 
training in cell lines (Fig.  6A), we computed the in silico 
activity of each of these assemblies (per patient) as the first 
principal component of its neuron values (Methods). This 
activity was then investigated, separately for each assembly, as 
a quantitative marker for the prediction of cisplatin response 
in cervical cancer patients. We found that these 29 assembly 
activities were generally predictive of cisplatin treatment out-
comes and tended to outperform those drawn from other 
protein assemblies in the NeST map (Fig. 6B; Supplementary 
Table S5). This observation also applied to the 41 RSi assem-
blies as well as to the sets of assemblies that were validated in 
functional screens (Supplementary Fig. S6F). Notably, the 15 
assemblies validated by both screening modes exhibited the 
highest predictive performance (Supplementary Fig.  S6F). 
They also surpassed the predictive power of single-gene bio-
markers based on the presence/absence of coding alterations 
in individual genes (Fig.  6B). Some of the most predictive 
assemblies included roles in the regulation of β-catenin tran-
scriptional activity, DNA repair, epigenetic modification, and 
RTK–JAK–STAT signaling (Fig. 6B), most of which had also 
been validated in the earlier drug sensitivity or replication 
restart screens (Supplementary Table S4).

For example, the top assembly with predictive power in 
patients was NeST:126 (regulation of β-catenin transcrip-
tional activity; Figs. 4F and 6C), capturing activation of gene 
transcription by β-catenin via multiple mechanisms, includ-
ing β-catenin coactivation (EP300 and CREBBP; refs. 50, 51), 
negative regulation of β-catenin activity (HDAC2; ref.  52), 
and regulation of β-catenin ubiquitination (TP53; ref.  53). 
High in silico activity of this assembly was associated with 
significantly worse PFS outcomes (Fig.  6D), reflecting that 
genetic alteration of this complex predicts cisplatin resist-
ance. Notably, single proteins in this assembly with frequent 
genetic alterations in cancer patients, such as TP53, were not 
individually predictive of drug response (Fig. 6E; TP53 muta-
tion frequency 14% in TCGA cervical cancer). BARD1 and 
TOP2A, two DNA repair genes that do not encode members 
of NeST:126, exhibited relatively high predictive accuracy 
but had limited predictive value due to the rare occurrence 
of alterations in these genes in cervical cancer patients, mak-
ing them inapplicable to a large portion of the population 
(Fig.  6E). The assembly as a whole, however, had both high 
alteration frequency and relatively high predictive accuracy 
(Fig.  6E; 42% alteration frequency, C-index: 0.62). Beyond 
the cisplatin VNN, we also evaluated the performance of the 
other RSi drug models on prediction of cisplatin survival 
outcomes, including the single-drug and multidrug models. 
Although other single-drug VNNs were less accurate than 
the cisplatin VNN, their C-index generally outperformed the 
non-RSi VNNs (Supplementary Fig.  S6G). The multidrug 
VNN was also able to stratify cisplatin-treated patients into 
resistant and sensitive groups with comparable accuracy to 
the cisplatin VNN (Supplementary Fig. S6G).
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Figure 4. Evaluation of important assemblies by systematic siRNA screening. A, Assemblies are analyzed for their enrichment for gene knockdowns that 
affect RS response via the absolute value of the RRS, defined as the ratio of γH2AX to EdU intensity readouts. RRS screening data by Kavanaugh et al. (49). 
B, Percent of assemblies validated by enrichment in RRS assay, shown separately for those important to RSi drug models (left) vs. all others (right). Error 
bars display the standard error of the proportion. C, NeST assemblies ranked by their degree of enrichment, from most to least significant. Assemblies with 
FDR < 0.1 are highlighted in red (n = 46). Selected RSi assemblies were labeled. D, Mean importance scores for the 46 RRS-enriched assemblies (highlighted 
in C), shown separately for RSi (left) and non-RSi drug models (right). E, Venn diagram showing numbers of RSi assemblies validated by enrichment in the RRS 
assay or a separate chemogenetic drug-sensitivity analysis (Supplementary Fig. S5). F, Validated assemblies in the two functional assays are indicated on the 
NeST assemblies map. ***, P < 0.01; P value by two-sample z-test and Mann–Whitney U test.
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The RTK–JAK–STAT Assembly as a Predictive 
Marker of Cisplatin Response

The RTK–JAK–STAT assembly (NeST:89) provides an excel-
lent illustration of how predictive accuracy is driven by the 
integration of multiple rare alterations in a protein assembly 
(Fig. 7A). It consists of dense interactions of upstream growth 
factors (EGF) and receptor tyrosine kinases (RTKs, including 
EGFR and ERBB2/3/4) with downstream signaling messen-
gers and effectors (e.g., JAK1/2, STAT3/5A; Fig.  7B). Genetic 
alterations in this assembly had been initially identified as 
important for predicting cisplatin and gemcitabine responses 
in cell lines (Fig. 3A). The impact of such alterations was sub-
sequently validated in both the drug sensitivity and replication 
restart screens (Fig. 4C and 4F; Supplementary Fig S5I; Sup-
plementary Table S4), and high activity of this assembly was 
shown to be predictive of drug resistance in cisplatin-treated 
cervical cancer patients (Figs. 6B and 7C, HR = 2.8, P = 0.004).

Notably, none of the individual proteins in this complex 
were frequently genetically altered in cervical cancer, with all 
frequencies less than 10% (Fig. 7D). As an integrator of these 
rare alterations, however, the complex as a whole showed a 

relatively high frequency of alteration (44.3% in TCGA cervi-
cal cancer) and predictive accuracy (C-index: 0.58; Fig.  7D). 
Perturbation of this complex (in silico activity > 0) was associ-
ated with drug resistance, driven predominantly by alterations 
spread over eight genes. They included copy-number amplifi-
cations in ERBB2, JAK2, and EGFR; copy-number deletions in 
ERBB4, CBL, and IRS1; and point mutations in CBLB and PDG-
FRA (Fig.  7E, several of these genes had multiple alteration 
types). In general, the presence of any of these alterations was 
able to signal high assembly activity and thus cisplatin resist-
ance, following approximate OR-type Boolean logic (Fig. 7F).

DISCUSSION
Here we have advanced a set of interpretable deep learning  

models aimed at understanding genetic mechanisms of sus-
ceptibility and resistance to drugs that induce replication 
stress. Instead of associating single-gene alterations with 
drug responses directly, the strategy is to project these altera-
tions on a map of protein complexes and larger molecular 
assemblies associated with cancer. This approach is prompted 

Figure 5. Model translation to predict clinical outcomes in cervical and lung cancers. A, Top five cancer types in TCGA by the largest number of 
patients treated with cisplatin: CESC, LUSC, HNSC, LUAD, and OV. Right barplot shows the fraction of patients of each type that were treated with cis-
platin. B, Kaplan–Meier survival curves of PFS for TCGA patients with various cancer types that are indicated by different colors. Patients with CESC or 
LUSC were chosen for the cisplatin VNN model validation because they showed the best outcome following cisplatin treatment. C, Kaplan–Meier survival 
curves of PFS for cisplatin-treated and non–cisplatin-treated patients with CESC. D, Kaplan–Meier survival curves of PFS for cisplatin-treated and non–
cisplatin-treated patients with LUSC. E, Application of the cisplatin VNN to predict patient responses to cisplatin treatment. F, Kaplan–Meier survival 
curves of PFS for patients with CESC stratified by the cisplatin VNN prediction status (sensitive vs. resistant, shown by orange vs. blue). G, Kaplan–Meier 
survival curves of PFS for patients with LUSC stratified by the cisplatin VNN prediction status (sensitive vs. resistant, shown by orange vs. blue). HR, haz-
ard ratio. H, Predictive performance in response to cisplatin of RandomForest, ElasticNet, and the cisplatin VNN models (boxplots of different colors) in 
patients with CESC (left) or LUSC (right). Performance measured using the concordance index (C-index). Boxplot midline is median, box boundaries show 
upper and lower quartile, and dots show C-indices measured by five respective cross-validation modes of RandomForest, ElasticNet, and the cisplatin 
VNN models. **, P < 0.05; P value by log-rank test.
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and supported by the concept that cancer is a network-based 
disease arising from the action of hallmark cancer pathways 
(11, 54). According to this concept, a particular driving 
mutation may occur rarely in a tumor population, but such 
rare events can sometimes be better understood and mod-
eled by their impacts on common subcellular components. 
In this regard, our model identifies 41 protein assemblies in 
which genetic alterations modulate RSi drug responses, of 
which many could be corroborated by systematic gene loss-
of-function assays (Fig. 4 and Supplementary Fig. S5) and/or 
predictive power in clinical cohorts (Figs. 5–7).

Predictive Assemblies Identified by the Models
It is widely recognized that cancer cells acquire resistance 

to the damage caused by cisplatin and other RSi agents 
through multiple mechanisms, with some of the key factors 
being the activation of DNA damage response pathways as 
well as rewiring of antiapoptotic and prosurvival signaling 
cascades (24, 55). In agreement with these previous stud-
ies, our models highlight the significant roles of alterations 
in DNA repair–related assemblies, including mismatch and 

excision repair (NeST:30) as well as homologous recombi-
nation and Fanconi anemia repair (NeST:79; Fig.  3A and 
Supplementary Table  S3). Such assemblies also capture the 
previously observed interactions of multiple DNA polymer-
ases, including pol δ, ε, and η (POLD1, POLE, and POLH; 
refs. 56–58), with DNA repair proteins in regulating cisplatin 
resistance. Beyond DNA repair, an established component of 
cisplatin resistance is the dysregulation of cell growth and 
survival signaling, including the insulin receptor PI3K–AKT–
FOXO (INSR-FOXO, NeST:52; refs. 59, 60) and RAS–MAPK 
(NeST:73; ref. 61) cascades, aspects that our models also cap-
ture (Fig. 3A; Supplementary Table S3).

In addition to these well-characterized response pathways, 
a growing body of evidence has begun to implicate aber-
rant epigenetic regulation in cisplatin resistance, but the 
mechanistic details have remained unclear (62, 63). Here, all 
RSi drug models (including the specific agent models and 
the multidrug model) identify an assembly of epigenetic 
regulators in which alterations to multiple genes converge 
to modulate drug resistance in both cell lines and patients 
(epigenetic modification, NeST:34; cell lines: Fig.  3A and 

Figure 6. Protein assemblies as biomarkers of cisplatin outcome. A, Evaluation of individual assemblies for prediction of responses to cisplatin in 
patients with CESC. B, Swarmplot showing the predictive performance (C-index) of genes and assemblies in response to cisplatin in patients with CESC. 
Assemblies are grouped into the 29 important for cisplatin response in cell lines (right) vs. all other assemblies (middle). The top 10 predictive assem-
blies in patients with CESC are listed in orange. C, Interaction network of proteins in NeST:126. Edges denote Integrated Association Stringency (IAS) 
scores used to assemble the NeST map (36). D, Kaplan–Meier survival curves of PFS for cisplatin-treated patients with CESC stratified by in silico activ-
ity of NeST:126. E, Left, predictive performance (C-index) of NeST:126 assembly (top row) and its genes (all other rows except BARD1 and TOP2A) for 
prediction of CESC cisplatin response. Right, corresponding frequency at which the assembly or its genes are genetically altered in patients with CESC. 
Large circles indicate the mean C-index over five models from cross-validation. Error bars denote 95% confidence intervals (CI). C-index and alteration 
frequency of the top two predictive genes BARD1 and TOP2A that are not members of NeST:126 are shown at the bottom, separately. ***, P < 0.01;  
P value by Mann–Whitney U test and log-rank test.
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Supplementary Fig.  S4C; patients: Fig.  6B). This assembly 
integrates genetic alterations across DNA methyltransferases 
(DNMT1, DNMT3A, DNMT3B), histone methyltransferases 
(EZH2, PRDM1), histone demethylase (KDM5A), histone 
acetyltransferase (CREBBP), histone deacetylases (HDAC1–3), 

chromatin regulators (SMARCA1, CHD4, MTA1), and tran-
scription factors (RUNX1, ZBTB2, ZNF217, BRD4, TP53). 
Among these, overexpression of the histone methyltrans-
ferase EZH2 has been shown to promote, and its inhibitor to 
effectively reverse, cisplatin resistance (64–66). One possibility 

Figure 7. RTK–JAK–STAT assembly as an example predicting cisplatin resistance. A, Protein network defining NeST:89 (RTK–JAK–STAT signaling). Edges 
denote Integrated Association Stringency (IAS) scores used to assemble the NeST map. B, Oncogenic signaling pathways captured by NeST:89. C, Kaplan–
Meier survival curves of PFS for cisplatin-treated patients with CESC stratified by in silico activity of NeST:89. HR, hazard ratio. ***, P < 0.01; P value by 
log-rank test. D, Left, predictive performance (C-index) of the NeST:89 assembly (top row) and its genes (all other rows except BARD1 and TOP2A) for pre-
diction of CESC cisplatin response. Right, corresponding frequency at which the assembly or its genes are genetically altered in patients with CESC. Large 
circles represent the mean C-index over five models from cross-validation. Error bars denote 95% confidence intervals. C-index and alteration frequency 
of the top two predictive genes BARD1 and TOP2A that are not members of NeST:89 are shown at the bottom, separately. E, OncoPrint showing NeST:89 
genes (rows) by cisplatin-treated patients with CESC (columns). Patients were stratified into binary response subtypes based on NeST:89 status (low activ-
ity at left, enriched for cisplatin-sensitive patients; high activity at right, enriched for cisplatin-resistant patients). Genes sorted from top-to-bottom based 
on alteration frequency in the cisplatin-resistant subtype. F, Boolean circuit diagram representing the approximate logic function by which the genetic 
alteration status of eight NeST:89 genes predicts resistance to cisplatin in the CESC cohort. Inputs from activating or upregulating alterations are directly 
connected to the OR gates, whereas inputs from inactivating or downregulating alterations are first negated to represent an opposite signal.
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is that this and other epigenetic factors can affect cisplatin 
response via interactions with transcription factors in this 
assembly, such as RUNX1 and the zinc-finger proteins ZBTB2 
and ZNF217. The impact of alterations to other proteins in 
NeST:34 on cisplatin response is less well-studied. Beyond 
this particular assembly, our model also highlights the impor-
tance of assemblies engaged in protein transport (NeST:12), 
locomotion (NeST:14), and regulation of immune responses 
(NeST:18). These predictive assemblies present promising 
avenues for further research and therapeutics development.

The Significance of Integrating across Many 
Genetic Alterations

Historically, drug response prediction has been pursued 
predominantly through the search for single-gene markers. 
Here, a key contribution of our work is to demonstrate how 
individual genetic alterations may be integrated into a uni-
fied quantitative assessment of drug resistance, calling atten-
tion to both well-known and understudied effects (Fig. 1A). 
For example, the predictive NeST:89 assembly (RTK–JAK–
STAT signaling, Fig. 7) integrates and quantitatively weighs 
the effects of well-documented genetic markers of cisplatin 
resistance in cervical cancer, such as EGFR, JAK2, STAT3, 
and STAT5 (67–70). It also integrates additional predictive 
features that have been less well-appreciated, including copy-
number deletion of CBL and ERBB4 as well as mutations of 
PDGFRA. Negative regulators like ubiquitin ligases (CBL and 
CBLB) may counterbalance the activation of EGFR and other 
RTKs, influencing the sensitivity to RSi agents like cisplatin. 
Unlike other oncogenic ERBB family proteins in this assem-
bly, ERBB4 can form tumor-suppressing homodimers and 
negatively regulate STAT5A (71). This unique aspect of the 
ERBB4 paralog may explain why in our models ERBB4 dele-
tions are predictive of cisplatin resistance in cervical cancer 
patients (Fig. 7E and 7F). More generally, the extensive inter-
actions in this assembly interconnecting RTKs to JAK–STAT 
factors (Fig. 7A) suggest that alterations of RTKs may trigger 
downstream JAK–STAT signaling to modulate the cellular 
response to cisplatin and potentially other RSi agents. Nota-
bly, the integration of all of these effects yields an integrated 
marker of cisplatin resistance with both high alteration fre-
quency and predictive power (Fig. 7D).

Comparison with Previous ML Models
Our work extends previous RSi drug response models along 

several lines. A first group of models representing the major-
ity of ML drug response modeling efforts (72) has focused 
on mRNA expression features for prediction. For example, 
Jin and colleagues used expression features very effectively in 
their state-of-the-art pan-drug-response model, which was also 
interpretable (73). Here the VNN models are complementary, 
as they focus on the integration of rare and common genetic 
alterations, including somatic mutations and copy-number 
aberrations. A second group of models has sought to identify 
gene signatures associated with responses to single RSi drugs 
(74–78), such as with Sui and colleagues, who focused on pre-
dicting cisplatin resistance in non–small cell lung cancer (77). 
Conversely, at the opposite end of the spectrum are models 
trained across very large numbers of drugs, including Deep-
CDR and DrugCell (30, 48). Although such studies do not 

focus on RSi agents in particular, they nonetheless include rep-
resentative RSi agents among hundreds of others, and some of 
these models also provide mechanistic pathway interpretation. 
Likely due to their generality, these models appear to sacrifice 
precision in RSi drug response prediction (e.g., see compari-
sons in Fig. 2B). In this respect, the multitask implementation 
presented here appears to strike a useful balance between single 
RSi drug models and pan-drug models in that it can cap-
ture both drug-specific features alongside general mechanisms 
underlying multiple RSi responses (Supplementary Fig. S3C).

Systematic Validation of Assemblies via 
Complementary Functional Assays

Our exploration of the predictive protein assemblies 
invoked two distinct types of genome-wide functional assay, 
with complementary insights. We first sought to confirm 
assemblies in which loss of gene function affects tumor cell 
fitness during drug treatment (47). This assay provides a direct 
test of the prediction that genetic alterations in an assembly 
affect drug response, and it scales easily to multiple drugs 
using a pooled gene knockout library. On the other hand, 
drug sensitivity provides less information about the specific 
functions of an assembly, as it integrates the outputs of repli-
cation stress pathways with numerous other cellular responses 
such as growth signaling, apoptosis, immune response, drug 
export, and so on. In contrast to this first screen, the second 
genome-wide assay sought to identify assemblies that relate 
specifically to mechanisms of DNA replication and replication 
restart (49). This second screen offers richer phenotypic read-
outs than cell fitness, using dual markers for replication dam-
age and restart, respectively, and thus is a more direct probe 
of RS responses. On the other hand, not all genes underlying 
a replication phenotype necessarily affect the ultimate drug 
response. Furthermore, the direct replication phenotypes were 
screened in an arrayed format one gene at a time and thus were 
only available for a single RSi agent in our study. Regardless, 
24 assemblies important to the RSi drug models could be sup-
ported by drug-sensitivity screens and 21 by replication restart 
screens, covering 30 assemblies total (Fig. 4E).

Limitations and Future Directions
Although we have mainly explored protein assemblies for 

their power as integrated genetic markers of drug response, a 
complementary direction will be to incorporate other layers 
of omics data, such as gene expression. Another compel-
ling direction will be to explore the important assemblies 
as a source of drug targets. Targeted therapies that induce 
tumor-specific replication stress have emerged as a promis-
ing avenue for cancer treatment (12), as have synthetic com-
binations of RSi drugs with second points of intervention 
(79). In this regard, we identified as many as 41 important 
protein assemblies that mediate RSi drug responses, some 
of which may cause further replication stress when targeted. 
These assemblies might thus be used to design and conduct 
a systematic screen to disrupt and overexpress proteins from 
each RSi assembly in combination with a broad panel of 
FDA-approved drugs. These assemblies also serve as a valu-
able resource for elucidating the biology of DNA replication 
stress and its associated response pathways. Furthermore, 
the presence of common RSi drug regulatory mechanisms 
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observed in non-RSi drugs (e.g., manumycin and ML210; 
Figs. 2C and 3C) suggests the possibility that these drugs 
induce indirect or secondary effects on DNA replication or 
establish cross-talk between their primary effects and DNA 
damage responses. Although these drugs are not originally 
designed to target RS, our study underscores the importance 
of a systematic elucidation of drug response mechanisms.

METHODS
Preparation of Therapeutics Response Data

Drug response data were retrieved from the GDSC database (with 
separate data sets GDSC1 and GDSC2) and the CTRP (with separate 
data sets CTRP1 and CTRP2) in July 2022 (43–46). Together, these 
repositories covered a total of 692,859 cell line–drug pairs, compris-
ing 1,244 cell lines and 888 drugs with some pairs missing. The 
numbers of cell lines with response data informing each RSi drug 
were as follows: cisplatin (947), gemcitabine (1,210), camptothecin 
(799), etoposide (1,181), olaparib (1,213), and CD437 (825). Drug 
information: Each molecule’s published name, synonym, or SMILES 
string was queried using PubChemPy, and the corresponding associ-
ated InChiKey was extracted and stored. Duplicate drugs (within or 
between repositories) were then matched with one another using 
InChiKeys, and PubChemPy was used to extract isomeric SMILES 
strings. Some compounds with no matches were manually anno-
tated. Cell viability data: For CTRP, the average percent viability 
files, which have been normalized to vehicle control, were used. For 
GDSC1, data were normalized to “cells-only” controls on a per-plate 
basis. For GDSC2, data were normalized to DMSO control wells on 
a per-plate basis. Data were then averaged across all replicates for 
each data set separately. For drug response measurement, we used 
area under the dose–response curve (AUC), in which AUC  =  0 cor-
responds to complete cell killing and AUC  =  1 corresponds to no 
cell killing; AUC > 1 represents a growth advantage conferred by the 
drug. The harmonized AUCs calculated in this study were in agree-
ment with AUCs reported by the original consortia (Pearson correla-
tions of 0.92, 0.83, 0.91, and 0.91 for CTRP1, CTRP2, GDSC1, and 
GDSC2, respectively).

Selection of Gene Features
A set of 718 clinical genes was assembled from the union of those 

in which mutations and/or copy-number aberrations are assessed 
by one or more of the following clinical panels: FoundationOne 
CDx (40), Tempus xT (41), PALOMA-3 trial (80), or Project GENIE 
(42). To compile genotypes for all cell lines, we extracted nonsynony-
mous coding mutations and copy-number alterations for the clinical 
panel genes from the Cancer Cell Line Encyclopedia (release 22Q1; 
ref. 81). Gene mutations were marked as either present (“1”) or absent 
(“0”), with mutations filtered to recognize the following types: mis-
sense, nonsense and nonstop mutations, frame-shift insertions and 
deletions, splice-site and region variations, and in-frame insertions 
and deletions. Gene copy-number deletions or amplifications were 
marked separately, also using binary (1/0) indications. Together, 
mutations, copy-number deletions, and copy-number amplifications 
served as features for each of the clinical panel genes.

Model Architecture
We queried the NeST hierarchy of cancer protein assemblies (36) 

to identify those that contained clinical panel genes. We define a hier-
archy of protein assemblies as a multilayered directed acyclic graph 
in which individual genes recursively cluster together to form assem-
blies that are connected to other assemblies in parent–child relation-
ships all the way up to the root of the structure that represents a 
cancer cell (Supplementary Fig. S2). In our models, protein assemblies 

were filtered to require ≥5 clinical panel genes or >1 child assembly, 
producing a final hierarchy consisting of 131 assemblies distributed 
over 7 layers. An assembly in NeST can have both single proteins and 
other assemblies as its children (Supplementary Fig. S3A).

We trained six single-drug VNNs (29) and one multidrug VNN 
(Fig.  2A), in which the VNN architecture followed the connections 
of the 718 genes and 131 assemblies in NeST (Supplementary 
Fig.  S3). Gene alterations (mutations, copy-number deletions, and 
copy-number amplifications) form the input feature layer, which con-
nect together to form the gene layer (Supplementary Fig. S3A). For 
any gene gi, we denote the input features as a vector I and the output 
as gi, in which i ϵ [1, 718], Ii ϵ [0, 1]3 and gi ϵ R. Hence, a gene-layer 
equation is given by

gi = BatchNorm(Tanh(Linear(Ii)))

BatchNorm indicates batch normalization (82), Tanh indicates 
a hyperbolic tangent function, and Linear indicates a weighted 
linear transformation.

The remaining layers of the model represent the 131 NeST assem-
blies, in which each assembly is represented by n neurons, and every 
parent–child connection follows the edges in the hierarchical map. 
An assembly–gene pair is connected through n × 1 connections and 
an assembly–assembly pair through n × n connections. The number 
of neurons is a hyperparameter. Dropout (83) with probability = 0.3 
was added to layers 5 through 8 after hyperparameter optimization. 
Given an assembly Aj connected to k child assemblies and m  genes, its 
input is denoted by a vector Ij of dimension n*(n*k + m) and output 
by a vector Aj of dimension n, in which Aj ϵ Rn and j ϵ [1, 131] . Thus, 
the equation for an assembly is given by

Aj = BatchNorm(Tanh(Linear(Dropout(Ij))))

The state of an assembly, which we refer to as the “in silico activity,” 
is defined as a function of the states of its k child assemblies and m 
genes. To reduce in silico activity to a single dimension, we compute 
the first principal component resulting from principal component 
analysis (PCA; ref. 84) of the set of neuron values for each assembly. 
The final output for a single-drug model is a linear transformation of 
the output of the root, resulting in a real number in the range [0,1]. 
For the multidrug model, the output of the root node is connected 
to an additional layer of neurons, one for each of d drugs, resulting in 
an output vector O ϵ Rd. Hence, the output-layer equation is given by

O = Tanh(Linear(Aroot))

The objective function (Loss) of the VNN aggregates the MSE 
across every assembly in the hierarchy. The loss function for a single-
drug model can be defined as

∑ ( )( )( )= + α + β
≠

Loss MSE O , y MSE Linear A , y W
j root

j

The parameter α was set to 0.3, whereas β was tuned by hyperpa-
rameter optimization. Linear denotes the linear function used for 
transforming the vector Aj to a scalar. Note that for the single-drug 
models, O is already a scalar. W denotes the weights of the neural 
network. AdamW (arXiv 1711.05101) was used to optimize weights. 
For the multidrug model, the final loss is the sum of loss for each 
drug, given by

∑∑ ( )( )( )= + α + β










≠
Loss MSE O , y MSE Linear A , y Wd d

j root
j

d

d

NB: Assembly states and weights remain the same because they are 
shared across all drugs.

Model Training
All models were trained using a five-fold nested cross-validation 

procedure. For each fold setting, 64% of cell lines were split as a 
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training set, 16% as a validation set (used in hyperparameter tuning), 
and 20% as a test set, ensuring that cell line replicate measurements 
(e.g., from different GDSC or CTRP data sets) were not split between 
test and training sets. Hyperparameter optimization was performed 
using Optuna (85). All VNN models were implemented in PyTorch 
and trained using five GPU servers containing four Nvidia Tesla 
V100s each with 5120 CUDA cores and 32GB GDDR6 RAM.

Alternate Models for Performance Comparison
We assessed three models for benchmarking the performance of 

VNN models. We constructed a black-box artificial neural network 
(ANN; ref.  35) using the Python scikit-learn library (86), which 
was allotted the same number of neurons and layers as the VNN 
model. The ANN was trained and optimized using the exact same 
procedure as the VNN models. We also evaluated two previously pub-
lished models, DeepCDR (48) and DrugCell (30). Both models were 
retrained against the exact mutation calls and drug responses used 
for the VNN models using five-fold cross-validation. We assessed 
the performance of these models on held-out cell lines, as com-
pared with the held-out drug, cell line pairs used originally in  
these studies.

Predicting Drug Response Using the Multidrug Model
To predict cellular response to each drug (6 discovery and 39 test 

drugs), first we divided the cell lines into five held-out sets, such that 
no cell line was used in training the model. The model predicted 
six responses per cell line, one for each RSi drug (O, Supplementary 
Fig.  S3C). As each fold predicted response to a distinct set of cell 
lines, the responses from all the folds were simply aggregated to cal-
culate one odds ratio per discovery drug and six odds ratio values per 
test drug. The odds ratio and its confidence interval were reported 
for the discovery drugs (Fig. 2B). The mean and standard error of the 
six ORs were used to compare the predictions across the test drugs 
(Fig. 2C).

SI Score
To determine the importance scores of protein assemblies for 

drug response prediction, we adopted a variation of “relative local 
improvement in predictive power” previously reported by Ma and 
colleagues (29). For each of the five pretrained models correspond-
ing to each drug, we used Ridge Regression, an L2-norm regularized 
linear regression method trained on assembly neuron values (A, Sup-
plementary Fig.  S3A), to model the predicted drug response of an 
assembly (system). SI was calculated using the Spearman correlation 
between the prediction of Ridge Regression and VNN drug response 
for the single-drug models or the in silico activity of the root node for 
the multidrug model. Throughout the paper, SI scores were averaged 
across all five models. A higher SI score indicated an assembly for 
which the neurons had a strong contribution to VNN predictions 
and could therefore be considered important; conversely, a low SI 
score indicated an assembly for which the neurons were weak predic-
tors of VNN predictions and could therefore be considered of low 
importance. Assemblies with SI scores of  ≥0.5 were referred to as 
important assemblies (Fig. 3A).

Enrichment of Important Assemblies in Functional Screens
The function “gost” from the R package “g:Profiler” (87) was used 

to identify the functional enrichment of genes in the NeST assem-
blies. An assembly-to-genes annotation file (.gmt; Supplementary 
Table  S1) was created using the function “CreatePathwayCollec-
tion” in the R package “pathwayPCA.” Genes were first rank-ordered 
by the degree (absolute z-score) to which their loss-of-function 
modulates the response to an RSi drug in the CRISPR/Cas9 screens 
or RNAi screen (47, 49). The ranks in each of the chemogenetic 
screens or the RNAi screen were then loaded into “gost” to find the 

overrepresentation of assembles from NeST. The Benjamini–Hoch-
berg procedure was utilized to adjust P values for multiple compari-
sons. Overrepresentation with FDR < 0.1 was considered enrichment 
in the CRISPR/Cas9 screens. (Supplementary Fig. S5). Note that the 
models identify assemblies important for sensitivity or resistance, 
by integrating the effects of both gain- and loss-of-function genetic 
events. However, the models currently only have binary annotations 
for mutations, without distinguishing gain or loss of function. 
Given the integrated bidirectional complexity of mutation functions 
and response outputs, we evaluated CRISPR knockouts or RNAi 
knockdowns as signless modifiers for systematic validations. A more 
detailed evaluation can be performed for a specific assembly by care-
fully examining individual patient mutations.

Preparation of Cisplatin Clinical Data
Genotypes (mutations, copy-number variations) for patients 

treated with cisplatin were queried from TCGA (PanCancer Atlas) via 
cBioPortal (https://www.cbioportal.org/datasets). Patients treated 
with multiple RSi drugs (cisplatin and etoposide; cisplatin and gem-
citabine) were excluded, resulting in 368 cisplatin-treated patients 
with genomic profiles and clinical information. The patient popu-
lations in which cisplatin is the standard of care were selected for 
a focused model evaluation. We further selected cisplatin-treated 
cancer types with at least 30 patients. This resulted in five types, 
including 106 patients with CESC, 45 patients with lung squamous 
carcinoma (LUSC), 92 patients with head-and-neck squamous cell 
carcinoma (HNSC), 58 patients with LUAD, and 67 patients with 
ovarian serous cystadenocarcinoma (OV; Fig. 5).

Model Evaluation for Cisplatin-Treated Patients
We evaluated the prediction performance of the cisplatin VNN 

model using the concordance index (C-index) and HR (88), which 
were calculated using “Lifelines,” a Python survival analysis library. 
C-index quantifies the fraction of concordant pairs in patients, com-
paring predicted AUC with actual survival time, out of all possible 
pairs. Those pairs were discarded if the earlier time was censored. For 
a given test set, its risk scores with event time and event status were 
used to calculate the C-index. A higher C-index value indicates a bet-
ter time-to-event prediction model, with a C-index of 1.0 indicating 
perfect prediction and a C-index of 0.5 indicating random prediction. 
C-index <0.5 indicates an anticoncordance relation. HR is a statistical 
measure that compares the relative hazard rates between predicted 
resistant and sensitive patients, using the Cox proportional hazards 
regression method (89). An HR >1 indicates a higher risk in the pre-
dicted resistant group compared with the sensitive group (Figs. 5–7 
and Supplementary Fig. S6).

Data Availability
The data sets used in this study are all publicly available: GDSC1 

and GDSC2: https://www.cancerrxgene.org/; CTRP1: https://portals. 
broadinstitute.org/ctrp.v1/; CTRP2: https://portals.broadinstitute.
org/ctrp.v2.1/; DepMap 22Q2: https://doi.org/10.6084/m9.figshare. 
19700056.v2; cBioPortal (https://www.cbioportal.org/datasets). The 
pretrained models are available on GitHub in their respective repositories.

Code Availability
The source codes is available at GitHub: VNN https://github.com/ 

idekerlab/nest_vnn; multidrug VNN https://github.com/idekerlab/ 
multitask_vnn.
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