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Abstract

Automating the culture of stress-reduced cerebral organoids with microfluidics

for long-term, feedback-driven experiments
by
Spencer T. Seiler

Stem cell biology has enabled the development of 3D organ-specific in witro
models that mimic aspects of in vivo tissue. The analysis of tissue cultures, particularly
brain organoids, takes a high degree of coordination, measurement, and monitoring.
Here, I have developed a novel microfluidic platform that automates the culture of in-
dividual organoids in isolated microenvironments at user-defined flow rates. This tech-
nology has enabled greater homeostatic regulation of culture’s media through frequent,
low-volume replenishment cycles. RNA sequencing (RNA-seq) analysis of automated
cerebral cortex organoid cultures showed benefits in reducing glycolytic and endoplas-
mic reticulum stress compared to conventional in wvitro cell cultures. For the first time,
longitudinal metabolic profiles tracing glucose and lactate over 105 days of culture were
achieved for six cerebral cortex organoid protocols.

The microfluidic technology was advanced to integrate electrophysiology and
imaging into a unified system for feedback-driven studies. An Internet of Things (IoT)
architecture was developed to enable continuous, communicative interactions among
sensing and actuation devices, achieving precisely timed control of biological experi-

ments. Computer vision for fluid volume estimations of aspirated media was used as

ix



feedback to rectify deviations in microfluidic perfusion during media feeding/aspiration
cycles. The system performed 7-day studies of mouse cerebral cortex organoids, compar-
ing manual and automated protocols. The automated experimental samples maintained
robust neural activity throughout the experiments; however, the system enabled hourly
electrophysiology recordings that revealed dramatic temporal changes in neuron firing

rates not observed in once-a-day recordings.



This work is dedicated to my parents, Todd and Laurie,
whom cheered me on at each success and picked up every phone call at
each low. I have the greatest love and gratitude for the continual blessings
that my family has brought to my life, enabling my persistence through

the marathon that is scientific research.

xi



Acknowledgments

The Braingeneer’s lab and UCSC has been a haven for scientific investigation. I want
to chiefly thank professors Mircea Teodorescu, Sofie Salama, and David Haussler for
advising, funding, critiquing, and promoting my work here. I have also been greatly
influenced by the guidance of Mohammed Mostajo Radji, Rob Currie, Tal Sharf in the
Braingeneers. 1 want to thank the UCSC Genomics Institute and Baskin School of
Engineering for their resources and the research environment.

My work here has been possible through the gracious collaboration of colleague

researchers. The major contributions and gratitudes I would like to call out are:

Kateryna Voitiuk for generating the microfluidic culture chamber, 3D printing,
designing the IoT messenging software, running experiments, analyzing data, and

co-writing the ”Integrated System” manuscript.

e Mirella Pessoa de Melo (Ella) for the generating computer vision technology

and co-developing the Integrated System.

¢ Ryan Hoffman for the meticulous and extensive organoid cell culture, single cell

sequencing, and experimental design regarding our ” Adaptive Glucose” study.

e Sebastian Hernandez and Hunter Schweiger for producing the magically

sparky mouse organoid cultures.

e Jess Sevetson and Tjitse van der Molen for experimental design, guidance in

electrophysiology, and data analysis.

xii



Pierre Baudin and Victoria Ly for the Picroscope imaging platform and exper-

iment collaborations.

Mojtaba Zeraatkar for design and development of the servo-motor manifold.

Gary Mantalas for assistance in experimental design, organoid culture, and

RNA-seq library construction.

Jack Selberg and Sergio Cordero whom designed and fabricated the microflu-
idic chips.
David F. Parks for generating and maintaining the braingeneerspy software

infrascrutcture making our automated experiments possible.

Sebastian Torres who completed the COMSOL finite element analysis simulat-

ing the microfluidic chip’s fluid dynamics.

Viktor Yurevych, Ravipa Losakul, Ruiting Xu, and Julker Neyen Sam-
pad as collaborators whom generated the devices and protocols for extracellular

vesicle sensing and analysis.

I want to extend a further thanks to Anna Toledo, Demir Ozcakir, Quinton

Brail, Kristof Tigyi, Samira Vera-Choqqueccota, Yohei Rosen, Jinghui Geng (Sury),

Valeska Victoria, Pierre Baudin, Lon Blauvelt, Catharina Lindley, the IBSC Cell Culture

Facility (RRID:SCR 021353), Pacific Research Platform (PRP), and the UCSC Life

Sciences Microscopy Center (RRID:SCR 021135) for valuable resources and assistance.

xiii



This work was supported by the Schmidt Futures Foundation SF 857 and the
National Human Genome Research Institute under Award number 1IRM1HG011543, the
National Institute of Mental Health of the National Institutes of Health under Award
Number ROIMH120295, the National Institute of Mental Health grant 1U24MH132628,
the National Institutes of Health (NIH) under award number K12GM139185 and the
Institute for the Biology of Stem Cells (IBSC) at UC Santa Cruz, the National Sci-
ence Foundation under award number NSF 2034037, and NSF 2134955. This work
was supported in part by National Science Foundation (NSF) awards CNS-1730158,
ACI-1540112, ACI-1541349, OAC-1826967, OAC-2112167, CNS-2100237, CNS-2120019,
the University of California Office of the President, and the University of Califor-
nia San Diego’s California Institute for Telecommunications and Information Technol-

ogy/Qualcomm Institute.

Xiv



Chapter 1

Introduction

1.1 Motivation

Automated technologies are transforming our ability to control, and I receive
great satisfaction in engineering tools to magnify the quality and scale of research. Elec-
tronic and mechanical devices have a better orientation to accomplish tasks of precision,
consistency, and throughput compared to human researchers. I believe furthering the
use of automated technologies is an incredible, yet untapped advantage for the field of
biological research. By designing and presenting tools for automation-assisted research,
we can lower the barrier of entry so that novices or experts in other disciplines may
complete complex, large-scale experiments that would otherwise be prohibitive. This
is the heart of democratizing scientific research so that many diverse participants may
contribute and interact with our growing body of science. In addition to generating au-

tomated technologies for a broader audience, doing so by means of open-source designs,



maker-space printed components, and wide-ranging application changes the paradigm
regarding robotic solutions. Currently, it takes immense industrial scale and massive
repetition to merit robotic automation. Instead, I am motivated by generating versatile,
reprogrammable technologies that drive greater fundamental discovery while reducing
manual labor. To me, these advances usher in a future where researchers from many
walks of life spend more time in creative and analytical spaces while our automated

tools care for our experiments with great precision at all hours of the day.



1.2

Contribution of Work

This thesis presents a technological advance and new protocols in tissue culture

research. I co-led the research leading to publication, ”Modular automated microfluidic

cell culture platform reduces glycolytic stress in cerebral cortex organoids” [84] and

preprint, ” A feedback-driven IoT microfluidic, electrophysiology, and imaging platform

for brain organoid studies” [105].

Developed the Autoculture platform, an automated microfluidic system for long-
term cerebral organoid culture, integrating precision fluid handling, environmental

control, and real-time monitoring [84, 48, 59].

Designed and validated novel microfluidic chips for individual organoid culture,

enabling high-throughput and reduced variability [84].

Demonstrated reduced glycolytic and endoplasmic reticulum cellular stress in au-

tomated organoid cultures [84].

Produced longitudinal metabolic profiles tracing glucose and lactate over 105 days
of culture were achieved for six cerebral cortex organoid protocols [publication in

development].

Engineered a feedback control system for media exchange in long-term organoid

cultures, ensuring stable environmental conditions [105].

Integrated high-density microelectrode arrays with automated microfluidics and



in-incubator imaging, creating a comprehensive platform for multi-modal organoid

analysis [105, 59].

Established protocols for maintaining stable, long-term (7+ days) automated
organoid cultures with minimal human intervention, paving the way for extended

developmental studies [84, 48, 105].

Revealed dynamic neural activity patterns in cerebral organoids through high-
frequency, long-term electrophysiological recordings, uncovering temporal dynam-

ics [105].



1.3 List of Terms

Autoculture: Name of the automated, microfluidic cell culture platform that includes

hardware, electronics, microfluidic tubing, consumables, and software.

Cerebral cortex organoid: 3D cell cultures derived from stem cells that model as-
pects of human brain development and function, including many cortex-specific

cell types and sub-regions.

Connector plate: The custom-manufactured platform-to-chip interface plate that mates
microfluidic tubes (from the Autoculture platform) to inlets and outlets of the mi-

crofluidic chip.

Manifold: An extension to the connector plate that performs fluid channel switch

operations, enabling multiplexed microfluidics.

Microfluidic chip: The custom well plate designed to interface with the Autoculture

platform and service cultures in parallel.

Organoid Nursery: A variation of the microfluidic chip that is aimed expanding

organoid cultures in high-throughput and consistency.

Stress: A cellular condition of disregulated health leading towards cell death. This is

sub-categorized here as glycolytic and endoplasmic reticulum (ER) stress.



1.4 List of Abbreviations

AF: Automatic feeding, an experimental condition where organoids are fed automati-

cally but recorded manually.

AFAR: Automatic feeding and automatic recording, an experimental condition com-

bining automated feeding and electrophysiological recording.

API: Application programming interface, a set of protocols, routines, and tools for

building software applications.

AR: Automatic recording, an experimental condition where organoids are automati-

cally recorded but fed manually.

CFD: Computational fluid dynamics, a branch of fluid mechanics that uses numerical

analysis and data structures to analyze and solve problems involving fluid flows.

CMOS: Complementary Metal-Oxide-Semiconductor, a technology used in manufac-

turing microelectronics, including microelectrode arrays.

DGE: Differential gene expression, relating to RNA sequencing analysis.

FEP: Fluorinated ethylene propylene, a type of fluoropolymer used for tubing in the

microfluidic system.

GUI: Graphical user interface, a form of user interface that allows users to interact

with electronic devices through graphical icons and visual indicators.



HD-MEA: High-density microelectrode array, a device used in electrophysiology to
measure the electric field potential of cells, particularly neurons. It consists of an

electrode grid used to detect the electrical signals of cells cultured on the array.

HSV: Hue, saturation, value, a color model used in computers for image processing.

IoT: Internet of Things. A network of interconnected devices that can communicate

and exchange data.

PSCs: Pluripotent stem cells, cells that can give rise to all cell types found in an
organism, including both embryonic stem cells (ESCs) and induced pluripotent

stem cells (iPSCs).

LED: Light-emitting diode, a semiconductor device that emits light when an electric

current passes through it.

MAE: Mean absolute error, a measure of the average magnitude of errors in a set of

predictions.

MQTT: Message queuing telemetry transport, a messaging protocol used for IoT com-

munication.

Oxphos: Oxidative phosphorylation, the metabolic pathway in which cells use enzymes

to oxidize nutrients, thereby releasing energy which is used to produce ATP.

LDH: Lactate dehydrogenase, an enzyme that catalyzes the interconversion of pyruvate

and lactate.



LOO: Leave-one-out cross-validation, a method for assessing how well a model gener-

alizes to unseen data.

PDMS: Polydimethylsiloxane, a silicone-based polymer often used in microfluidic de-

vices.

RMSE: Root mean square error, a measure of the standard deviation of residuals in a

predictive model.

RNA-seq: RNA sequencing, a technique used to analyze gene expression by sequencing

RNA molecules in a biological sample.

ROS: Reactive oxidative species.

S3: Simple Storage Service, a cloud storage service provided by Amazon Web Services.

SOP: Standard operating procedure. This is a verified protocol that is taken to ensure

proper use of instruments, quality of data, and consistency between operators.

TCA: Tricarboxylic acid cycle, also known as the Krebs cycle, a series of chemical
reactions used by aerobic organisms to release energy through the oxidation of

acetyl-CoA.

UUID: Universally unique identifier, a letter /number identifier for cloud infrastructure

organization and data retrieval.



Chapter 2

Background

2.1 In Vitro Models of the Brain

2.1.1 Stem cell-based models

Cell culture has been a fundamental model for studying human disease and
development for over 70 years, dating back to the isolation of HeLa cells from a human
cervical cancer biopsy [87, 81]. These cultures were optimized for rapid growth and high
yields, particularly for virus research, and many aspects of these early protocols persist
in modern cell culture practices. However, there is increasing recognition that traditional
culture methods often fail to accurately mimic physiological conditions, particularly in
terms of nutrient concentrations and metabolic dynamics [15].

The advent of human pluripotent stem cell (hPSC) technology has revolution-

ized in vitro modeling of human tissues [74, 62]. This field encompasses two main types



of pluripotent stem cells: embryonic stem cells (ESCs) and induced pluripotent stem
cells (iPSCs). ESCs, first isolated from human blastocysts in 1998 by Thomson et al.
[98], possess the ability to differentiate into all three germ layers. The development of
iPSCs by Takahashi and Yamanaka in 2006 [95] further expanded the potential of stem
cell research by allowing the reprogramming of adult somatic cells into a pluripotent
state, overcoming ethical concerns associated with ESCs, and opening up possibilities
for patient-specific disease modeling.

Pluripotent stem cells offer opportunities to study human development, disease

processes, and potential therapeutic interventions. Key applications include:

Developmental biology: hPSCs allow researchers to study early human devel-
opment in vitro, providing insights into processes that were previously inaccessible

[108].

e Disease modeling: Patient-derived iPSCs enable the creation of disease-specific

cell lines, facilitating the study of genetic disorders and complex diseases [45].

e Drug discovery and toxicology: Stem cell-derived tissues provide more phys-
iologically relevant models for drug screening and toxicity testing compared to

traditional 2D cell cultures [16].

e Regenerative medicine: The ability to generate specific cell types from hPSCs

holds promise for cell replacement therapies and tissue engineering [97].

The integration of stem cell technology with advanced culturing methods, such

10



as microfluidics and organ-on-chip systems, promises to further bridge the gap between
in vitro models and in vivo physiology [30]. These approaches aim to provide more
accurate and physiologically relevant models for studying human biology and disease,

ultimately accelerating the translation of basic research into clinical applications.

2.1.2 Cerebral organoids: development and applications

Building upon advances in stem cell biology, three-dimensional (3D) organoid
cultures have emerged as powerful tools for modeling complex tissues and organ systems.
Cerebral organoids, in particular, have gained significant attention for their ability to
recapitulate key aspects of human brain development and function [40, 17]. These 3D
cultures are generated by aggregating hPSCs and subjecting them to specific differen-
tiation protocols that promote the formation of neural tissues [41].

Cerebral organoids contain multiple cell types found in the developing brain,
including neural progenitors, neurons, and glial cells, organized into structures remi-
niscent of the cerebral cortex [72]. They have been successfully used to study various
aspects of neurodevelopment [33, 53], model neurological disorders [23], and even inves-
tigate human-specific features of brain evolution [68].

The process of generating cerebral organoids typically involves several key steps
(see Fig. 2.1): expansion of hPSCs in 2D culture, aggregation of cells into embryoid
bodies, neural induction through the inhibition of specific signaling pathways (e.g.,

WNT and Nodal/Activin), and maturation and differentiation in 3D culture conditions.
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| ROCK Inhibitor WNT Inhibitor FGF (Fibroblast Growth Factor B)
SMAD Inhibitor EGF (Epidermal Growth Factor)

Pluripotent Aggregation Organqid Organoid growth and maintenance
stem cells formation

of

Automated

Figure 2.1: Overview of the human cerebral organoid generation protocol. (A) Hu-
man pluripotent stem cells are expanded in traditional 2D culture, dissociated, ag-
gregated into microwells, and matured into 3D organoid cultures using defined media
conditions to promote cerebral cortex tissue differentiation. In this study, on day 12
post-aggregation, organoids were either kept in suspension and maintained manually
(black arrow) or transferred to individual wells of a microfluidic chip and maintained
in automation (blue arrow). (B) Images of cerebral organoid cultures. Bright-field
images at low (left) and high (center) magnification under standard culture conditions
show organoid morphology and heterogeneity. Immunofluorescence stains on week 5
for PAX6 (green, radial glia progenitor cells), CTIP2 (BCL11B) (magenta, excitatory
projection neurons), ZO-1 (TJP1) (white, tight junction proteins on radial glia end-
feet, apical surface of the neural tube), show characteristic ventricular zone-like rosette
structures with radial glia surrounded by neurons. Nuclei stained with DAPI (blue).
(C) Image of the PDMS microfluidic chip. The custom cell culture chip, modeled after
a standard 24-well plate, houses organoids for automated experiments.

As organoid development progresses, various cell types and structures emerge,

12



including radial glial cells organized into ventricular zone-like rosettes, intermediate
progenitors, and neurons of different cortical layers [21].
Despite their utility, currently cerebral organoid models face several limita-

tions:

Variability between batches and protocols

Lack of vascularization, leading to potential nutrient and oxygen gradients

Presence of cellular stress that may not accurately reflect in vivo conditions

Absence of certain cell types/subtypes and structures found in the developing

brain

These challenges highlight the need for improved culture systems that can bet-
ter maintain physiological conditions, reduce artifactual stress responses, and promote

more complete and accurate brain-like development [6, 103].

2.2 Cellular Metabolism in the Brain

2.2.1 Glucose and glycolysis

The brain is an exceptionally energy-demanding organ, consuming approxi-
mately 20% of the body’s resting energy despite comprising only 2% of body mass [27].
Glucose serves as the primary energy source for the brain, with its metabolism occurring
through a series of interconnected pathways: glycolysis, the tricarboxylic acid (TCA)

cycle, and oxidative phosphorylation [111].

13



Glycolysis, the initial step in glucose metabolism, occurs in the cytosol and
involves the breakdown of glucose into pyruvate through a series of enzymatic reactions.
This is a ten-reaction, two-stage process that yields a net gain of 2 ATP molecules per
glucose molecule, as well as reducing equivalents in the form of NADH [20]. Although
glycolysis doesn’t require oxygen, it occurs in both aerobic and anaerobic variations.
In aerobic conditions, pyruvate enters the citric acid cycle and undergoes oxidative

phosphorylation leading to the net production of 30-32 ATP molecules.

The overall reaction of aerobic glycolysis can be summarized as:

Glucose +2 NADY +2 ADP +2 P,

— 2 Pyruvate +2 NADH +2 HY +2 ATP + 2 H,0

Key regulatory enzymes in glycolysis include:

e Hexokinase (HK): Catalyzes the first step of glucose phosphorylation

e Phosphofructokinase (PFKM): The primary rate-limiting enzyme of glycoly-

sis [1]

e Glyceraldehyde-3-phosphate Dehydrogenase (GAPDH): The enzyme to

convert NAD+ to NADH in glycolysis

e Pyruvate kinase (PK): Catalyzes the final step, generating ATP and pyruvate

14



2.2.2 Lactate and anaerobic glycolysis

Under conditions of limited oxygen availability or high energy demand, cells
can engage in anaerobic glycolysis, also known as the lactic acid cycle. This process
involves the conversion of pyruvate into lactate, catalyzed by lactate dehydrogenase
(LDH) [25]. Anaerobic glycolysis is an energetic compromise in that it sacrifices 95% of
the potential energy in glucose (36 out of 38 ATP) however, it receives the 5% of energy
(2 ATP) 100 times faster than through oxidative phosphorylation [112]. Anaerobic
glycolysis transforms glucose into lactate and is generally reserved for short bursts of
high metabolic requirements.

Under high energy demand when oxygen is limited, lactate is produced from
pyruvate faster than the system can process it, causing lactate concentrations to rise.
The lactate production is beneficial for NAD+ regeneration (pyruvate is reduced to
lactate while NADH is oxidized to NAD+), which is subsequently used in the oxidation
of glyceraldehyde 3-phosphate (G3P) during the production of pyruvate from glucose
in aerobic glycolysis. In this way, the byproducts of short-term lactate production are
useful when aerobic metabolism resumes, however, pathology arises when anaerobic
metabolism is relied upon. The excess lactate produced from anaerobic glycolysis can
be used in two ways: (1.) oxidation back to pyruvate via lactate dehydrogenase, or (2.)
conversion back to glucose (gluconeogenesis) in the liver via the Cori cycle

Only the first of these (lactate dehydrogenase) is available in the brain (and

cerebral organoids). The build-up of lactate can result in lactic acidosis, a lowering of

15



pH to pathological levels. The ” A chain” isoform of the enzyme lactate dehydrogenase
(LDHA, or LDH-M) has a higher affinity for converting pyruvate into lactate to produce
energy. This is primarily found in neurons, muscle tissue, and the liver. The ”B chain”
isoform of the enzyme lactate dehydrogenase (LDHB, LDH-H), has a higher affinity
for converting lactate back into pyruvate. In hypoxic conditions, the expression of
LDHA represents a shift in the metabolic pathway of ATP synthesis away from oxidative
phosphorylation and back to glycolysis [32]. This phenomenon is called the Warburg
effect, reported in the 1920’s [11, 69, 107]. LDH is the most important factor in this
effect, playing a pivotal role in this metabolic shift.

There are reports that indicate lactate, not glucose, is preferentially metabo-
lized by neurons in the brain [110, 114]. According to the lactate-shuttle hypothesis,
glial cells are responsible for transforming glucose into lactate and for providing lactate
to the neurons [22, 64]. It was hypothesized that lactate might exert a strong action
over GABAergic networks in the developing brain, making them more inhibitory than it
was previously assumed [28], acting either through better support of metabolites [114],
or alterations in base intracellular pH levels [101, 76], or both [35]. Studies of brain
slices of mice show that (-hydroxybutyrate, lactate, and pyruvate act as oxidative en-
ergy substrates, causing an increase in the NAD(P)H oxidation phase, that glucose was
insufficient as an energy carrier during intense synaptic activity and, finally, that lactate
can be an efficient energy substrate capable of sustaining and enhancing brain aerobic
energy metabolism in vitro [31].

The induction of 3-phosphoinositide-dependent protein kinase-1 (PDK1) and
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LDHA expression shunts pyruvate away from the mitochondria, thereby reducing the
flux of acetyl-CoA through the TCA cycle and reducing the production of NADH and
the subsequent consumption of O2 as the final electron acceptor in the electron transport
chain. The efficiency of electron transport under hypoxic conditions is reduced, leading

to increased mitochondrial ROS production [26].

The overall reaction of anaerobic glycolysis:

Glucose + 2 NADT +2 ADP + 2 P, — 2 Lactate + 2 NADH +2 HY +2 ATP

The conversion of pyruvate to lactate:

Pyruvate + NADH + H" < Lactate + NAD™

Key regulatory enzymes in lactate and anaerobic glycolysis include:

e Lactate Dehydrogenase (LHD): The enzyme that converts pyruvate to lactate.

e 3-Phosphoinositide-dependent Protein Kinase-1 (PDK1): The kinase en-
zyme which acts to inactivate pyruvate dehydrogenase by phosphorylating it using
ATP. This shunts pyruvate away from the mitochondria to inhibit TCA and Ox-

phos.

2.2.3 Tricarboxylic acid cycle and oxidative phosphorylation

The tricarboxylic acid (TCA) cycle, also known as the citric acid cycle (CAC)

or Krebs cycle, is a series of chemical reactions to release stored energy through the
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oxidation of acetyl-CoA derived from carbohydrates, fats, and proteins. The TCA cy-
cle does not produce ATP directly, however, it produces energy-containing compounds
NADH, FADH2, and GTP that are consumed in oxidative phosphorylation for high
ATP generation [2]. The TCA cycle consumes acetyl-CoA and water, reduces NAD+
to NADH, and releases carbon dioxide. In all eukaryotic cells, the TCA cycle occurs
in mitochondria. It is pyruvate dehydrogenase (PDH) that links glycolysis to the TCA
cycle. Pyruvate production through pyruvate dehydrogenase is the principal source of
acetyl-CoA, which is a direct energy substrate in all brain cells. Several neurodegen-
erative conditions result in the inhibition of pyruvate dehydrogenase and a decrease of
acetyl-CoA synthesis in mitochondria. This attenuates metabolic flux through TCA in
the mitochondria, yielding energy deficits and inhibition of diverse synthetic acetyla-
tion reactions in all neuronal sub-compartments [75]. Alterations in acetyl-CoA levels
alone may significantly change the rates of metabolic fluxes through multiple acetylation
reactions in brain cells in different physiologic and pathologic conditions.

Oxidative phosphorylation (Oxphos), or electron transport-linked phosphory-
lation, is the final metabolic pathway in which cells use enzymes to oxidize nutrients
to release energy for ATP generation. Oxphos is the most efficient means of ATP pro-
duction from glucose, occurring in the inner mitochondrial membrane for eukaryotes.
This process involves the transfer of electrons through a series of protein complexes (the
electron transport chain), coupled with the pumping of protons across the membrane to
generate an electrochemical gradient. This gradient drives the synthesis of ATP through

ATP synthase [73].
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The overall reaction of tricarboxylic Acid (TCA) Cycle:

Acetyl-CoA+3 NAD" + FAD + GDP + P; +2 H,0O

— CoA-SH +3 NADH + FADHy +3 HT +GTP +2 CO,

The overall reaction of oxidative phosphorylation:

ADP+ P,+ NADH + HY + Oy — ATP + H,O + NAD™"

Key enzymes and regulators in the TCA cycle include:

e Pyruvate dehydrogenase (PDH): The enzyme linking glycolysis to the TCA

cycle by converting pyruvate to acetyl-CoA

e ATP Citrate Lyase (ACLY): The primary enzyme responsible for the synthesis
of cytosolic acetyl-CoA from citrate. This enzyme links upstream metabolism
(glycolysis) which yields citrate as an intermediate to TCA and Oxphos that both

oxidize acetyl-CoA.

e Isocitrate dehydrogenase (IDH): Catalyzes a rate-limiting step in the TCA

cycle

e AMP-Activated Protein Kinase (AMPK): is a cellular energy sensor that is
activated under conditions of low energy availability. It regulates energy metabolism
by inhibiting anabolic processes and activating catabolic processes, such as mito-

chondrial biogenesis and oxidative phosphorylation.
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e Mitochondrial Transcription Factor A (TFAM): is a nuclear-encoded pro-
tein that is essential for the transcription and replication of mitochondrial DNA
(mtDNA). It plays a critical role in the regulation of mitochondrial biogenesis and

oxidative phosphorylation.

2.2.4 Hypoxia and metabolic stress in cerebral organoids

In the brain, acute changes in metabolism occur in response to neuronal stim-
ulation, and the increased energy demand causes a Warburg-like transient dissocia-
tion between glycolysis and Oxphos [111]. While Oxphos generates the majority of
ATP derived from glucose (26-30 molecules), it is reliant on oxygen availability. Lim-
ited oxygen inititates the hypoxic stress response to adjust cellular activity to be more
oxygen-sparing. The highly-conserved hypoxia-inducted factor 1 (HIF-1) is a transcrip-
tion factor that initiates the signal of over 60 genes in the hypoxic stress response [90].
One global strategy to divert energy production away from oxidative metabolism is to
reduce mitochondrial mass through selective autophagy. HIF-1 activates transcription
of the BNIP3 and BNIP3L genes, which encode mitochondrial proteins that trigger
mitochondria-selective autophagy in hypoxic cells [5, 39]. Failure to induce BNIP3 ex-
pression results in increased reactive oxygen species (ROS) production under conditions
of chronic hypoxia and ROS-induced cell death [39].

A significant challenge in cerebral organoid culture is the development of hy-
poxic and metabolically stress regions [6]. This is in part due to limitations in oxygen

diffusion as the organoids grow larger [51] however it remains a sparsely understood
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issue. Metabolic stress and the activation of hypoxia-inducible factors (HIFs) alter
gene expression to adapt to low-oxygen conditions [85] and non-ideal energetic environ-
ments. This stress can lead to alterations in cell fate decisions, increased cell death, and
changes in gene expression profiles that may not accurately reflect in vivo development
[6, 63, 68].

Current strategies to address metabolic stress in organoid cultures include:

Optimization of media composition and feeding schedules

Development of perfusion-based culture systems

Integration of vascular-like structures or co-culture with endothelial cells

Use of oxygen-carrying perfluorocarbons to enhance oxygen delivery

Understanding and mitigating these stress responses is crucial for developing

more physiologically relevant organoid models.

2.3 Microfluidics and Automation in Cell Culture

2.3.1 Laboratory robotics and liquid handling systems

In cell culture, dispensing, moving, and removing liquid are the necessary
actions required for all protocols. Advancements in laboratory automation, partic-
ularly in liquid handling technologies, have opened new possibilities for precise and

high-throughput experimentation in cell culture [37]. These systems can be broadly
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categorized into continuous-flow and digital microfluidic platforms, each with unique
advantages for different applications [54]. Continuous-flow systems rely on steady-state
liquid flow generated by pressure, mechanical, or electrokinetic pumps. With constant
flow, these systems deliver control of velocity and homogeneity; however, they are less
flexible for complex fluidic manipulations and challenging to scale. Closed-channel sys-
tems derived from continuous flow are inherently difficult to access, require managing
trapped gasses, and do not scale well because the parameters that govern flow at any
single location depend on the entire system’s properties.

Continuous-flow systems rely on steady-state liquid flow generated by pressure,
mechanical, or electrokinetic pumps. These systems offer high control over velocity and
homogeneity but may be less flexible for complex manipulations. In contrast, droplet-
based or segmented-flow microfluidics control discrete volumes, allowing for more com-
plex operations such as mixing, encapsulation, and sorting [96].

Liquid handling technologies (within the digital microfluidics category) have

evolved to include both contact and non-contact approaches:

e Contact liquid handlers: Require a tip containing liquid to meet the substrate,

similar to manual pipetting but with greater precision and control.

e Non-contact liquid handlers: Manipulate fluid pressures and velocities to control

flow without direct contact with the substrate.

Both technologies have advanced to achieve ultra-low volumes (nanoliter scale)

and ultra-low flow rates (microliter per hour), enabling precise control over the cellular
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microenvironment [?]. Contact liquid handlers offer increased precision and through-
put but are primarily designed for pharmaceutical screens, limiting their adoption in
research labs due to high costs, large footprints, and inflexible workflows [37, 99]. More-
over, many of these systems lack the ability to seamlessly integrate new technologies as
they emerge. Conversely, academic research labs are benefiting from advancements in
commercial and custom-made technologies, facilitated by in-house fabrication methods
like 3D printing [50, 106], which are enhancing their capacity to manipulate and mea-
sure biological systems. However, without an easy-to-integrate, device-agnostic robotic
platform, researchers are constrained to manual operations, restricting the power and
scope of their experiments. By outfitting devices to carry out automated jobs and relay
data through communication networks, they acquire around-the-clock functionality and
increased fidelity [29]. The flexibility in size (number of devices per integrated system)
allows researchers to optimize for the experimental design and budget. Implement-
ing programmable feedback loops derives precision and self-optimization by dynami-
cally adjusting to real-time data [10, 38, 89], offering a practical alternative to complex
mathematical modeling for experiment control. This approach would enable more inte-
grated, flexible automation in research settings, broadening the scope and efficiency of

experiments.

2.3.2 Microfluidic platforms for organoid culture

Microfluidic technologies offer unprecedented control over the cellular microen-

vironment, allowing for precise manipulation of media composition, flow rates, and gra-
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dients [86]. These systems are particularly promising for organoid culture, as they can
provide more physiological conditions and enable long-term maintenance with minimal
manual intervention [113]. Key advantages of microfluidic platforms for organoid culture
include precise control over nutrient delivery and waste removal, the ability to gener-
ate stable concentration gradients, reduced shear stress compared to traditional orbital
shaker cultures, potential for real-time monitoring and analysis of cellular responses,
and scalability for high-throughput experimentation.

Recent developments in microfluidic organoid culture systems have focused on:

Integration of multiple organoid types for ”body-on-a-chip” applications

Development of perfusion-based systems to improve nutrient delivery

e Incorporation of sensing elements for real-time monitoring of cellular metabolism

Design of modular systems that allow for flexible experimental setups

Organoids are commonly grown in batches with several organoids suspended in
single wells of a plate. The shared conditions in a single well support batch consistency;
however, increasing the number of variables in an experiment, such as including mul-
tiple genotypes, throughput becomes challenging. Furthermore, multi-well plates are
not well suited for controlling dynamic conditions nor generating concentration gradi-
ents in the media. In contrast, microfluidic chips enable precise control of environmental
conditions with high spatiotemporal resolution [86, 113]. Serial dilutions can achieve au-

tomated gradients, and robotic volumetric flow can efficiently manage high throughput
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experiments. The choice of device for laboratory automation should consider the use,
flexibility, and cost. Considering the microenvironment of the cell culture, a non-contact
system offers key advantages to maintaining homeostasis of nutrient concentrations, re-
ducing the build-up of metabolic byproducts, and generating shear forces more similar

to in vivo conditions.

2.3.3 Internet of Things (IoT) integration in biological research

Automating multiple devices to report data presents a challenge for device
management and communication, necessitating flexible and efficient infrastructure. Ad-
dressing this need for an interconnected ecosystem of devices, services, and technologies
is possible through designing networks using standards defined by the Internet of Things
(IoT). This approach has already impacted wearables [61], agriculture [8], city infras-
tructure [92], security [78], and healthcare [34]. It was recently proposed to expand this
approach to biology research [59]. Previously, each researcher built a custom device
and code from scratch with unique assumptions for communication and behavior. Each
device operated in solitude, lacking integration and feedback with other devices. Here,
we establish a platform that addresses these challenges, combining electrophysiology,
microscopy, microfluidics, and feedback control, automated and integrated through IoT
technology for touch-free, in-incubator tissue research.

Benefits of IoT integration in organoid research include:

e Increased reproducibility through standardized protocols and automated work-

flows
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e Enhanced data collection and analysis capabilities
e Improved resource utilization through optimized scheduling and remote monitor-
ing

e Facilitation of collaborative research across multiple institutions

2.4 Electrophysiology in Organoid Research

2.4.1 Principles of neural electrophysiology

Electrophysiological recordings provide crucial insights into the functional prop-
erties of neurons and neural networks within cerebral organoids [60]. These techniques

allow for the measurement of various electrical signals, including;:

e Action potentials: Rapid changes in membrane potential that propagate along

neuronal axons

e Synaptic currents: Small electrical currents generated by the activation of neuro-

transmitter receptors

e Local field potentials: Summed electrical activity from populations of neurons

Electrophysiological measurements in organoids can provide information on
neuronal maturation and excitability, synaptic connectivity and plasticity, network-
level activity patterns and oscillations, and responses to pharmacological interventions

or environmental stimulation.
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2.4.2 Data acquisition and analysis in organoid models

Recent advances in multi-electrode array (MEA) technologies and high-density
CMOS-based systems have dramatically increased the spatial and temporal resolution
of electrophysiological recordings in 3D cultures [52]. These technologies allow for simul-
taneous recording from hundreds or thousands of electrodes, providing a comprehensive
view of neural network activity within organoids. Data analysis approaches for organoid
electrophysiology include spike detection and sorting algorithms to identify individual
neuronal units, network connectivity analysis to map functional connections between
neurons, spectral analysis to characterize network oscillations and rhythms, and ma-
chine learning approaches for pattern recognition and classification of activity states.

Key considerations in electrophysiological recordings from organoids include:

Electrode density and spatial coverage

Signal-to-noise ratio and artifact removal

Long-term stability for longitudinal recordings

e Cross-compatibility with other analysis techniques such as imaging

Most considerations on the list above remain areas of development for this
field. By combining advanced electrophysiological techniques with microfluidic culture
systems and IoT integration, researchers can gain insight into the functional develop-
ment and maturation of cerebral organoids, paving the way for more accurate modeling

of human brain function and disease.
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Chapter 3

Generate an Automated

Microfluidic Organoid Platform

3.1 Introduction

Cerebral organoids has advanced our ability to study brain development and
disease in vitro. However, current methods for culturing these complex 3D structures
are labor-intensive, prone to variability, and may induce cellular stress that does not
reflect in vivo conditions. To address these limitations, I have developed the Autoculture
platform, an automated microfluidic system designed to optimize cerebral organoid cul-
ture. In this section, I describe the design, fabrication, and validation of the Autoculture
platform.

The aim here was to create a system to:
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Provide precise control over media exchange and feeding schedules

Maintain a stable microenvironment for long-term organoid culture

Enable high-throughput experimentation with minimal manual intervention

Integrate with other technologies for comprehensive organoid analysis

I detail the components of the Autoculture platform, including its microfluidic
chip design, fluid dynamics, and integration with imaging systems. The content here
closing follows the publication ”Modular automated microfluidic cell culture platform

reduces glycolytic stress in cerebral cortex organoids” (Seiler, et al., 2022) [84].

3.2 The Autoculture platform

The “Autoculture” platform is an automated, microfluidic cell culture plat-
form to optimize 3D organoid growth. The system consists of six linked modules (Fig.
3.1): (1) Refrigerator with reagent reservoirs (e.g., fresh media), (2) Syringe pump,
distribution valves, and control interface, (3) conditioned media collection reservoirs
in cold storage, (4) a microfluidic serial bus interfacing with a cell culture incubator,
and (5) a multiplexed microfluidic organoid chip that (6) immobilizes organoids within
their micro-environment vessel (1 of 24 wells). To feed the organoids, each individual
well is serviced by a fluidic controller; the controller removes spent media via aspira-
tion to a collector in cold storage and then replenishes the vessel with fresh media at

programmable intervals.
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Figure 3.1: Design and implementation of the automated, microfluidic culture plat-
form. (A) Illustration of the automated, microfluidic organoid culture platform, the
Autoculture. (B) Front view images of the Autoculture. (1) Refrigerator with reagent
reservoirs. (2) Syringe pump, distribution valves, and control interface. (3) Refrigerator
with conditioned media collection reservoirs. These components reside on a lab bench
directly above the cell culture incubator. (4) Microfluidic tubes enter through an incu-
bator port and connect to the (5) microfluidic well plate chip inside the incubator. (6)

Cross-sectional diagram of a single well containing an organoid culture.

3.2.1 System design

Each of the 24 wells of this system is a separate, isolated experiment with a
dedicated inlet tube, outlet tube, and collection reservoir. Each well’s feeding schedule

is fully customizable in rate and media to increase the flexibility of experimentation.

30



A range of 5-1000 nL aliquots from 3 media/reagent reservoirs can be scheduled to
any well. Media/reagent reservoirs may also be used in combination. By design, each
well forms a fluidic circuit that maintains isolation from the other circuits on the plate
(see 3.5 Methods). A full 24-well plate is serviced in 72 seconds, and the time between
fluid injections may be any length beyond (for instance, every hour, twice a day, every
other day, etc.). Conditioned media may be retrieved for molecular analysis without
disrupting the culture at any point during or after the experiment. Conditioned media
taken for collection are separated from the cultures by an air phase in the outflow fluidic
channels to mitigate the risk of infection that may occur from idle medium in the lines.
After the experiment, the organoids are retrieved for molecular analysis.

With these control parameters, entire plates may carry out the same workflow
to generate consistent batches of organoids. One can also titrate a reagent with an
incremental gradient in concentration from well 1 to 24. In addition, one can run
multiple protocols/feeding schedules across the plate and change the media components

or feeding schedules at various time points throughout an experiment.

3.2.2 Non-expert, user-oriented software

The Autoculture is designed to increase the power of the researcher (through
multiplex automation) and reduce the complexity of experimentation. Application pro-
gram interfaces (APIs) are required to convert data from the IoT Cloud, to the on-
device compute module, to pump and valve functions, and to serial machine code. A

graphical user interface (GUI) will be constructed to assist non-expert users in defining
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the automated experiment and monitoring progress while the system is running. The
Python library, Plotly Dash, or similar GUI designer will be implemented that extends
the Python-based software environment. The GUI will be an asynchronous acceptor of

data coming from an operator or messaging transport communication.

AutoCulture Platform Dashboard
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Figure 3.2: Mockup design of a graphical user interface in which individual wells
are selectable, experiments are saved and loaded as configurations, and fluid levels of
reservoirs are listed on screen. This live view of the experiment will be present on the
physical screen mounted on the platform and viewable remotely from a Braingeneer’s
web IP.

3.2.3 Internet of Things connectivity

Most studies on biology occur in the coordination of several devices to control,
perturb, and acquire data from the system. For example, in optogenetics, the incubator

is responsible for controlling the environmental conditions for the culture, a probing
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light source is used to activate light-sensitive channels in the target cells, while a mi-
croscope and/or electrode array is used to acquire the readout. Layering more devices
permits more tightly controlled experimentation and more data toward a comprehensive
interpretation of the system’s response. The Amazon Web Services (AWS) Internet of
Things (IoT) provides a convenient control framework for multiple devices to communi-
cate information and initiate actions. With a communication protocol such as Message
Queuing Telemetry Transport (MQTT), systems can manage synchronized, coordinated
efforts of control and data acquisition in real-time over the internet [58]. System-to-
system communication occurs over a local area network (LAN), while researchers can
make on-demand calls for data or actions remotely. As such, the Autoculture software
architecture has control from the AWS Cloud to design, start, pause, edit, and stop

experiments on demand (Fig. 3.3).
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Figure 3.3: IoT Cloud integration: a graphical user interface hosted on the internet
relays messages to the Autoculture platform via MQTT to start, monitor, and end
experiments.

The Raspberry Pi compute module was used to run experiments locally and
accept commands relayed over MQTT. The application program interface (API) used
to send serial commands to the Tecan pump and valves was adapted from an open-
source Python package [?]. Protocols to carry out experiments were developed by timed
sequences of unit actions to the pump and valves. In this architecture, IoT connection
provides the accessibility to operate experiments remotely while schedules operated
locally on-device provide the security of operation in the case of an unstable internet
connection. The Braingeneer’s group has an existing loT framework to relay data across

devices and to a centalized hub for storage and processing. It is through this network
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that the Autoculture platform can operate in tandem with other devices of control and

measurement. What is needed to complete this integration is:

e The retention and broadcast of the platform’s state, or "shadow.” This serves as

the response to status queries.

e The ability to interrupt scheduled actions. This would come as a request to
pause/resume all fluidic actions. This is applicable when sensitive measurements
are underway or in the case of emergency situations (e.g., if a fluid line were to

break and spill on electronics).

3.3 Microfluidic organoid chip

This sub-aim is to produce the Autoculture-compatible consumable, microflu-
idic organoid chip. This section includes the stages of prototyping (3.1.2.1), scaling

(3.1.2.2), and characterization (3.1.2.3).

3.3.1 The glass-PDMS chip design

Figure 3.4 describes the manufacturing and assembly process of the PDMS
microfluidic chip. The optically-transparent glass-PDMS microfluidic chip has the foot-
print of a 24-well plate (85.5 mm x 127.6 mm) to integrate with laboratory tools such as
microscopes, plate readers, and robotic dispensers. The 24 isolated wells are addressable
via 2 mm square channels at the glass-PDMS interface. For convenient accessibility, all

inlets are located in a row on the edge of the chip’s face and all outlets are located in a
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row on the opposing edge. The open-loop microfluidic design here contains wells that
are open to air. This way, bubbles accumulated in the system are exhausted, there is
free gas exchange with the incubator environment, and organoids are easily accessed
during chip loading and the experimental conclusion. Each well traps 120 pL that can
be used as a micro-environment, including the use of extracellular scaffolds. The inlet
and outlet of the fluidic channels are 5 mm above the bottom of the well, which helps
mitigate the risk of losing a non-adherent sample into the outflow channel.

Each 3D-printed, fluidic interface plate simultaneously connects 24 lines (Fig.
3.4F). This is a simplification compared to inserting each line individually, which is com-
mon for PDMS-based microfluidic. Inside the tube inserts of the fluidic interface plate,
three circular barbs seal the Tygon tubing to rigid projections. The tube-bearing rigid
projections align to channel access holes of the microfluidic chip. When the collection
of 24 lines mate with the molded holes in the PDMS, bore seals form with all the plate
projections and the platform tubing lines are aligned to the channels of the microfluidic

chip.
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Figure 3.4: Fabrication of the PDMS microfluidic chip. (A) Graphical rendering of
the interlocking mold pattern for the PDMS substrate in the microfluidic chip assembly.
(B) Interlocking mounts (blue, red, and green) affix to the base mold (purple) and define
microfluidic geometries upon the poured PDMS that are retained as the substrate cures.
(C) The PDMS substrate is removed from the mold and bonded to glass. (D) A cross-
sectional rendering of the chip. Fluid enters from microfluidic inlets on the surface
and follows channels sealed by glass on the bottom to wells with open access from the
top. (E) A 3D-printed fluidic interface plate (yellow) connects 24 fluidic microtube
lines with the inlets/outlets of the microfluidic chip. (F) Microfluidic chip (center) with
an example of the fluidic interface plate (left) and fully installed fluidic interface plate
(right).

3.3.2 The injection-molded chip design

Once the geometry and functionality was confirmed with the glass-PDMS mi-
crofluidic chip (3.1.2.1), we drove down manufacturing and cost using injection molding
to generate microfluidic chips. This design is a single layer of injection-molded poly-
carbonate with the same channel and well size of the glass-PDMS chip. Sealing the

channels is a bio-compatible, transparent, pressure-sealed tape that is applied to the
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underside of the injection-molded chip.

Figure 3.5: The polycarbonate injection-molded microfluidic consumable chip (purple)
compared to the glass-PDMS chip (clear) and two renderings of the 24-plex solenoid
distribution manifold in exploded and consolidated views.

The injection-molded chip serves as the low-cost consumable component of the
experiment. It is designed to integrate with the non-consumable, platform Connector
and distribution manifold (Fig. 3.5). Advances in the microfluidic manifold will be

discussed in greater detail in sub-aim 3.2.2.1.
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3.3.3 Computational fluid dynamics
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Figure 3.6: Computational fluid dynamics simulated flow in the individual tissue
culture wells using the automated system. (A) Organoid cultures are expanded on well
plates rotated on an orbital shaker. (B) After 12 days, organoids are transplanted into
the automated microfluidic well. (C) One well of the proposed automated system with
constant fluid injection over 2 seconds with velocity streamlines.

Conventional cerebral organoid protocols maintain cultures on an orbital shaker.
These maintain a quasi-steady velocity regime of approximately 0.12 m/s [79, 24, 93].
We performed a Computational Fluid Dynamics simulation (CFD) using Comsol Mul-
tiphysics (Fig. 3.6C), representing the first 2.2 s of media injected into the well. Fluid
enters the inlet, 5 mm above the glass floor, and enters the well via a sloped wall. The
simulation begins with a media liquid domain filled to the level of the inlet/outlet ports

with an air domain existing above. In feeding, media enters the cavity and generates a
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wave that progresses from the inlet to the outlet. The organoid, modeled as a sphere,
fixed 5 mm below the air-media interface, does not observe most of the turbulence gen-
erated. The lower (glass) substrate experiences <5% of the maximum velocity during
feeding. The velocities in this regime are instantaneous (as opposed to quasi-steady-
state) and two orders of magnitude less than that of orbital shakers, inducing lower
velocities and less shear stress upon the culture. One of the advantages of this system is
that researchers can tailor the media flow rate and delivery schedule to achieve optimal

diffusion of the nutrients with minimal disruption to the organoid.

3.4 System validation with cerebral organoid culture

This sub-aim is to quantify the quality of organoid cultures produced on the
Autoculture platform (3.1.1) with the microfluidic chip (3.1.2). This section includes de-
tails of experimenting on the platform (3.1.3.1), taking live images concurrently (3.1.3.2),

and experimental results (3.1.3.3).

3.4.1 Automated culture of cerebral organoids

The growth of cerebral organoids on Autoculture was compared to that of
orbital shaker conditions in an 18-day experiment. Human pluripotent stem cells were
aggregated to form organoids and maintained under standard conditions for the first 12
days during neural induction (see “Methods”). The batch was split, and 12 organoids

were loaded onto an Autoculture microfluidic chip while the remainder were maintained
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in a 6-well plate on an orbital shaker as controls. Each well was pre-loaded with 50
pl Matrigel immediately before loading the organoids to adhere each organoid at the
center of the well (see “Methods”). The automated organoids were fed 70 pL every hour
for six days, while the controls were fed 2 mL every other day. In automation, the well
plate does not need to be periodically removed from the incubator for feeding; therefore,
this system is well-suited for longitudinal monitoring of organoid development. In this
study, organoids in the Autoculture well plate were monitored once per hour using a

bright-field imaging in-incubator platform [48, 4].
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3.4.2 Live imaging with Picroscope integration

Culture 1 Culture 2 Culture 3 Culture 4 Culture 5 Culture 6

—
500 pm

Culture 7 Culture 8 Culture 9 Culture 10 Culture 11 Culture 12

Size (mm?)

o o o

w - w
L]

b
N
o

o
-
*

20 4 6 8 100 120 140
Time (hours)

Figure 3.7: Longitudinal monitoring of organoid development. (A) Bright-field images
of twelve individual 12-day-old cerebral cortex cultures at day 1 of automated feeding.
(B) Longitudinal imaging of “Culture 4” during the experiment. (C) Projected area
expansion of “Culture 4” during the experiment. This was obtained using a computer
vision algorithm[48]. (D) The Autoculture microfluidic chip sits on a remote-controlled,
ToT-enabled, 24-well automated imaging system.
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Figure 3.7D shows the automated, microfluidic culture plate inside an incuba-
tor placed on a remote-controlled, IoT-enabled, multi-well automated imaging system.
The imaging system was designed to monitor biological experiments in a 24-well plate
format, using one dedicated camera for each well. To account for the three-dimensional
development of the organoids during the entire experiment, we captured bursts of im-
ages, sweeping through the range of focal distances covering the entire three-dimensional
tissue. A computer vision algorithm was used to detect the features in focus at each
focal plane, generate a composite image maximizing the in-focus features in the entire
organoid, and compute the projected area. This process is described in previous work
[4]. Figure 3.7A shows 12 cerebral cortex organoid cultures (day 12), loaded in individ-
ual wells of the microfluidic chip and fed in parallel on the Autoculture platform for the
experiment. Figure 3.7B and C show the growth of “Culture 4” over six successive days.
Robust organoid growth was observed for the organoids in the Autoculture wells and
was consistent with the size increase observed for the organoids grown under control con-
ditions. Compared to controls, automated organoids did develop a less-dense perimeter,
suggesting that the reduction in velocities and shear forces may accommodate growth

and migration that would otherwise be cleaved.
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3.5 Methods

Design of the Autoculture platform

Cell culture media was stored in glass bottle reservoirs (Corning) with a multi-
port solvent delivery cap (Spex VapLock) and stored at 4°C for the duration of the
experiment. Each reservoir delivery cap contained a single 0.030” ID x 0.090” OD Ty-
gon microbore tube (Masterflex), sealed by a two-piece PTFE nut and ferrule threaded
adapter (Spex VapLock), extending from the bottom of the reservoir to an inlet port
on the 6-port ceramic valve head of the syringe pump (Tecan Cavro Centris, 1.0-mL
glass vial). Sterile air is permitted to backfill the reservoir through a 0.22-um filter
(Millipore) affixed to the cap to compensate for syringe pump reagent draws. The same
Tygon microbore tubing and PTFE nut and ferrule threaded adapters were used to con-
nect the syringe pump to two parallel 12-port distribution valves (Tecan SmartValve).
Each 0.020” ID x 0.060” OD Tygon microbore tube (Masterflex) emanating from the
distribution valve connects to a single well of the microfluidic chip. Fluidic isolation
between wells is retained from this junction onward. Each 12-port distribution valve
services six wells on the microfluidic chip. Systems with two and four distribution valves
were constructed. The collection of 2-meter long microbore tubes was bundled into a
braid for convenient handling and guided through the rear entry port of a standard cell
culture incubator (Panasonic) (Figure 3.1(4)). At incubator conditions (37°C, 5% CO2,
95% rel. humidity), a single custom, 3D-printed fluidic interface plate mated the set of

microbore tubes for reagent delivery to the inlets of the microfluidic chip and a second,
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identical interface plate mated the set of microbore tubes for reagent aspiration to the
outlets.

The microbore tubes for aspiration were guided back out of the incubator and
to a set of single-use 15-mL conical tubes (Falcon) for conditioned media collection
(Figure 3.1(3)). Each collection reservoir was capped with a rubber stopper (McMas-
ter) containing two 0.06” drilled holes. For each stopper, the microbore tube sourcing
conditioned media from the microfluidic chip was inserted into one hole, and a dry mi-
crobore tube for pneumatic operation routes back to the aspiration distribution valve
head was inserted into the other hole. The syringe pump was used to generate negative
pressure upon each collection reservoir in series to draw conditioned media from the
microfluidic chip into the collection reservoir. The separation between the pneumatic
tube and conditioned media tube trapped the influx of media in the collection reservoir.
All microbore tubes were hermetically sealed to the distribution valve and syringe pump
with PTFE nut and ferrule threaded adapters.

The syringe pump and distribution valves were connected using the multi-
pump electrical wiring configuration described in the Tecan manual. A compute mod-
ule (Raspberry Pi 4) relayed serial communications with Tecan OEM Communication
Protocol using a GPIO TX/RX to DBIM RS232 serial expansion board for Raspberry
Pi (Ableconn). The Raspberry Pi compute module used a 7”7 touchscreen display to
edit and launch protocols. An open-source Python application program interface (API)

was used to develop the software required to carry out protocols in automation.
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PDMS Molding

PDMS-based microfluidics were constructed using an interlocking 3D-printed
plastic mold (Figure 3.4). These were printed with an SLA printer (Formlabs Form
3) with Model V2 resin. The printed molds were post-processed with sonication in
isopropanol (IPA) for 20 minutes to remove excess resin, followed by drying in N2. Dry
components were cured under UV-light (405nm) for 30 minutes at 60°C. As illustrated
in Figure 3A, the mold parts were assembled and filled with PDMS (Sylgard 184, Dow
Corning) prepared by mixing PDMS prepolymer and a curing agent (10:1 w/w). After
filling the mold, the PDMS was degassed in a vacuum chamber for 1 hour. The PDMS-
filled mold is left to cure for 24 hours at 60°C before removal of the PDMS from the

mold.

Microfluidic Chip Assembly

Borosilicate glass substrates (101.6mm x 127.0mm, McMaster-Carr) were cleaned
via sonication in acetone (10 minutes), then isopropyl alcohol (10 minutes), and dried
with N2. The glass substrate and molded-PDMS surface were activated with oxygen
plasma at 50W for 45 seconds. The glass and PDMS (Figure 3.4C) were aligned by
hand, pressed together, and baked at 100°C on a hot plate for 30 minutes, forming an

irreversible seal.
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Parylene Coating

A 10 pm layer of parylene-C (Specialty Coating Systems) was deposited onto
the microfluidic chip to prevent PDMS absorption of small molecules. Two drops of
silane A-174 (Sigma-Aldrich) were loaded into the deposition chamber to promote ad-

hesion.

3D Printed Components

The fluidic interface plate (Figure 3.4F) was 3D printed to interface the 2.2
mm OD microbore tubing (Cole-Palmer) with the PDMS inlet and outlet features.
Each connector geometry consisted of 24 cylindrical extrusions with an OD of 2.7 mm
and a bore of 2.2 mm. Within each bore were three 0.2 mm long barbs to grip the
microbore tubing when inserted. This component was printed with a Formlabs SLA
printer (Form 2) with Surgical Guide resin with sonication in isopropanol (IPA) for 20
minutes to remove excess resin, followed by drying in N2. Dry components were then
cured under UV light (405 nm) for 30 minutes at 60°C. To ensure biocompatibility,
the part was coated with 5 pm of parylene-C (Specialty Coating Systems). Two drops
of silane A-174 (Sigma-Aldrich) were also loaded in the deposition chamber with the

device to promote adhesion.

Sterilization

Sterilization of the syringe pump, valve heads, tubing, fluidic interface plates,

and collection tube caps was carried out per supplier recommendation (Tecan). A 10-
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minute wash with 70% ethanol sourced from an autoclaved glass reservoir was pushed
through the platform to the collection reservoirs via the syringe pump. Following 70%
ethanol, a drying cycle of sterile air sourced through a 0.22 nm filter (Millipore) was
applied for 10 minutes. Ten subsequent cycles of deionized, nucleus-free water and
drying were carried out under the same parameters. The microfluidic chip and media
reservoirs were autoclaved at 121°C for 45 minutes and dried for 15 minutes immediately
prior to use. All components were transferred via sealed autoclavable bags to a biosafety
cabinet in tissue culture for organoid and media loading. Pre-prepared, supplemented
media was transferred to each media reservoir and capped (VapLock) and then stored

in refrigeration for the duration of the experiment.

hESC line maintenance

The human embryonic stem cell line H9 (WiCell, authenticated at source)
was grown on recombinant human vitronectin (Thermo) coated cell culture dishes in
StemFlex Medium (Gibco). Subculturing was performed by incubating plates with 0.5
mM EDTA for 5 minutes and then resuspended in culture medium to be transferred to

new coated plates.

Cerebral organoid differentiation and protocol

To generate cerebral organoids, adherent cultures were dissociated into single
cells using Accutase Cell Dissociation Reagent (Gibco) and then aggregated in Ag-

greWell 800 24-well plates (STEMCELL Technologies) at a density of 3,000,000 cells
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per well with 2mL of AggreWell Medium (STEMCELL Technologies) supplemented with
Rho Kinase Inhibitor (Y-27632, 10 nM, Tocris, 1254) (day 0). The following day (day
1), ImL of the AggreWell medium was manually replaced with supplemented medium
containing WNT inhibitor (IWR1-¢, 3 pM, Cayman Chemical, 13659, days 1-10) and
Nodal/Activin inhibitor (SB431542, Tocris, 1614, 5 uM, days 1-10). On day 2, ag-
gregates were transferred onto a 37 pm filter (STEMCELL Technologies) by carefully
aspirating with a p1000 wide-bore pipette out of the AggreWell plate. The organoids
were transferred into ultra-low adhesion 6-well plates (Corning) by inversion and rinsing
of the filters with fresh AggreWell medium. Media was changed on days 3, 4, 5, 6, 8, and
10 by manually replacing 2 mL of conditioned media with fresh media. On day 11 and
onward, the medium was changed to Neuronal Differentiation Medium containing Eagle
Medium: Nutrient Mixture F-12 with GlutaMAX supplement (DMEM/F12, Thermo
Fisher Scientific, 10565018), 1X N-2 Supplement (Thermo Fisher Scientific, 17502048),
1X Chemically Defined Lipid Concentrate (Thermo Fisher Scientific, 11905031) and 100
U/mL Penicillin/Streptomycin supplemented with 0.1% recombinant human Fibroblast
Growth Factor b (Alamone F-170) and 0.1% recombinant human Epidermal Growth
Factor (R&D systems 236-EG).

Control-group “Suspension” organoids remained suspended in 6-well plates
and were maintained with 2 mL media changes every other day for the remainder of the
culture. Experimental-group “Automated” organoids were loaded onto the microfluidic
chip and experienced media changes of 70 uL. once every hour for the remainder of the

culture.

49



Microfluidic chip loading

On day 12 of cerebral organoid differentiation, the microfluidic chip was pre-
pared by pipetting 50 pL of chilled (approximately 0°C) Matrigel hESC Qualif Matrix
(BD 354277) into each well. Immediately following Matrigel, single cerebral organoids
were transferred via p1000 wide-bore pipette with 70 pL of native conditioned media to
each well and positioned to center-well for imaging. The chip was covered with a 24-well
plate lid and incubated at 37°C for 15 minutes to set the Matrigel. Each well was filled
with an additional 70 pL of fresh media and connected to fluidic interface plates (Figure
3.4F) routed into the incubator through a rear access port. The fluidic interface plates
were pressure fitted into the microfluidic chip by hand, and the chip was positioned on

the imaging platform (if applicable).

Computational fluid dynamics

The fluid dynamics of filling and draining the wells were predicted using a com-
mercial Computational Fluid Dynamics software COMSOL®) Multiphysics 5.5 (Stock-
holm, Sweden). Figure 3.6B shows the first 2 seconds of the filling cycle (70uL of media
delivered with an average velocity of 9.85 x 10*m/s). The well is 5mm deep and has
a diameter of 5.6mm. In this simulation, the media properties were 997kg/m? density
and 6.92 x 103kg/m.s viscosity. The simulation predicts the phase boundary (between
liquid and air) as a free surface [?]. The solution domain consists of a rigid wall (the

well) with "non-slip” boundary conditions and the top surface (the air-media interface)
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open to the incubator with ”slip” boundary conditions. The organoid was simulated
as a phantom sphere geometry with a 1.8mm diameter. Atmospheric conditions were
set to a pressure of latm, a temperature of 37°C, and a gas composition of 5% carbon
dioxide, 17% oxygen, and 78% nitrogen. We visualized the velocity field on the central
vertical cross-section of the well using stream arrow lines. The simulation used a total

of 519, 830 tetrahedral elements.

3.6 Conclusion

The Autoculture platform represents a significant advancement in cerebral
organoid culture technology. Our results demonstrate that this automated microfluidic
system can support the growth and development of cerebral organoids while potentially
reducing cellular stress compared to conventional methods. Key findings from this study

include:

e Successful design and fabrication of a modular, scalable microfluidic platform for

organoid culture

e Development of custom microfluidic chips that provide a controlled microenviron-

ment for individual organoids

e Integration of the platform with live imaging capabilities for continuous monitoring

of organoid development

These results suggest that the Autoculture platform may provide a more phys-
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iologically relevant environment for cerebral organoid growth. The reduction in stress
markers without compromising differentiation fidelity indicates that this system could
lead to improved organoid models for studying brain development and disease. While
the prototype demonstrates promising results, we have identified areas for further im-
provement, including enhancing the reliability of fluid handling and developing more
robust connection interfaces. Future work will focus on addressing these limitations
and expanding the capabilities of the system to include additional sensing modalities
and feedback mechanisms. The Autoculture platform lays the groundwork for more so-
phisticated, high-throughput organoid studies and represents a significant step towards
standardizing and optimizing cerebral organoid culture for research and potential ther-

apeutic applications.
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Chapter 4

Monitor and Optimize the
Metabolic Health of Cerebral

Organoids

4.1 Introduction

Building upon the successful development and validation of the Autoculture
platform described in Aim 1 (Chapter 3), we now turn our attention to leveraging this
technology to improve the metabolic health of cerebral organoids. Our initial results sug-
gested that automated culture conditions could reduce the expression of stress-related
genes in organoids. This finding raises intriguing questions about the potential to further

optimize culture conditions to create more physiologically relevant organoid models.
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In Aim 2 here, we explore the hypothesis that increasing the feeding frequency
and adjusting the composition of the medium can significantly reduce metabolic stress
in cerebral organoids, bringing their cellular state closer to that of in vivo brain tissue.

This aim is divided into three main objectives:

o Investigate the effects of increased feeding frequency on organoid health with RNA-

seq

e Reformulate cell culture media constituents, particularly controlling for glucose

levels, towards physiological relevance

e Characterize long-term metabolic profiles of cerebral organoids under reformulated

conditions

By studying these factors, my aim was to develop a more comprehensive under-
standing of organoid metabolism and establish culture protocols that minimize artificial
stress responses. This work has the potential to enhance the fidelity of cerebral organoid
models, making them more suitable for studying brain development, disease modeling,

and drug screening.
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4.2 Effects of feeding frequency on organoid health

4.2.1 Growth analysis with immunofluorescence and RN A-seq

A Neuronal Differentiation Glycolysis ER Stress
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EOMES HES5 HOPX NES NEUROD1 PAX6 RELN SOX2 ALDOA ENO1 HK1 PGK1 ARCN1 GORASP2 YIPF1

B Merged (20X) SoX2 Nestin DAPI

Suspension

Automation

Figure 4.1: Transcription and immunofluorescent imaging results. (A) Pairwise com-
parisons of expression for select genes associated with neural differentiation, glycolysis,
and ER stress. Results were statistically significant with an adjusted p-value <= 0.05,
except for HOPX and NES of neural differentiation. The “Automated” data represent
7 biological replicates and the “Suspension” data represent 4 biological replicates with
6 technical replicates (B) Immunofluorescent stains for SOX2, Nestin, and DAPI of
Suspension and Automated organoid sections show congruent progenitor markers.
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To analyze the effects of Automation versus Suspension cultures in the previ-
ously discussed study [84], on day 18, the cultures were harvested and analyzed by bulk
RNA sequencing (RNA-seq) and immunohistochemistry to evaluate the cell types gen-
erated in each condition and the overall health of the cell cultures. The transcriptomes
of 7 “Automated” and 4 “Suspension” organoids were compared. Gene expression
of cell-type markers for neuralepithelia (SOX2), radial glia neural stem cells (SOX2,
HES5, PAX6, HOPX), intermediate progenitors (TBR2/EOMES), and immature neu-
rons (NeuroD1, RELN) did not show consistent differences between the Autoculture and
control samples suggesting that overall differentiation fidelity was not affected by using
the Autoculture system (Fig. 4.1A). Consistent with this, we saw a robust expression
of the neural progenitor protein markers, SOX2 and Nestin by immunohistochemistry
in sections of organoids grown under standard or Autoculture conditions (Fig. 4.1B).

Contrasting automated and control organoids, we observed a significant dif-
ference in the expression of genes associated with cell culture stress. Studies have
shown that the glycolysis and endoplasmic reticulum stress (ER stress) pathways are
up-regulated in organoids relative to in vivo tissue samples, and are correlated with
altered cell subtype specification and maturation [68, 6]. In this study, canonical gly-
colysis was the top differential pathway, with the vast majority of the significant genes
consistently down-regulated (see Supplementary Tables 2 and 3 of [84]). Genes that
are notably up-regulated in cerebral organoids showed reduced levels in the automa-
tion condition: ALDOA, ENO1, HK1, and PGK1 had fold changes of —6.9, —10.4,

—2.8, and —9.3, respectively (Fig. 4.1A). Additionally, markers of ER stress: ARCNI,
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GORASP2, and YIPF1 were reduced by fold changes of —2.8, —2.2, and —3.0, respec-
tively. See Supplementary Table 4 of [84] for more differentially expressed genes of ER
stress.

There was also significant difference observed in the master transcription factor
for hypoxia (HIF-1). In the automated condition, organoids had a —2.2 fold change
(adjpval of 7.04E-4) in HIF-1 alpha compared to control. Additionally, the data suggests
less directed autophogy of the mitochondria. The top differentially expressed gene
was BCL2/adenovirus E1B 19 kDa protein-interacting protein 3 (BNIP3) that was
reduced in automation by a fold change of —9.9 (adjpval of 3.03E-62). BNIP3 modulates
the permeability state of the outer mitochondrial membrane by forming homo- and
hetero-oligomers inside the membrane [80]. Presence of BNIP3 results in a decrease in
mitochondrial potential, an increase in reactive oxygen species, mitochondrial swelling
and fission, and an increase in mitochondrial turnover via autophagy [46].

The most significant results of differential expression for this experiment [84]
were in the down-regulation of stress pathways for automated organoids. Genes that
DGE showed up-regulated in Automated organoids were MUC16, CYP4F8, and HMOX1.
Mucin 16, cell surface associated (MUC16) (log2FC = 1.35, adjpval = 5.72E-11) is a
gene that encodes a mucin-member, O-glycosylated protein that plays a role in forming
a protective mucous barrier, found on the apical surfaces of the epithelia. Much of the
brain is not epithelial, however, ependymal cells are ciliated-epithelial glial cells that
develop from radial glia along the surface of the brain’s ventricles and spinal canal.

They play a critical role in cerebrospinal fluid (CSF) homeostasis, brain metabolism,
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and the clearance of waste [49]. The gene, CYP4F8 (log2FC = 1.97, adjpval = 1.20E-7),
encodes the Cytochrome P450 4F8 protein, a member of the cytochrome P450 super-
family of enzymes. This protein localizes to the endoplasmic reticula and is monooxy-
genase which catalyzes many reactions involved in drug metabolism and synthesis of
cholesterol, steroids and other lipids [7] Heme oxygenase (HMOX1) (log2FC = 2.58,
adjpval = 1.88E-7), is an essential enzyme in heme catabolism that cleaves heme to
form biliverdin, carbon monoxide, and ferrous iron. For its role in oxidative cleavage, it

plays an important role in reducing vascular inflammation.
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4.3 Adaptive glucose study: Optimization of cell culture

medium

Cell culture practices, first developed in the mid-twentieth century, were op-
timized for cancer cell expansion. Many of these early media formulations (e.g., Dul-
becco’s Minimum Essential Medium, Ham’s F-12 Medium) are still used today. While
these media support growth and have been foundational to cell biology, they do not
reflect physiological concentrations that cells experience in primary tissue. Recent re-
formulations, such as BrainPhys, aim to mimic physiological concentrations. However,
metabolically active cells quickly alter these conditions through nutrient consumption
and waste excretion. Prior research has shown that stem cell-derived cerebral organoids
differ from primary cerebral cortex tissue, notably in upregulating glycolysis and en-
doplasmic reticulum stress while down-regulating oxidative phosphorylation. These
metabolic differences correlate with downstream issues in cell type fidelity and differen-
tiation.

In order to optimize metabolic health, definition needs to be brought to the
metabolic profile as it changes in time for developing cerebral organoids. Here, metabolic
profile refers to the concentrations of metabolically active analytes that influence cell
respiration, stress, and survival. The environment in which cells multiply, differenti-
ate and expand in 3D space all influence nutrient requirements and stress response to
waste by-products for cerebral organoids. By tracking metabolic analytes, we gained

an understanding of the metabolic requirements and trajectories of cerebral organoid
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cultures. Key features of cell culture exist that suggest major influences on cerebral

organoid metabolism. These include:

e Size-dependent correlations. It has been proposed in literature that the volu-
metric size of organoids poses a major constraint in shuttling oxygen to sub-surface
cells [66]. If this constraint were a major influence, the data would likely show a
spike in anaerobic glycolysis markers starting a 1.4mm diameters [51] and increas-

ing thereafter.

e Cell-type correlations. At aggregation, the cultures are predominantly com-
posed of stem cells. Over the expansion stage, many differentiate into progenitors,
glia, and early neurons. Each of these cells have different metabolic requirements
and functions. It may be the case that changes in metabolic analyte concentra-
tions best correlate with the presence of particular cell types. This study will

record changing populations.

e pH effects. Cell supernatant alkalinity plays a pivotal role in intracellular reac-
tions. Fluctuations or minimal /maximal tolerances may correlate best with acute

changes in metabolic health.
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In vivo reference Measurement
Metabolic analyte
concentration instrument

3.9-7.2 mM (blood)
D-glucose Vi-CELL MetaFLEX
2.8-4.4 mM (CSF)

1.4-2.3 mM (blood)
Lactate Vi-CELL MetaFLEX
2.1-4.44 mM (CSF)

7.350-7.450 (blood)
pH Vi-CELL MetaFLEX
7.317-7.324 (CSF)

0.19-0.22 mM (blood)
Pyruvate Fluorometric assay kit
0.03-0.15 mM (CSF)

Fluorometric assay kit
Acetyl-Coenzyme A 272.86 nM (220.9 ng/mL) (blood)
(10-1000 pmole sensitivity)

Fluorometric assay kit
135-225 U/L (blood)
Lactate dehydrogenase (Lactate Dehydrogenase
10-50 U/L (CSF)
activity assay kit)

Table 4.1: Table of key metabolic analytes their physiological ranges. References
for the concentrations in cerebrospinal fluid [83]. Acetyl-CoA resides primarily in the

mitochondria of the cell and has a minimal concentration in the extracellular space [94].
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High 15.7 mMgluc =,

Med 10.7 mM gluc

Low 6.7 mM gluc

3 organoids / well

6 organoids / well

9 organoids / well

O pH
pO;
pCO,
cGlucose
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Electrolytes

Med fed 30uL / hr

Low fed 30uL / hr s \

Culture Day

Figure 4.2: Model of cell supernatant glucose concentrations over time with different
well conditions. (A) Images of three plates, each with different conditions: a 6-well
suspension plate with wells at high glucose (15.7 nM), medium glucose (10.7 mM), and
low glucose (6.7 mM); a 6-well suspension plate with wells containing 3 orgnaoids, 6
organoids, and 9 organoids; and a glass-PDMS microfluidic chip with high, medium,
and low glucose concentrations all fed at 30uL aliquots per hour. (B) Thee graphed,
computational models of glucose concentration over time (days in culture) that model
each of the three well conditions. The green band denotes the range of healthy blood
glucose (3.9 mM to 7.2 mM). The healthy range for cerebrospinal fluid is even less (2.8
mM to 4.4 mM). (C) Dots in the graphs represent bioanalyte measurements taken from
the cultures and recorded using the Vi-CELL MetaFLEX. This instrument measures
pH, the dissolved partial pressures of O2 and CO2, and the concentrations of glucose,
lactate, K+, Na+, Ca2+, and Cl-.

The follow sections follow the procedures and results of the ”Adaptive Glu-
cose” study. This experiment was set up with expert collaborators, in particular Ryan

Hoffman, to resolve the effects of glucose concentration on long-term cerebral organoid
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differentiation.
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4.3.1 Hypothesis and experimental design

The central hypothesis of this experiment is that non-physiological and highly
variable cell culture media analyte concentrations (pH, glucose, lactate) degrade the
cerebral organoid model. We posit that optimizing one of these factors (glucose) and
sustaining it throughout organoid development will yield cerebral organoids that better
mimic primary cerebral cortex tissue.

We established six experimental conditions:

1. Control 1 "DMEM/F12” (4) EGF FGF: Classic, directed differentiation akin to

Sasai cerebral organoids (High Glucose”).

2. Control 1 ”"DMEM/F12” (-) EGF FGEF: Control 1 without growth factors.

3. Control 2 ”BrainPhys (+) EGF FGF: Modern, directed differentiation akin to

Galina cerebral organoids (Physiological Glucose”).

4. Control 2 "BrainPhys” (-) EGF FGF: Control 2 without growth factors.

5. Experimental ” Adaptive Glucose” (+) EGF FGF: Continually adjusting glucose

supplement to maintain optimal concentration.

6. Experimental ” Adaptive Glucose” (-) EGF FGF: Adaptive glucose experimental

without growth factors.

To forecast metabolic changes, we initiated a ”Leading Plate” following the

Adaptive differentiation condition, one passage ( 5 days) ahead of the main cohort.
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We used the Vi-CELL MetaFLEX to evaluate cell supernatant pH, pOs, pCOa,
glucose, lactate, and electrolytes. The Controls cerebral organoids were generated using
established protocols, with modifications to the ECM treatment schedule.

Key timepoints included:

Day 0-18: Initial aggregation and early differentiation

Day 18: First RNA harvest and transition to experimental conditions

Day 35: Growth factor removal and second ”five week” RNA harvest

Day 70: Third ”ten week” RNA harvest

Day 105: Final "fifteen week” RNA harvest

The number of organoids per well were quantified and controlled. Post-aggregation,
orgnaoids were kept at 20 organoids per well (6-well plate). Throughout the experiment,
we collected conditioned media for extracellular vesicle (EV) analysis, performed RNA
sequencing, conducted cell counts, and carried out immunohistochemistry.

We anticipated that the ” Adaptive Glucose” condition would produce organoids
with metabolic profiles more closely resembled to in vivo tissue, potentially improving
the fidelity and differentiation of cell types. This study aims to establish a new standard
for cerebral organoid culture, emphasizing the importance of maintaining physiological

metabolite concentrations throughout development.
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4.3.2 The adpative glucose calculator

Homeostasis is a technically challenging task for experiments and biology it-
self. Control 1 ("DMEM/F12”) and Control 2 (”BrainPhys”) were conditions with
predetermined media formulations; however, the ” Adaptive Glucose” experimental con-
dition required constant adjustment to maintain the physiological band. Central to the

” Adaptive Glucose” experimental condition were two constraints:

1. Cultures may never exceed 10 mM concentration of glucose

2. Cultures may never experience the absence of glucose (0 mM)

To accomplish this, glucose concentration data drawn from the Vi-CELL MetaFLEX
was used to meter glucose consumption and calculate the glucose supplement spike-in

to maintain the experimental constraints.
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4.4 Adaptive glucose study: Long-term metabolic profiles

Our long-term study of cerebral organoid metabolism under different glucose
conditions revealed several key findings. As shown in Figure 4.3, organoids in the Adap-
tive glucose condition demonstrated a more stable glucose consumption rate over time
compared to the high-glucose (DMEM /F12) and physiological glucose (BrainPhys) con-
ditions. Organoids in the adaptive glucose condition showed less fluctuation in metabolic
markers over time, suggesting a more stable and potentially less stressful metabolic en-

vironment.
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Figure 4.3: Graph of glucose consumption over 105 days per organoid, per hour.

The presence or absence of EGF and FGF appeared to influence metabolic
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profiles, with growth factor-supplemented conditions showing higher overall glucose con-
sumption but potentially more variability in metabolic markers. We observed distinct
metabolic phases across all conditions, with notable shifts occurring around days 18-20
and days 35-40. These time points coincide with key developmental stages in cerebral
organoid maturation, suggesting a link between metabolic changes and cellular differ-

entiation events.
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Figure 4.4: Graph of the lactate:glucose ratio. The amount of lactate produced in
relation to glucose consumed indicates the energy consumption pathway.

Figure 4.4 illustrates the changes in the lactate:glucose ratio over the 105-day
culture period. The adaptive glucose condition maintained a lower and more consistent

ratio compared to the other conditions, particularly after day 35. This indicates a
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potentially more efficient aerobic metabolism and less reliance on anaerobic glycolysis.
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4.5 Methods

Sequencing library preparation

Smart-seq2 protocol [65] was used to generate full-length ¢cDNA sequencing
libraries from whole organoid mRNA. Briefly, whole organoids were lysed using lysis
buffer to render cell lysate containing polyadenylated mRNAs that were reverse tran-
scribed with Superscript III (ThermoFisher Scientific) using an oligoDT primer (/5Me-
isodC/AAGCAGTGGTATCAACGCAGAGTACTTTTTTTTTTTTTTTTTTTTTTT
TTTTTTTVN) and template switching was performed with a template switch oligo
(AAGCAGTGGTATCAACGCAGAGTACATrGrGrG). The oligoDT primer and tem-
plate switch oligo sequences served as primer sites for downstream cDNA amplification
(AAGCAGTGGTATCAACGCAGAGT). ¢cDNA was quantified using a Qubit 3.0 DNA
high sensitivity fluorometric assay, and quality was assessed using a bioanalyzer DNA
high sensitivity kit (Agilent). Nextera HT transposase (Illumina) was used to convert

1 ng of ¢cDNA into barcoded sequencing libraries.

Transcriptome analysis

Paired-end reads were sequenced at 75x75 bp on an Illumina NextSeq 550,
and further depth was sequenced at 50x50 bp on an Illumina NovaSeq 6000 to an
average read depth of 65 million paired reads per sample. Samples were demultiplexed
using [llumina i5 and i7 barcodes, and higher depth samples were sub-sampled to 100M

using SAMtools [44]. Trimmed reads were combined and aligned to the human genome
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(hg38 UCSC assembly) with STAR alignment [14] (Gencode v37) using the toil-rnaseq
pipeline [104]. STAR parameters came from ENCODE’s DCC pipeline [13]. Differential
gene expression was performed using the DESeq2 [91] package in RStudio. Gene set

enrichment analysis was performed using g:Profiler [71].

Immunostaining

Cerebral organoids were collected, fixed in 4% paraformaldehyde (ThermoFisher
Scientific #28908), washed with 1X PBS and submerged in a 30% sucrose (Millipore
Sigma #S8501) in PBS solution until saturated. Samples were embedded in cryomolds
(Sakura - Tissue-Tek Cryomold) containing tissue freezing medium (General Data,
TFM-C), frozen and stored at -80°C. Organoids were sectioned with a cryostat (Le-
ica Biosystems #CM3050) at 18 pM onto glass slides. Organoids sections were washed
three times for ten minutes in 1X PBS prior to a two-hour incubation in 10% BSA in
PBS blocking solution (ThermoFisher Scientific #8P1605-100). The sections were then
incubated in primary antibodies diluted in blocking solution overnight at 4deg C. The
next day, sections were washed three times with 1X PBS for thirty minutes. They were
then incubated in a solution of secondary antibodies diluted in a blocking solution at
room temperature for two hours. The sections were washed an additional three times
in 1X PBS for thirty minutes.

Primary antibodies used were: rabbit anti SOX2 (ab97959, 1:250 dilution),
chicken anti Nestin (ab134017, 1:250 dilution), and DAPI (Sigma D9542-10mg). Sec-

ondary antibodies used were: goat anti-rabbit Alexa Fluor 594 (ab150080, 1:250 dilu-
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tion) and goat anti-chicken Alexa Fluor 488 (ab150169, 1:250 dilution). Imaging was
done using the Zeiss Axioimager Z2 Widefield Microscope at the UC Santa Cruz In-
stitute for the Biology of Stem Cells (RRID:SCR-021135) and the Zen Pro software.

Images were processed using ImagelJ.

4.6 Conclusion

The investigations outlined in Aim 2 represent a significant step towards creat-
ing more physiologically relevant cerebral organoid models through metabolic optimiza-
tion. Our approach combines the technological advantages of the Autoculture platform
with a deep dive into the metabolic requirements of developing brain tissue. Key out-

comes of this aim include:

Significant reduction in the expression of genes associated with glycolysis and ER

stress in automated cultures

e Effects of feeding frequency on organoid transcriptional profiles and morphology,

providing insights into optimal feeding schedules.

e Refined media formulations that better mimic physiological concentrations of key

metabolites, particularly glucose, potentially reducing metabolic stress.

e Long-term metabolic profiles of cerebral organoids under optimized conditions,
offering a new perspective on the dynamic metabolic needs of these complex 3D

cultures.
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e Improved protocols for maintaining stable, physiologically relevant concentrations

of growth factors and signaling molecules.

e The development of real-time sensing capabilities for key metabolites, enabling

dynamic adjustments to culture conditions.

These results not only advance our understanding of cerebral organoid metabolism
but also provide practical guidelines for researchers seeking to improve the quality and
reproducibility of their organoid cultures. The optimized conditions developed here
have the potential to generate organoids with cellular compositions and behaviors more
closely resembling those found in the developing human brain.

Furthermore, the integration of advanced sensing technologies, such as in-line
pH monitoring and extracellular vesicle analysis, opens new avenues for non-invasive,
real-time assessment of organoid health. These tools may prove valuable for quality
control in both research and potential future clinical applications of organoid technology.

While further validation and refinement will be necessary, the outcomes of Aim
2 lay a strong foundation for the development of ”stress-reduced” cerebral organoids.
These improved models promise to be powerful tools for studying neurodevelopmental
processes, modeling neurological disorders, and screening potential therapeutics with

greater physiological relevance.
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Chapter 5

Integration for Long-term,

Feedback-driven Studies

5.1 Introduction

Building upon the development of the Autoculture platform (Aim 1) and the
optimization of metabolic conditions for cerebral organoid culture (Aim 2), we now turn
our attention to integrating multiple technologies for comprehensive, long-term studies
of brain organoids. This multi-system integration represents a significant leap forward
in our ability to monitor and analyze organoid development and function in real-time.

Aim 3 focuses on three key objectives:

e Integrating microfluidics, electrophysiology, and imaging into a unified, automated

platform
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e Implementing computer vision-based feedback for precise control of culture con-

ditions

e Validating the integrated system through a long-term study of cerebral cortex

organoids
The challenges addressed in this aim include:

e Coordinating multiple devices and data streams through an Internet of Things

(IoT) architecture

e Developing robust feedback mechanisms to maintain stable culture conditions over

extended periods

e Capturing and analyzing high-frequency electrophysiological data to reveal dy-

namic neural activity patterns

By combining these advanced technologies, we aim to create a powerful new
tool for studying brain development and function in vitro, with potential applications

in disease modeling and drug discovery.

5.2 The Integrated System

We have developed an integrated platform (Figure 5.1) that automates organoid
culture and data collection in individual microenvironments. While microfluidics (Fig-

ure 5.1A) controls the media environment, digital microscopy captures the morphogenic
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features. The neural activity is recorded by local field potential measurements using
complementary-metal-oxide semiconductor (CMOS) high-density microelectrode arrays
(HD-MEA)[52](Figure 5.1B). The IoT cloud network brokers the communication be-
tween all devices and facilitates data storage, processing, and presentation services in-
cluding an interactive webpage (Figure 5.1D). Through touch-free automation, samples
remain undisrupted in the incubator, increasing the consistency of images and allowing
for higher frequencies of feeding and recording.

At user-defined intervals, conditioned media is aspirated by a syringe pump
through a system of distribution valves (Figure 5.1A), stored in a collection reservoir
(without passing through the syringe pump vial (Figure 5.1C), and replaced by an
equivalent volume of fresh media. Both types of media are perfused through flexible
fluorinated ethylene propylene (FEP) tubing at 110 mm/s, which leads to low shear
forces [84] (see 7?7, Automated fluidics organoid culture).

The digital microscope (Figure 5.2A) is attached using 3D-printed parts on
aluminum posts. The 3D printed culture chambers integrate the microfluidics and
HD-MEAs. A liquid-impermeable O-ring gasket ensures media retention inside the
chamber. The well lid includes a polished glass rod submerged in the media, improving
image quality and removing the effects of condensation. Alignment grooves in the glass
rod lid prevent rotation and incorrect fitting. The lid exchanges gas with the incubator
conditions through ventilating air ducts (Figure 5.2C), similar to a cell culture well plate.
The removable and re-attachable lid reduces manufacturing complexity and enables

future use of other lids with applications beyond imaging.
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Figure 5.1: Schematic diagram of the integrated feedback platform. (A)
A syringe pump and valve system dispense fresh media and aspirate conditioned me-
dia at user-defined intervals. The blue background represents 4°C refrigeration. (B)
In-incubator microscopy and HD-MEA electrophysiology unit for automatic recording,
media exchange, collecting morphogenic and functional dynamics data of the biological
sample. Exploded view: the 3D printed gasket-sealed culture chamber. The red back-
ground represents 37°C incubation. The microfluidic culture chamber has an access
lid with a polished glass rod viewing port, a gasket-sealed microfluidic module with
threaded microtube fluidic fittings, and an overflow catch tray. The microfluidic culture
chamber attaches to the HD-MEA, which houses the sensor for recording electrophys-
iology signals. (C) An in-refrigerator camera setup captures images of the aspirated
conditioned media drawn from each culture and relays them through cloud-based data
processing for volume estimation feedback to the syringe pump system. (D) Devices
communicate over MQTT (Message Queuing Telemetry Transport) protocol and auto-
matically upload data to the cloud, where it is stored, processed, and presented on a
web page.
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Figure 5.2C shows the cross-section of the culture chamber attached to the
HD-MEA. The media flows in (red) and out (blue). The sinuous media path and well
geometry ensure minimum disturbance to the biological sample [84]. Fresh media is
delivered on top of the volume present in the chamber, similar to partial media changes
found in manual feeding protocols [12, 109]. The ideal operating range is between 350
to 700 pL (see ??, Figure C.2 and Table C.1 for numerical volume limits). In the case
of over-aspiration, media drops to a minimum of 170 pL before aspirating air from the
chamber’s headspace. The 3D-printed catch tray guards against overflow, collecting up
to 1.5ml (200% of the chamber’s capacity) to protect the recording equipment from

liquid damage.

Glass rod

O-ring
gaskets

CMOS MEA Biological sample
sensor under sample inside chamber

Figure 5.2: The microfluidic culture chamber. (A) The experimental setup inside
an incubator shows two microfluidic culture chambers and two conventional membrane
lids. (B) 3D printed culture chamber attached to the HD-MEA. (C) Cross-section
showing the fluid path. Fresh media (red) enters the chamber, filling the internal cavity.
Conditioned media (blue) is drawn out of the chamber. The media level, noted by the
upper black arrow (559 pL) and lower black arrow (354 ulL) on the glass rod, is the
ideal operating range that keeps the rod immersed in media. The biological sample is
adhered to the HD-MEA in the bottom of the cavity.
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5.3 Microfluidic feedback with computer vision

We developed a computer vision volume estimation system to monitor the
accumulation of aspirated media and identify anomalies during culture feeding events.
Figures 5.3A and 5.3B provide a detailed view of the setup inside a refrigerator, which
includes three main components: a collection reservoir support system, an LED panel,
and a camera module (see 77, Assembled devices and custom 3D-printed components).
The camera module remains on standby for image capture requests made by other IoT
devices or users. Upon request, computer vision techniques are employed to estimate
the media volume within the reservoirs accurately.

Figure 5.3C shows the computer vision process (see 7?7, Computer vision for
fluid volume estimation) for segmenting area related to the media in the reservoir.
A calibration was required to establish the relationship between the segmented area
in pixels and volume in milliliters. We captured 184 images of the collection reservoirs
containing volumes of media ranging from 0 to 12 mL (several pictures for each volume),
with each volume confirmed by a scale, accurate to 1 pL. For each specific volume in
Figure 5.3D, multiple points overlap and are all accounted for to calculate the polynomial
regression lines. To accommodate the reservoir’s conical section (volumes <1.5 mL) and
cylindrical section (volumes >1.5 mL), two distinct regressions were applied, ensuring
a high degree of precision for each geometrical shape.

A Leave-One-Out cross-validation (LOO) [55] approach was employed to quan-

tify the model’s error. This method tests the model’s accuracy and generalizability in an
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unbiased manner, ensuring that the calibration results in a model that performs reliably
across different samples. The effectiveness of the model is assessed quantitatively with
the following metrics: an average Mean Absolute Error (MAE) of 0.56% (equivalent
to 27 pL), an average standard deviation of errors at 0.53% (22 pL), and an average
Root Mean Square Error (RMSE) of 0.77% (35 nL). The polynomial models exhibit
R-squared values of >0.99, denoting an optimal fit of pixel area to liquid volume. Fig-
ure 5.3E shows the average absolute error percentage at a specific volume, with the bar

indicating the error range from minimum to maximum.
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Figure 5.3: Computer vision for volume estimation. (A) Example of a raw
image captured by the camera module. (B) In-refrigerator volume estimation setup.
The CMOS camera module (the white triangle) images the conical tubes with a diffused
LED backlight for even illumination. (C) Fluid segmentation: a rectangular pixel patch
down the center of the conical tube; Row-wise summations of the HSV channels are used
to detect the location of the meniscus. The initial liquid potion segmentation is added
to the meniscus portion to yield the final segmentation. (D) Calibration graph with a
fitted relationship of segmented pixel count to ground truth volume. (E) The absolute
error percentage: orange dots represent the average error at selected volumes. The
shaded bar represents the minimum to maximum error range.

5.4 Automated study of cerebral cortex organoids

The integrated research platform was used to study the effects of automation on
the neuronal activity of pluripotent stem-cell-derived mouse cerebral cortex organoids.
Embryonic stem cells were aggregated, patterned, and expanded to generate organoids

using a previously defined differentiation protocol [18, 57]. Day 32 post-aggregation, 10
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organoids were plated two-per-chip directly onto five HD-MEAs. For the 7-day study,
the five chips were split into groups that were fed and recorded with standard manual
procedures (Controls 1-3), automatic feeding and manual recording (AF), or automatic
feeding and automatic recording (AFAR). Four chips (Controls 1-2, AF, and AFAR)
were imaged in the incubator every hour, by their dedicated upright digital microscope
(DinoLite).

Automated microfluidic feeds were used to increase the consistency and fre-
quency of cell culture media replacement. We removed conditioned cell supernatant
from the well and dispensed the equivalent volume of fresh media for each feed cycle.
The controls had 1.0 mL media replacement every 48 hours, consistent with standard
protocols. AF and AFAR were placed on a protocol in which 143 pL. media were re-
placed every 6 hours, matching the total media volume turnover across groups for the
7-day study. The schedule of automated media feeds was defined at the experiment’s
launch and initiated by a timed feeding job command sent to the microfluidic pump.
The fidelity of feeding was controlled through a computer vision volumetric feedback
loop on the aspirated conditioned media (Figure 5.3, 5.4A).

Conditioned media has a high protein content, contains cellular debris, and is
susceptible to forming salt crystals [9, 47]. In microfluidic systems, this leads to clogs,
error accumulation, and failure modes [42]. To overcome this, a volume estimation
feedback loop was initiated each time the pump performed a job. Once media was
perfused to/from a specific well, the pump sent a job request to the camera module

responsible for imaging the well’s collection reservoir. The image was captured, uploaded
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to the cloud, its volume estimated by the computer vision Estimator, and returned to
the pump for feedback interpretation. Within tolerance, the action was declared a
success (marked as a green check mark in Figure 5.4A), and no further action was
taken. Outside of tolerance, the pump scheduled itself a new job proportional to the
volume discrepancy and in relation to the number of previous feedback attempts (see
??, Feedback interpreter).

The system strives to resolve discrepancies on its own using feedback. How-
ever, in extreme cases where volume estimation returns a value outside of reason (i.e., >
expectation + 2 mL) or if the feedback iteration limit is reached (i.e., > 20 attempts),
the system was programmed to send an alert to a Slack messaging channel and pause.
During the 7-day experiment, the system resolved errors independently, and this condi-
tion was not reached.

The automated feeding and feedback results for AF and AFAR are visually
represented in Figure 5.4B-D. Figure 5.4C shows the traces of expected volume and
computer vision estimated volume for AFAR (left) and AF (right) for the 7-day study
(Days 5 to 12 post-plating). There was a collection reservoir change on Day 8 in which
the 15 mL conical was replaced with a fresh tube. In both samples, the drop in estimated
and expectation reflects the collection reservoir exchange. For AFAR (Figure 5.4B,
left), a zoomed-in view of the feedback loop following the scheduled feeding cycle at
7:12 on Day 9 highlights feedback actions taken to remedy a volumetric discrepancy. In
this instance, the volume estimation was less than expected after the feed cycle. Five

consecutive aspiration jobs were carried out, and the estimated volume still remained
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under expectation. At the 6th iteration of feedback, a pull job was sent to the pumps,
which raised the collection volume above the expected volume. In the 7th and 8th
iterations of feedback, two dispense jobs were engaged to supplement the well for the
over-aspiration. In a similar case, for AF (Figure 5.4B, right), a total of 6 iterations of
feedback were engaged to bring the estimated volume into tolerance with the expected
volume; however, in this example, no dispense jobs were required. Figure 5.4D shows
histograms of the sum of pump events per day by subcategory. Each feeding cycle (four

per day) was scheduled, and all other events occurred through feedback.
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Figure 5.4: Volume feedback. (A) Volume estimation feedback loop. After the
pump completes a microfluidic action, it requests a picture of the media collection reser-
voir from the camera module. The picture is passed to the cloud-based computer vision
program to estimate the current volume. The results is compared with the expected
volume, and a decision is made: within tolerance (green checkmark), a microfluidic vol-
ume adjustment action is needed (red “x”), or an anomaly is detected (yellow question
mark). Once the estimated volume is within tolerance (green check mark), the feedback
cycle ends and proceeds to the next job. If this cannot be achieved or an anomaly is
detected, such as out-of-range volumes, an alert is sent to the user messaging service to
request assistance. (B-D) On these graphs, the “Day” x-axis summarizes the timeline:
organoids were plated on the HD-MEA on Day 32, automation started 5 days after plat-
ing and continued to day 12. Above this axis, dots mark the occurrence of microfluidic
events. (B) Graphs of the Expected Volume and Estimated Volume for the automated
AFAR (left) and AF (right) during a perio@®f feedback events. Event types are marked
with dots below the graph. (C) The complete view of Expected and Estimated volume
traces over the 7-day study. (D) Stacked histogram pump events per day organized by

type.



5.4.1 High-frequency HD-MEA recordings do not disrupt neuronal

activity

To interrogate organoid neuronal activity, extracellular field potentials were
measured using 26,400 electrode HD-MEAs, which can record up to 1,020 electrodes
simultaneously. We conducted daily activity scans to monitor neural activity. Heat
maps derived from the first and final activity scans for each sample are presented in
Figure 5.5B, with organoid body outlines for reference. To optimize electrode coverage,
we generated specific configuration files for electrode selection based on the regions with
the highest activity, which remained constant for four of the five chips. In one case (AF,
Day 32+6), we adapted the configuration due to the emergence of a new high-signal area
on the second day of recording. These maps allowed continuous electrode measurements
for 10-minute intervals optimized for frequent, long-term sampling.

Manual recordings involved an experimenter placing each HD-MEA on the
recording unit and initiating 10-minute recordings via software. In contrast, the hourly
recordings (AFAR) featured the HD-MEA remaining on the headstage while automated
software handled the entire process, from power management to data uploading. AFAR
amassed 161 recordings, totaling 26.8 hours (560 GB) of electrophysiology data. Con-
versely, all manually recorded samples (Controls 1-3 and AF) accumulated 7 recordings,
amounting to 1.2 hours of electrophysiology data.

From these data, we analyzed the effects of our automated microfluidic, imag-

ing, and recording system on the neuronal activity of the brain organoids housed therein.
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Imaging of the chips from above (Figure 5.5A) allowed us to align the body of the
organoid with neural units detected (Figure 5.5B). In some instances, such as in Con-
trol 1, neurite outgrowths were evident in the images and activity scans.

The initial activity scan was used to assign samples for the experiment. In
the first activity scan, AFAR and Control 1 exhibited the highest activity, followed
by AF, Control 2, and lastly, Control 3. This specific categorization of samples was
designed to address potential biases introduced by varying levels of starting activity. To
ensure robust analysis, each chip was treated as an average of the two organoids. Chips
demonstrated similar trajectories in the number of units and firing rate frequency over
the 7-day experiment, irrespective of feeding or recording schedules (Figure 5.5C-D).
Figure 5.5C shows the distribution of neuronal firing rates as a violin plot for each
chip over seven days, labeled with the number of neurons detected in that recording.
The number of detected units had a positive correlation over the 7-day study for all
samples except Control 1, which also presented the highest number of units (Figure
5.5D, top). Similarly, the median firing rate was positively correlated with time for
all samples except for Control 2 (Fig 5.5D, bottom). The fully integrated system,
encompassing automated feeding, imaging, and recording, behaved like the controls,
indicating minimal bias or distortion of data as a result of increased HD-MEA recording

frequency.
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5.4.2 High-frequency HD-MEA recordings reveal dynamic neuronal

activity states in organoids

The hourly recording condition (AFAR) unveiled dynamic and transient states,
not apparent with single daily recordings (Figure 5.5E). While the trendlines for hourly
and daily recordings (for both units and firing rates) have similar upward trends, hourly
recordings show more prominent oscillations around the trendline not captured by the
single daily recordings. Median firing rates fluctuated as much as 3-fold over the course
of a day, sometimes within a few hours of each other.

To determine if feeding cycles influenced this activity, we aligned recordings to
a six-hour ‘time since feed’ cycle (Figure 5.5F, top) and examined potential differences
in the number of units and firing frequency. Figure 5.5F presents the composite graph
of aggregated neuronal firing rates comprising 26 feeding cycles with all 161 recordings
binned with respect to their time since feeding. Owur results showed no trend across
all superimposed feeding cycles: neither the number of units nor firing rate changed
in relation to feeding cycles. The oscillations presented in Figure 5.5E do not align
with feeding and appear to be a temporal dynamic intrinsic to the network. In sum-
mary, these findings underscore the robustness and reliability of our feedback-driven

microfluidic platform for brain organoid studies.
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Figure 5.5: Electrophysiology analysis of the 7-day cerebral cortex organoid
study. (A) Digital microscope images of each organoid sample (B) Boundaries of
each organoid were outlined and overlaid for orientation on their activity scans from
the first recording day (top) and last recording day (bottom). The samples are labeled
underneath, with the color legend consistent throughout the figure. (C) Spike sorting
analysis on 10-minute recording/day detected neural units and spiking frequency. Daily
Violin plots. The black dashed lines represent the first (lowest) quartile, median, and
third (highest) quartile. The firing rate of each neuron is represented along the y-axis,
and the total number of neural units is labeled above each plot. (D) Plots of the
number of units (top) detected on the daily activity scans, and their median firing rates
(bottom). (E) The AFAR had an additional 23 (hourly) recordings per day (translucent
dots/trendline) beyond the daily recordings (opaque dots/trendline). The trend of units
detected over time (top graph) and median firing rates (bottom graph) was different
with the inclusion of hourly recordings comflared to daily recordings. Vertical lavender
lines represent occurrences of automated feeds. (F) A dial schematic of the 6-hour
automated cycle of recording, feeding, and imaging for the AFAR sample (top). The
AFAR’s hourly recordings were organized in bins of ‘hours since feed,” and the neuron
firing rates are shown in violin plots (bottom).



5.5 Methods

Automated fluidics organoid culture

The automated microfluidic pump system builds on previous work [84]. The
microfluidic system was configured to support two chips (AF and AFAR) and their
respective collection reservoirs (right and left) were imaged by the camera setup.

Fresh cell culture media is kept at 4°C refrigeration and accessed by the pump
through flexible FEP tubing routed into a benchtop refrigerator and to a media bottled
with a reagent delivery cap (Cole-Parmer VapLock). Fresh media is kept refrigerated to
increase longevity and may be replaced during experimentation. To dispense, the syringe
pump and distribution valves draw fresh media into the syringe vial and distribute the
programmed volume into flexible FEP tubing routed through an access port in the
incubator. Here, the media is heated in incubator conditions prior to being delivered to
the organoid inside the culture chamber. To keep media dispenses available on demand,
a preheated 450 pL reserve (59% of the chamber’s volumetric capacity) of fresh media
remains idle in the FEP tubing so that upon dispensing, 37°C media is delivered to
the well in less than 10 seconds. The FEP tubing is interfaced with the fluidic module
with threaded ferrule lock and nut fittings (Cole-Parmer VapLock). Outflow from the
fluidic module is drawn away with FEP tubing routed out of the incubator and into a
refrigerator containing the collection reservoirs and computer vision camera setup.

For the collection reservoirs, we selected 15 mL Polyethylene Terephthalate

(PET) conical tubes (430055, Corning) for high optical clarity, ease of replacement, and
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durability in downstream analysis and cold storage. To enhance visibility for computer
vision imaging, we removed the factory-printed writing area on the conical PET tubes
using generic, multipurpose tape. Flexible FEP tubing was interfaced with the PET
tubes using a rubber cork plug (#6448K95, McMaster-Carr). The cork was pierced with
8-gauge steel needles that served as supportive conduits for the tubing. The tubing was
secured inside the needle with glue (Loctite 4011) to create a hermetic seal at the point of
interface. The steel encasing of the needles ensures a smooth, unobstructed flow within
the flexible FEP tubes. Each collection reservoir had two flexible FEP tubes: one for
media coming from the fluidic module and one for pressurized operation connected to
the syringe pump. This ensured that spent media never entered the syringe (only air).
The air is expelled into a filtered (Millipore AA 0.22 pm syringe filter) safety container
(not shown in Figure 5.1).

For the 7-day study described here, we designed for equivalent media exchange
across conditions. The Controls 1-3 were fed 4 times at 1 mL per feed, totaling 4 mL
of replacement media. AF and AFAR were fed 28 times at 143 uL per feed, totaling
4 mL of replacement media over the week. Summing the scheduled feeds and feedback

adjustments, a single collection reservoir could store conditioned media for 2-3 weeks.

Sterilization and assembly

Before use in tissue culture, components were placed in autoclavable bags
(RIT-3565, PlastCare USA) and steam-sterilized at 134°C for 20 minutes or 121°C for

30 minutes based on Formlabs material datasheet specifications. Components were
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autoclaved, disassembled, and then assembled in a sterile tissue culture hood to avoid
deformation or cracking during temperature cycling. Components were transported in
an enclosed petri dish (small items) or a sterile autoclaved bag (large items) before
being released into the incubator. Components that could not be autoclaved (such
as electronics, i.e., recording headstage, microscope) have their enclosures sterilized
with hydrogen peroxide disinfecting wipes (100850922, Diversey) before entering the

incubator.

Priming the experiment

On the 5th day on chip (Day 32+5), membrane lids for two HD-MEAs (AF
and AFAR) were replaced with microfluidic culture chambers. During the replacement
process, all media was aspirated from the HD-MEA’s well with a P-1000 pipette. The
microfluidic catch tray, followed by the culture chamber, was inserted inside the well,
and 750 uL of the original media was added back to the microfluidic culture chamber.
Excess media was discarded. The glass rod lid was placed on top.

Flexible FEP tubes (idling with DI water) were flushed with 1.0 mL of fresh
media. After priming the lines with media, the AF/AFAR chips were connected with
fluidic fittings wrapped with Teflon tape. An initial aspiration leveled the media to the
target fluidic operating range. The collection reservoirs were replaced with new empty

conical tubes.
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Running the experiment

During the experiment, the media was exchanged using a feed cycle operation
consisting of an aspiration followed by fresh media dispense. Here, we performed 143
nL aspirations and dispenses every 6 hours to match 1.0mL feeds every two days in the
manual feeding controls. Feedback performed additional aspiration, dispense, and pull
actions in addition to the basic feed cycle schedule to ensure the system stayed within

normative error ranges. See section Feedback interpreter.

Teardown of the experiment

Once the experiment was stopped, chips were disconnected from the flexible
FEP tubes by unscrewing the fittings. The flexible FEP tubes with fittings were ster-
ilized in a flask containing disinfectant (Cydex) and covered with aluminum foil. The
collection reservoirs with the experiment’s conditioned media were disconnected and
taken for analysis. New collection reservoirs were inserted for the cleaning cycle. The
pump ran a cleaning solution (Cydex) through the entire internal cavity for 1 hour to
disinfect the system. Following disinfection, DI water and dry, sterile air were profused
through the system for 12+ hours (overnight) to clear the disinfectant. The flexible

FEP tubes were left resting with DI water until the next experiment.

Microfluidic culture chamber

The microfluidic culture chamber assembly allows media to be exchanged inside

the HD-MEA well. The chamber assembly consists of a microfluidic module, glass rod
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lid, and catch tray (Figure 5.2B, C).

The microfluidic module is placed inside the HD-MEA well, creating a media
chamber and fluid path into and out of the chamber. Media from outside the incubator
travels to the fluidic insert along 0.030” ID and 0.090” OD Tygon tubing (AAD02119-
CP, Cole Parmer); the length of the tubing is approximately 100 cm. The tubing
attaches to the fluidic insert using PEEK fittings (EW-02014-97, Cole Parmer) wrapped
(counter-clockwise) in PTFE thread seal tape around twice the fitting’s circumference.
The inlet and outlet are raised inside the fluidic insert to create a pool following a
geometry published in previous work [84].

The fluidic insert, glass rod lid, and catch tray use silicone O-rings (52331543,
5233T479, 52337297, and 5233T585, McMaster) to provide seals against contamina-
tions and leakage. O-rings were rubbed with a minimal quantity of canola oil for lubri-
cation to facilitate installation and enhance sealing performance. The canola oil can be
autoclave-sterilized, but it is unnecessary if the O-rings are sterilized post-lubrication

(see Sterilization and assembly).

Computer vision for fluid volume estimation

The computer vision setup, located inside a 4°C refrigerator, included a support
for the collection reservoir, a camera module, and an LED panel positioned behind
the conical tubes. The LED panel served as backlighting to enhance the clarity and
contrast of the images. The reservoir support was a two-plex 3D-printed system capable

of multiplexity to tailor alternate experiments (see Assembled devices and custom 3D-
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printed components). The camera and LED panel were both controlled by a Raspberry
Pi.

To generate the calibration dataset, the camera module captured images of
media in the collection reservoirs at select volumes over the entire range of the tube (0-12
mL), totaling 184 images. The volumes associated with each image were measured using
a high-precision scale (30029077, Mettler Toledo). This approach enabled a correlation
between the visual representation of media in the images and its actual volume (see 77).

To ensure image quality, our study introduced two checks to validate the in-
tegrity of the captured images: Lighting and blurriness. A region of interest (ROI) was
designated within the panel’s area to verify the lighting conditions by checking that
the average RGB color values each exceeded a minimum threshold of 20 out of 255.
Blurriness was assessed by computing the variance of the Laplacian for the image, with
a necessary threshold of 50 to pass. The thresholds were empirically determined using
the calibration dataset.

Figure 5.3C illustrates the methodology applied to fluid segmentation, outlined
in the Results section. The process begins with capturing an RGB image of the collection
reservoirs that are fixed in place by the setup. To facilitate better segmentation and
feature extraction, the RGB image is transformed into the HSV (Hue, Saturation, and
Value) color space. A summation of the HSV values row-wise from the bottom to the top
of the collection reservoir results in three distinctive profiles that allow differentiation
between the liquid and background. Each profile, as illustrated in Figure 5.3C, presents a

vertex at the boundary. A row value was established by averaging three rows identified
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in each HSV channel: an abrupt rise in the curve for the Hue channel, the absolute
maximum for the Saturation channel, and the absolute minimum for the Value channel.
From the average row value, the first segmentation was created. Everything below
this row was set as white pixels, and everything above it was set as black pixels. A
local evaluation around the average row was made to incorporate the meniscus in this
segmentation. Utilizing HSV thresholds, the meniscus was accurately characterized and
incorporated into the initial segmentation, culminating in the final image segmentation,
in which white pixels represented the liquid portion.

The estimated volume was given by Equation 5.1, where x represents the seg-
mented area in pixels, and the resultant volume is in microliters. Two different curves
are used to account for the conical section for volumes under 1.5 mL (and pixel area

less than 4446) and the cylindrical section for larger volumes.

5.09 x 107223 +2.39 x 107522 4+ 0.13z — 1.28 if x < 4446 pixels
Vi(z) =

2.60 x 107123 +5.38 x 10~ 722 + 0.62x — 1288.37 =z > 4446 pixels
(5.1)

The image segmentation and estimation based on the mathematical model
(Equation 5.1) is carried out by a software program named the “Estimator.” The
process initiates with a feeding cycle, which triggers a picture request. Upon receiving
the image of the collection reservoir, the “Estimator” analyzes the image and returns
the estimated value of the fluid volume. The volume is relayed to the next module for

feedback interpretation within the pump system (see Feedback interpreter).
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Feedback interpreter

Computer vision volume estimations were compared to expectation values
based on the sum total of pump action jobs. The feedback interpreter classified es-
timations into four categories: within tolerance, out-of-tolerance, anomaly, and tube
change. Tolerance was a static volume selected at the start of the experiment. For the
results shown here, the tolerance was 143 nL. If the volume estimation received was
within the expectation value + /- the tolerance, the pump action was determined a suc-
cess, and feedback ceased. If the volume estimation received was beyond the expectation
value +/- the tolerance and also less than +/- 2000 pL, another cycle of feedback was
engaged. When the volume was less than expected, for the first 5 iterations of feedback,
aspiration jobs were sent to the pump with the difference of expectation and estima-
tion. For iterations 6 to 19, pull jobs were sent to the pump, increasing by one for each
subsequent interaction. A “pull” is a 1000 pL aspiration at 10x the standard syringe
speed (applying a 1.1 x 103 mm/s flow rate), shown to generate the force required to
break through variably high resistance in the conditioned media. At 20 iterations, the
feedback interpreter requests manual intervention via the messaging application, and
all further pump actions are suspended until the issue is resolved. When the volume
was more than expected, dispense jobs were sent to the pump with the difference of
expectation and estimation. Dispense actions were limited to 200 pL per action and 2
iterations of feedback in total to prevent overflow. A volume estimation that was 2000

pL or more above the expectation value was determined as an anomaly and requested
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manual intervention via the messaging application, and all further pump actions were
suspended until the issue was resolved. The feedback interpreter automatically detected
collection reservoir tube changes when the volume estimation dropped by 2000 pL or
more compared to the previous estimation and the total volume present was estimated

as less than 2000 pL.

Computer vision for In-incubator Organoid Culture imaging

In-incubator imaging

A 5MP digital microscope (AM7115MZTL, Dino-Lite) was placed over the
organoid culture on the HD-MEA using holders described in Assembled devices and
custom 3D printed components. Imaging was performed from the top through a glass
rod (quartz drawn rod, 5mm =+ 0.20mm dia x 15mm + 0.20mm long, UQG Optics) (in
AF/AFAR chips) or through a membrane lid (in control chips). The image is captured
using reflected light from a built-in brightfield LED source next to the camera sensor.
The 3D printed alignment trays handle most of the chip placement, with initial minor
focal plane adjustment required. The microscope remains shut off until the software

triggers it to turn on the lights and take a photo.

Image Segmentation for Organoid

In the process of image segmentation for organoid analysis, the first step in-
volves applying an image calibration to correct any distortion. This procedure requires

identifying four source points and four destination points. The former were manually
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selected from the distorted image. The latter were calculated based on an initial pixel
(left corner of the HD-MEA), the size of the electrodes, and the spacing between them,
both in millimeter units. This relationship between pixels and millimeters was estab-
lished by using known dimensions of the HD-MEA border and electrode pitch in the
image.

The organoid segmentation within the rectified image was accomplished us-
ing the Segment Anything Model (SAM) [36]. This model combines neural network
architectures, allowing for precise and versatile image segmentation without requiring
specialized training on new images. The segmented image is analyzed to detect varia-
tions in pixel intensity, which signify the presence of organoid contours. Both images
with the organoid’s contour and electrode grid are overlayed. Each electrode area is
checked for the presence of the organoid’s border. When a border is detected within an
electrode’s bounds, that particular electrode is marked prominently on the grid image
to signify contact with the organoid (see Figure 5.5B). The step-by-step illustration of

the analysis process is shown in Supplemental Figure C.5.

Plotting & alignment to neural activity data

Electrode numbers as (x,y) position were plotted in matplotlib and exported
as SVG. The SVG aligns over other plots, such as activity heatmaps, which follow the
same x:3580 by y:2100 axis dimensions. Since electrophysiology plots use the electrode
coordinate system with the same (x,y) positions, the image segmentation grid and neural

activity plots are aligned on the same coordinate system.
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Measuring neural activity

Extracellular field potential recordings were performed using CMOS-based
high-density microelectrode arrays (HD-MEAs) (MaxOne, Maxwell Biosystems). Each
HD-MEA contains 26,400 recording electrodes within a sensing area of 3.85 mm x 2.1
mm (each electrode has a diameter of 7.5 pm, spaced 17.5 pm apart center-to-center).
A subset of up to 1020 electrodes (defined spatially by a configuration) can be selected
for simultaneous recording [3]. Across one configuration, neuronal activity in microvolts
was sampled over time at 20kHz and stored in HDF'5 file format.

The experiment involved each chip’s daily activity scans and recordings (de-
scribed below). Each chip underwent an activity scan and subsequent recording every
day, consistently conducted within the same one-hour time window. All chips shared
the same recording unit and were recorded one at a time. For the AFAR condition,
beyond the daily recordings and activity scans, the chip remained on the HD-MEA for
automated hourly recordings.

The gain was set to 1024x with a 1 Hz high pass filter for both activity scans
and recordings. The recording was set up to save 5 RMS thresholded spike times as
well as all raw voltage data for downstream analysis and plotting.

All neural activity measurements were performed inside the incubator at 36.5°C,

5% CO2.
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Activity scans

Activity scans were performed daily in the MaxLab Live Scope (Version 22.2.22,
MaxWell Biosystems) to identify where the organoid’s electrical activity is spatially
distributed across the HD-MEA. The activity scan sequentially records from different
configurations of up to 1020 electrodes, thereby sampling the microelectrode array for
action potentials. We used the checkerboard assay consisting of 14 configurations, with
30 seconds of recording per configuration. The resulting activity heatmap (see Activity
heatmaps) for each chip is shown in Figure 5.5B and Supplementary Figure C.6. Based
on the assay results, 1020 most active electrodes were selected for simultaneous activity

recordings.

Recordings

Each recording lasted 10 minutes. Initial recording configurations were created
on the first day, and configurations were updated on the second day to match shifting
activity. Afterward, we chose to keep the configurations constant across the final 5 days
since the activity did not shift dramatically, and keeping the same configuration allowed

for more consistent monitoring of the same region.

Spike sorting and curation

To know how automated culture affects the neuron’s electrophysiology, each
MaxWell recording is spike sorted into single unit activity using Kilosort2 [56]. By using

a template-matching algorithm, Kilosort2 can cluster neurons based on their waveform
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shape. The settings for spike sorting are a bandpass filter of 300 to 6000 Hz for the raw
data and voltage thresholding with 6 RMS above the baseline.

The sorting output is curated by an automatic algorithm that checks the signal-
to-noise ratio (SNR), firing rate, interspike interval (ISI) violation, and the spike foot-
print for each putative neuronal unit. As a result, units that had SNR above 5, firing
rate above 0.1 Hz, ISI violation below 0.1 and footprint on more than one channel
are kept for analysis. Spike sorting was performed on the National Research Platform

(NRP) computing cluster with an NVIDIA GeForce GTX 1080 Ti GPU.

Activity heatmaps

Activity heatmaps in Figure 5.5A depict the spatial distribution of significant
voltage events. MaxWell software provides thresholded event identification based on
moving root-mean-square (rms) value for each electrode, identifying events exceeding
5 times an electrode’s rms value. We created a 2D grid of spike counts per second
and applied a 2D Gaussian blur for visual smoothness, normalizing each grid point by
dividing it by 2772 to re-scale back to the original Hz values. These values were then
plotted as the activity heat maps. The heatmaps use warmer colors for higher firing

frequency and darker colors for lower activity.
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5.6 Conclusion

The multi-system integration achieved in Aim 3 represents a significant ad-
vancement in cerebral organoid research technology. Our integrated platform, com-
bining automated microfluidics, high-density microelectrode arrays, and in-incubator
imaging, enables unprecedented long-term monitoring and control of organoid cultures.

Key achievements of this aim include:

e Successful integration of multiple technologies through an IoT architecture, allow-

ing for coordinated, automated experiments

e Development of a computer vision-based feedback system for precise control of

media exchange, ensuring stable culture conditions

e Demonstration of the platform’s capability to support long-term organoid culture

with minimal human intervention

e Acquisition of hourly electrophysiological data, revealing dynamic neural activity

patterns not observable with traditional recording methods

e Validation of the system’s performance through a 7-day study of mouse cere-
bral cortex organoids, showing comparable growth and activity to manual culture

methods

Importantly, our results indicate that frequent automated feeding and record-

ing do not negatively impact organoid development or neuronal activity. Instead, the
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high-frequency recordings unveiled temporal dynamics in neural firing patterns that
were not apparent in daily recordings.

This integrated platform opens new avenues for studying brain development
and function in vitro. The ability to maintain stable, long-term cultures while con-
tinuously monitoring multiple parameters will enable more complex experiments, such
as extended developmental studies or chronic drug treatments. Furthermore, the high-
temporal resolution data acquired through this system may provide new insights into
the emergence and maturation of neural networks in cerebral organoids.

Future work will focus on extending the duration of automated experiments,
incorporating additional sensing modalities, and applying this technology to human
cerebral organoids and disease models. The modular nature of our IoT-based system
will facilitate the integration of new technologies as they become available, ensuring
that this platform remains at the forefront of organoid research.

In conclusion, the multi-system integration achieved in Aim 3 provides a pow-
erful new tool for neuroscience research, combining the benefits of automation, precise
environmental control, and high-resolution data acquisition. This platform has the po-
tential to accelerate our understanding of brain development and function, and may

ultimately contribute to the development of new therapies for neurological disorders.
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Chapter 6

Conclusion

6.1 Discussion

The increasing demands for long-term experiments, reproducibility, paralleliza-
tion, and longitudinal analysis drive cell culture toward automation. This study show-
cases an automated, microfluidic solution for the growth and maintenance of organoids
capable of existing in conjunction with other control and sensing devices over the Inter-
net of Things, magnifying the ability to capitalize on precision robotics for automated
experimentation. Combining this platform with the imaging platform shown here (Fig-
ure 3.7) provides a stationary environment that uniquely enables the live study of in-
dividual organoids over time. This platform could easily be used to maintain other
organoid models and ex vivo tissues. The 24-plex microfluidic chip described here could
also be adapted to support the growth of adherent (2D) cultures by including an addi-

tional protocol step to treat the microfluidic chip with a cell adherence surface coating
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prior to loading cells.

The use of orbital shakers for long-term organoid culture has been widely
adopted in the field and yields benefits to nutrient diffusion and dissolved gas homo-
geneity. However, the fluid velocities and shear forces present do not resemble the
embryonic environment. Microfluidics such as in the system shown here could be used
to tune fluid velocities, shear forces, and pressure gradients while providing the same
benefits to nutrient and dissolved gas concentration through rapid feeding regimens.
Our system enables an environment of low velocities. The CFD simulation shown here
(Figure 3.6) represents the conditions present in the validation experiment which prefer-
entially selected for low velocities; however, greater rates of profusion would yield higher
velocity gradients that could be used to study the effects on organoid morphology and
differentiation.

Reducing stress levels in cerebral organoid models is crucial to achieving phys-
iological relevance. As measured by reduced glycolytic enzyme expression, the envi-
ronment of the Autoculture platform results in reduced-stress organoids compared to
traditional suspension culture conditions. Pathways that respond to environmental
conditions such as sugar metabolism, hypoxia monitoring, and protein production are
interconnected through the integrated stress response pathway. By reducing concen-
tration fluctuations in the cell culture media through automated feeding, the cultures
may experience greater homeostasis. Further investigation is needed to understand the
potential long-term effects of reducing gene expression of glycolysis and ER stress genes

and the critical environmental conditions that underlie the gene expression signature
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associated with less cell stress we observed. For example, it is unclear whether depletion
of essential nutrients, like glucose, or accumulation of cell metabolites, like lactose, is the
critical factor leading to the induction of genes in the glycolysis pathway observed under
standard organoid culture conditions. However, the Autoculture system we developed
here provides a platform in which we can systematically explore this question.

We integrated the custom-built and commercially available instruments using
the IoT device-class framework. This system ensures faster, consistent, and always
available operations, increasing the overall throughput while allowing the researchers to
focus on formulating questions and data interpretation. Running on a distributed IoT
network offers dual benefits. Using a local MQTT broker ensures reliable performance
even during internet outages. Cloud integration enables global collaboration across
distant labs for shared or complementary research. This setup enhances both the conti-
nuity of individual experiments and the integration of worldwide scientific efforts. The
reduction of human intervention enabled by the microfluidic feeding system reduces the
risk of contamination and other human-introduced mishaps. This is particularly valu-
able in months-long organoid experiments, where the accumulation of small variations
in sample handling can accumulate to generate large differences between experimental
batches.

Our system has the capacity to increase the frequency of media collections,
morphology assessments, and electrophysiological measurements beyond what is feasi-
ble under standard conditions. Feedback in experimental setups becomes essential for

maintaining target operating zones in the absence of direct physical observation. In
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this paper we demonstrated one method of feedback, which was needed to maintain a
consistent volume in the organoid growth chamber. During our 7-day run, the system
achieved this feedback autonomously and did not experience break-downs or need to
use the messaging alert system to overcome anomalies.

How frequently should data be collected? By providing the ability to record
as frequently as desired, our system can uncover the optimal frequency for meaningful
data capture for rare but significant events. Neural processes unfold with remarkable
complexity and variability, yet for practical reasons, many experimental paradigms are
limited to daily recordings at most [21, 19, 82, 7]. Researchers can thereby miss crucial
events that occur between observation points. From our results, the high-frequency
recordings presented trends not captured in the once-a-day sampling. Hourly record-
ings like those conducted here can enable the detection of patterns, oscillations, and
interactions that may be overlooked in sporadic recordings [77, 43]. These benefits are
particularly relevant to researchers wishing to study phenomena with a more imme-
diate timescale, such as neuroplasticity [100]. Additionally, many neurodevelopmental
disorders have been hypothesized to be ‘connectopathies,” characterized by abnormal
connectivity [102]. Frequent recordings can provide a nuanced view of the underlying
changes in activity patterns during neurodevelopment, contributing to a better under-

standing of the etiology of neurodevelopmental disorders.
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6.2 Future Work

In the future, devices can use the flexibility of MQTT messaging to allow the
creation of additional feedback loops to control the experiment. The computer vision
techniques we applied to volume estimation could be extended to further applications
such as colorimetric and absorbance sensing using the same setup to interrogate bio-
chemical properties of the media. Such measurements could provide a more detailed and
accurate analysis of organoid cultures and can lead to a more nuanced understanding
of their behavior and responses to different stimuli.

The more the number and different kinds of measurements taken in an exper-
iment, the more automation becomes essential to coordinate and manage the different
modalities. The use of 3D printing technology enhances this flexibility, allowing for the
seamless combination of multiple systems, such as the integration of our custom media
exchange setup with the commercial HD-MEA and portable microscope. We foresee
the integration of various sensory data and feedback mechanisms to analyze cell culture
conditions. Our platform’s consistency and reliability are ideal for comparative stud-
ies involving organoids of different genotypes or subjected to various pharmacological
manipulations. This capacity to facilitate direct comparisons between diverse experi-
mental conditions holds promise for advancing our understanding of neurodevelopment

and neurodevelopmental disorders.
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6.2.1 Conditioned media sensing (collaboration with Dr. Holger Schmidt

and lab)

The conditioned media extracted from cell culture contains a collection of data
to draw inferences relating to the state of the culture. The initial system binned this
conditioned media in collection reservoirs to be analyzed downstream. Here, we will use
this for real-time data that the system can interpret as feedback to gain insight on the
state of the culture.

The first implementation to sense conditioned media is an in-line pH sensor.
Prefacing each feeding cycle, spent media is drawn into the syringe pump and then ex-
ported either to a collection reservoir or processing module. On this line, a T-intersection
fluid sampler pH monitor will be added to record conditioned media. This is used to
approximate culture metabolic rates and readjust the feeding regimen.

The second implementation is the further the insight gathered from conditioned
media and prepare aliquots for stained counting. All eukaryotic cells generate extracel-
lular vesicles (EVs) through processes of budding the cell membrane or endosome. EVs
contain cargo of DNA, RNA, lipids, and proteins, contained in a lipid envelope that are
released into the extracellular space. The stain and counting of these EVs yield insight
into the state of the cells. The particular phenotypes and number of EVs represent a
body of research that will be conducted in collaboration with Dr. Holger Schmidt and
lab members. To integrate real-time EV counting devices, the Autoculture platform will

prepare staining protocols. This is summarized as:
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. Aliquot a sample of conditioned media in the syringe vial

. Pass the sample through a 200nm in-line filter and back to the syringe vial

. Draw EV stain from cold storage and mix in equal proportions

. Incubate for 1 hour with periodic mixing

. Send a message over MQTT that a stained sample is ready for measurement

. Translate the prepared sample to the EV sensing device and slowly push the fluid

through

. Receive measurement results
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Appendix A

Cell Culture Protocols

Embryonic stem cell culture

All experiments were performed in the adapted C57/BL6 mouse embryonic
stem cell (ESC) line (Millipore Sigma # SF-CMTI-2). This line is derived from a male
of the C57/BL6J mouse strain. Mycoplasma testing confirmed lack of contamination.

ESCs were maintained on Recombinant Human Protein Vitronectin (Thermo
Fisher Scientific # A14700) coated plates using mESC maintenance media containing
Glasgow Minimum Essential Medium (Thermo Fisher Scientific # 11710035), Embry-
onic Stem Cell-Qualified Fetal Bovine Serum (Thermo Fisher Scientific # 10439001), 0.1
mM MEM Non-Essential Amino Acids (Thermo Fisher Scientific # 11140050), 1 mM
Sodium Pyruvate (Millipore Sigma # S8636), 2 mM Glutamax supplement (Thermo
Fisher Scientific # 35050061), 0.1 mM 2-Mercaptoethanol (Millipore Sigma # M3148),

and 0.05 mg/ml Primocin (Invitrogen # ant-pm-05). mESC maintenance media was
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supplemented with 1,000 units/mL of Recombinant Mouse Leukemia Inhibitory Factor
(Millipore Sigma # ESG1107). Media was changed daily.

Vitronectin coating was incubated for 15 min at a concentration of 0.5 pg/mL
dissolved in 1X Phosphate-buffered saline (PBS) pH 7.4 (Thermo Fisher Scientific #
70011044). Dissociation and cell passages were done using ReLeSR passaging reagent
(Stem Cell Technologies # 05872) according to the manufacturer’s instructions. Cell
freezing was done in mFreSR cryopreservation medium (Stem Cell Technologies #

05855) according to the manufacturer’s instructions.

Cerebral cortex organoids generation

Mouse cortical organoids were grown as previously described by our group
[?, 18] with some modifications. To generate cortical organoids we single cell dissoci-
ated ESCs using TrypLE Express Enzyme (ThermoFisher Scientific #12604021) for 5
minutes at 37°C and re-aggregated in lipidure-coated 96-well V-bottom plates at a den-
sity of 3,000 cells per aggregate, in 150 pL of mESC maintenance media supplemented
with Rho Kinase Inhibitor (Y-27632, 10 pM, Tocris # 1254) and 1,000 units/mL of
Recombinant Mouse Leukemia Inhibitory Factor (Millipore Sigma # ESG1107) (Day
-1).

After one day (Day 0), we replaced the medium with cortical differentiation
medium containing Glasgow Minimum Essential Medium (Thermo Fisher Scientific #

11710035), 10% Knockout Serum Replacement (Thermo Fisher Scientific # 10828028),
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0.1 mM MEM Non-Essential Amino Acids (Thermo Fisher Scientific # 11140050), 1 mM
Sodium Pyruvate (Millipore Sigma # S8636), 2 mM Glutamax supplement (Thermo
Fisher Scientific # 35050061) 0.1 mM 2-Mercaptoethanol (Millipore Sigma # M3148)
and 0.05 mg/ml Primocin (Invitrogen # ant-pm-05). Cortical differentiation medium
was supplemented with Rho Kinase Inhibitor (Y-27632, 20 uM # 1254), WNT inhibitor
(IWR1- € , 3 pM, Cayman Chemical # 13659) and TGF-Beta inhibitor (SB431542,
Tocris # 1614, 5 pM, days 0-7). Media was changed daily.

On day 5, organoids were transferred to ultra-low adhesion plates (Millipore
Sigma # CLS3471) where media was aspirated and replaced with fresh neuronal dif-
ferentiation media. The plate with organoids was put on an orbital shaker at 60 rev-
olutions per minute. Neuronal differentiation medium contained Dulbecco’s Modified
Eagle Medium: Nutrient Mixture F-12 with GlutaMAX supplement (Thermo Fisher
Scientific # 10565018), 1X N-2 Supplement (Thermo Fisher Scientific # 17502048),
1X Chemically Defined Lipid Concentrate (Thermo Fisher Scientific # 11905031) and
0.05 mg/ml Primocin (Invitrogen # ant-pm-05). Organoids were grown under 5% CO2
conditions. The medium was changed every 2-3 days.

On day 14 and onward, we transferred the organoids to neuronal maturation
media containing BrainPhys Neuronal Medium (Stem Cell Technologies # 05790), 1X
N-2 Supplement, 1X Chemically Defined Lipid Concentrate (Thermo Fisher Scientific
# 11905031), 1X B-27 Supplement (Thermo Fisher Scientific # 17504044), 0.05 mg/ml
Primocin (Invitrogen # ant-pm-05) and 0.5% v/v Matrigel Growth Factor Reduced

(GFR) Basement Membrane Matrix, LDEV-free.
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Organoid plating on microelectrode array

Mouse cerebral cortex organoids were plated, as previously described by our
group [18], with two organoids per well. We plated the organoids at day 32 on MaxOne
high-density microelectrode arrays (Maxwell Biosystems # PSM). Prior to organoid
plating, the microelectrode arrays were coated in 2 steps: First, they were coated with
0.01% Poly-L-ornithine (Millipore Sigma # P4957) at 36.5°C overnight. Then, the
microelectrode arrays were washed 3 times with PBS and coated with a solution of 5
ng/ml mouse Laminin (Fisher Scientific # CB40232) and 5 pg/ml human Fibronectin
(Fisher Scientific # CB40008) prepared in PBS, at 36.5°C overnight.

After coating, we placed the organoids on the microelectrode arrays and re-
moved excess media. The organoids were incubated at 36.5°C for 20 minutes to promote
attachment. We then added prewarmed neuronal maturation media (described in the
section above). We exchanged 1.0 mL of conditioned media for fresh every 2 days.

HD-MEAs containing the organoid cultures are stored in an incubator at 36.5
°C, 5% CO2, covered with membrane lids described in the section below, Assembled

devices and custom 3D-printed components.

Comparison to primary fetal brain tissue

The RNA-seq results from Automation versus Suspension cultures were then
compared to select genes from primary human fetal tissue, sequenced by Bhaduri, et al.

[6]. The is a large caveat in this comparison in that the Automation versus Suspension
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cultures were bulk sequenced whereas the primary human fetal tissue was single cell,
therefore all insights here are to suggest results to influence the experimental design of
a future study (the Adaptive Glucose study).

In Table A.1-A.3, genes and a breif desciption of their functions are listed in

the first two columns. In the final three columns, three comparisons are presented:

e Automation / Organoid: This compares fold-changes differences caused by au-
tomation (increased feeding rate). A positive value here represents up-regulation

compared to conventional cerebral organoid culture.

e oRG, Primary / Organoid: This compares the difference between primary
outer radial glia (0RG) and organoid outer radial glia (oRG). A positive value

here represents primary tissue has up-regulation.

e layer IV, Primary / Organoid: This compares the difference between primary
layer IV neurons and organoid layer IV neurons. A positive value here represents

primary tissue has up-regulation.
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Table A.3: Table of genes regulating pathways in metabolism, stress, and hypoxia with
differential gene expression (DGE) results in three perspectives. The “Automation /
Organoid” column is DGE comparing automated cerebral organoids (high) to suspension
cerebral organoids (low) from (Seiler, et al., 2022)[84]. The remaining two columns,
“oRG, Primary / Organoid” and “Layer IV, Primary / Organoid” are derived from
DGE from (Bhaduri, et al., 2020)[6] and contrast cell-specific single-cell RN A-seq, either
outer radial glia (0RG) or layer IV neurons (Layer IV), from primary tissue (high) to

suspension organoid (low). Notes were added to assist the organization.

The selected genes for this table are key regulators of glycolysis, oxphos, cell
stress, and hypoxia (see Section 2.2 ” Cellular Metabolism in the Brain”). In congruence
with the author’s findings [6, 84] the data suggests that conventional cerebral organoids
have up-regulated glycolysis compared to primrary tissue and that automated feeding
reduces this. In addition, conventional cerebral organoids up-regulate mitochondrial
autophogy (BNIP3), a pathway to disallow Oxphos. Automated feeding down-regulates
anti-Oxphos pathaways (PDK1 and BNIP3), guiding the cultures into closer fidelity to
primary tissue. Cell stress as a response to reactive oxidative species (ROS) appears to
have a preferential impact on the layer IV neurons in organoids, however, there were no
significant results from automation versus convention. It should be noted that the bulk
RNA-seq of the automated organoids occured on Day 18 of differentiation which had

many markers of neural progenitors however no terminally differentiated neural cells.
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In comparison to Oxphos, the TCA cycle appears to be up-regulated in conventional
cerebral organoids compared to primrary. The data from automated feeding suggests

this is reduced as well.
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Appendix B

Reactions

Anaerobic glycolysis

The reactions of anaerobic glycolysis involve the breakdown of glucose into
pyruvate and the subsequent conversion of pyruvate into lactate. The reactions of
anaerobic glycolysis can be divided into two main stages: the energy investment phase

and the energy payoff phase. The overall reaction can be written as:

Glucose +2 ADP +2 Pi+2NAD" — 2 Lactate + 2 ATP+2 NADH +2 H"

Energy investment phase:

1. Glucose phosphorylation: Glucose is phosphorylated by hexokinase to form glucose-

6-phosphate (G6P) using one molecule of ATP.
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Glucose + AT P — Glucose-6-phosphate + ADP

2. Isomerization: G6P is converted into fructose-6-phosphate (F6P) by phosphohex-

ose isomerase.

Glucose-6-phosphate <+ Fructose-6-phosphate

3. Phosphorylation: F6P is phosphorylated by phosphofructokinase to form fructose-

1,6-bisphosphate (FBP) using another molecule of ATP.

Fructose-6-phosphate + AT P — Fructose-1, 6-bisphosphate + ADP

4. Cleavage: FBP is cleaved into two three-carbon molecules of glyceraldehyde-3-

phosphate (G3P).

Fructose-1, 6-bisphosphate — 2 Glyceraldehyde-3-phosphate

Energy payoff phase:

5. Oxidation and phosphorylation: G3P is oxidized by NAD—+ to form 1,3-bisphospho-
glycerate (1,3-BPG) while reducing NAD+ to NADH. In the process, a phosphate

group is added to 1,3-BPG to form ATP through substrate-level phosphorylation.

Glyceraldehyde-3-phosphate + NAD" + P; —

1, 3-Bisphosphoglycerate + NADH + H*
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ADP + 1, 3-Bisphosphoglycerate — AT P + 3-Phosphoglycerate

6. Isomerization: The phosphate group on 3-phosphoglycerate is shifted to form 2-

phosphoglycerate.

3-Phosphoglycerate <> 2-Phosphoglycerate

7. Dehydration: Water is removed from 2-phosphoglycerate to form phosphoenolpyru-

vate (PEP).

2-Phosphoglycerate — Phosphoenolpyruvate + HoO

8. Phosphorylation: PEP is phosphorylated by pyruvate kinase to form pyruvate and

another molecule of ATP through substrate-level phosphorylation.

Phosphoenolpyruvate + ADP — Pyruvate + AT P

9. Lactate formation: In the absence of oxygen, pyruvate is converted to lactate by
lactate dehydrogenase, which regenerates NAD—+ for use in the earlier steps of
glycolysis.

Pyruvate + NADH Lactate + NAD™

Aerobic glycolysis

Aerobic glycolysis, also known as aerobic respiration or cellular respiration, is

a metabolic process that occurs in the presence of oxygen. It involves the breakdown
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of glucose into pyruvate and the subsequent oxidation of pyruvate to generate ATP
through oxidative phosphorylation. The reactions of aerobic glycolysis can be divided
into three main stages: glycolysis, the Krebs cycle (also known as the citric acid cycle
or TCA cycle), and oxidative phosphorylation.

Glycolysis:

1. Glucose phosphorylation: Glucose is phosphorylated by hexokinase to form glucose-

6-phosphate (G6P) using one molecule of ATP.

Glucose + AT P — Glucose-6-phosphate + ADP

2. Isomerization: G6P is converted into fructose-6-phosphate (F6P) by phosphohex-

ose isomerase.

Glucose-6-phosphate <+ Fructose-6-phosphate

3. Phosphorylation: F6P is phosphorylated by phosphofructokinase to form fructose-

1,6-bisphosphate (FBP) using another molecule of ATP.

Fructose-6-phosphate + AT P — Fructose-1, 6-bisphosphate + ADP

4. Cleavage: FBP is cleaved into two three-carbon molecules of glyceraldehyde-3-

phosphate (G3P).

Fructose-1, 6-bisphosphate — 2 Glyceraldehyde-3-phosphate
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5. Oxidation and phosphorylation: G3P is oxidized by NAD—+ to form 1,3-bisphospho-
glycerate (1,3-BPG) while reducing NAD+ to NADH. In the process, a phosphate

group is added to 1,3-BPG to form ATP through substrate-level phosphorylation.

Glyceraldehyde-3-phosphate + NAD" + P; —

1, 3- Bisphosphoglycerate + NADH + H*

ADP + 1, 3-Bisphosphoglycerate — AT P + 3- Phosphoglycerate

6. Isomerization: The phosphate group on 3-phosphoglycerate is shifted to form 2-

phosphoglycerate.

3-Phosphoglycerate <> 2-Phosphoglycerate

7. Dehydration: Water is removed from 2-phosphoglycerate to form phosphoenolpyru-

vate (PEP).

2-Phosphoglycerate — Phosphoenolpyruvate + HoO

8. Phosphorylation: PEP is phosphorylated by pyruvate kinase to form pyruvate and

another molecule of ATP through substrate-level phosphorylation.

Phosphoenolpyruvate + ADP — Pyruvate + AT P

The Krebs cycle:
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10.

11.

12.

. Pyruvate oxidation: Pyruvate is oxidized by pyruvate dehydrogenase to form

acetyl-CoA, which enters the Krebs cycle.

Pyruvate + NAD + +CoA — Acetyl-CoA+ NADH + H' 4+ CO,

Citrate formation: Acetyl-CoA combines with oxaloacetate to form citrate.

Acetyl-CoA 4+ Ozxaloacetate — Citrate + CoA

Isomerization: Citrate is converted into isocitrate by aconitase.

Citrate <+ Isocitrate

Oxidation and decarboxylation: Isocitrate is oxidized by isocitrate dehydrogenase

to form alpha-k
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Appendix C

Supplemental Material for

Integrated System

Fabrication & Protocols

Assembled devices and custom 3D-printed components

All custom accessories were 3D printed (Form 3B+, Formlabs) with Biomed
Clear V1 material (RS-F2-BMCL-01, Formlabs), except for the collection tube and cam-
era stand in the refrigerator printed in BioMed Black V1 (RS-F2-BMBL-01, Formlabs).
The parts were printed flat on the build plate to reduce support material. Alignment
grooves between the insert and lid described in the Microfluidic culture chamber form
a hole which also facilitates 3D printing by removing the formation of suction cups to

the resin tank.
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Microfluidic culture chamber

The microfluidic culture chamber assembly allows media to be exchanged inside
the HD-MEA well. The chamber assembly consists of a microfluidic module, glass rod
lid, and catch tray (Figure 5.2B, C).

The microfluidic module is placed inside the HD-MEA well, creating a media
chamber and fluid path into and out of the chamber. Media from outside the incubator
travels to the fluidic insert along 0.030” ID and 0.090” OD Tygon tubing (AAD02119-
CP, Cole Parmer); the length of the tubing is approximately 100 cm. The tubing
attaches to the fluidic insert using PEEK fittings (EW-02014-97, Cole Parmer) wrapped
(counter-clockwise) in PTFE thread seal tape around twice the fitting’s circumference.
The inlet and outlet are raised inside the fluidic insert to create a pool following a
geometry published in previous work [84].

The fluidic insert, glass rod lid, and catch tray use silicone O-rings (5233T543,
5233T479, 523371297, and 5233T585, McMaster) to provide seals against contamina-
tions and leakage. O-rings were rubbed with a minimal quantity of canola oil for lubri-
cation to facilitate installation and enhance sealing performance. The canola oil can be
autoclave-sterilized, but it is unnecessary if the O-rings are sterilized post-lubrication

(see Sterilization and assembly).
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Membrane lid

The membrane lid used for experimental control conditions follows established
designs [70], with adjusted dimensions to improve grip, matching material to the mi-
crofluidic culture chamber, and high-temperature silicone O-rings instead of rubber.
The outer O-ring (5233T683, McMaster) holds the breathable FEP film (23-1FEP-2-50,
CS Hyde Company) stretched over the top of the lid. The inner O-ring (5233T585, Mc-
Master) seals the lid and well. The inner O-ring is also rubbed with a minimal quantity

of canola oil as described in the Microfluidic culture chamber section.

In-incubator imaging alignment holders

The custom alignment holders, designed for two configurations, center a digital
microscope over the biological sample on the HD-MEA. Components are screw mounted
(91292A134, McMaster) to optical breadboards (SAB10X15-M, SAB15X15-M, Base Lab

Tools Inc.) to ensure stability and maintain accurate spacing.

HD-MEA off the headstage

The microscope is held over a single HD-MEA by a post and clamp (MS08B,
Dino-Lite) mounted with a setscrew and base (SS6MS10, TH15/M, Thorlabs). The
custom HD-MEA holder centers it for imaging. Throughout the experiment, HD-MEAs
were left resting on each holder. The holder has cut-outs for handling the chip and also
avoids the chip’s contact pads to decrease scratching and avoid moist surfaces. The

holder also has indicators for the chip’s proper rotation with respect to the microscope.
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HD-MEA on the recording headstage

The custom holder on a post assembly (SS6MS10, TH15/M, TR250/M-JP,
Thorlabs) mounts the microscope over the chip on the recording headstage. The custom
headstage holder centers both the recording headstage with its attached chip to the

microscope.

Cloud Architecture

IoT infrastructure creates an ecosystem of devices and cloud-based ser-

vices

We built a cloud-based IoT ecosystem that enables communication between
users, devices, and services to implement actions, record data, and streamline upload,
storage, and analysis. All devices (here: pumps, microscopes, and microelectrode ar-
rays) run software using the device-class Python framework (Figure C.1A and ?77).
Devices operate collectively with shared core software and complementary behaviors:
they can request jobs from each other, yield during sensitive operations, and ensure col-
laborative functions and smooth operation (Figure C.1D). Devices update their shadow
in the database whenever their state information changes (i.e, assigned experiment,
schedule, current job and estimated completion time, and other dynamic variables) to
eliminate the need for device polling. Messages (i.e., job requests) between devices and
services are sent through a centralized MQTT broker via the publish/subscribe proto-

col. This decoupled architecture allows for independent and extensible deployment of
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components. Data generated by devices is immediately uploaded to an S3 object storage
in a predefined structure using an experiment Universally Unique IDentifier (UUID) as
the top-level key. A ‘metadata.json’ file stores experiment details, sample information,
notes, and an index of the produced data. Raw data is stored separately from analyzed
data under different sub-keys. Cloud jobs, which operate as shared services, process
raw data from S3 and write results back to S3, reporting status via MQTT messages.
To utilize the IoT ecosystem, users initiate experiments, control devices, and visualize
data through a website (see 7?7, Website and screenshots in Supplemental Figure C.3),

with the typical user workflow in Figure C.1C.

Cloud Infrastructure

The cloud infrastructure, including S3, MQTT messaging, and cloud process-
ing within the IoT system, has been previously described [58]. Additionally, we added a
database service and defined a consistent organizational structure for MQTT messages
and topics across devices and cloud jobs.

We use a combination of self-hosted services running on a server, and large
data storage and analysis are performed on the National Research Platform (NRP)

cloud compute cluster [67]. The devices are integrated with these cloud services:

e S3 cloud data storage: file storage using S3 object store, hosted on NRP cloud.

e Database: Strapi database stores device states, is self-hosted on our server, and is

backed up to S3.
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o MQTT messaging: EMQX MQTT broker, self-hosted on the server, and a Python
messaging library (braingeneers.iot.broker) utilized by all software endpoints to

send and receive messages from the broker.

e Cloud jobs/processing: utilizes a Kubernetes cluster on NRP and launches jobs.
Employs software modularized by Docker containers and orchestrated by Kuber-

netes.

e User interfaces: features a website and integration with messaging apps (e.g.,

Slack) for interaction with devices, self-hosted on the server.

All custom software functionalities run in Docker containers and operate in
a microservice architecture: specialized to a specific task and interface with minimal
dependencies. A reverse proxy shields all web services from direct exposure to the inter-
net. For example, webpages are configured through a reverse NGINX proxy, which not
only assigns a specific domain to each service but also handles SSL and authentication

services.

Security

Devices initiate communication with the server and can be locked down to
incoming traffic. Devices take MQTT commands in a specific format and are limited to
the set of their defined commands, making them robust to command injection attacks.
Accessing all cloud services requires authentication with user/device credentials. All

web, MQTT messages, database, and S3 storage operations are encrypted. Access to
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the user interface website is restricted through the proxy with a login authentication
step. On the server side, all web-based microservices are secured through an NGINX
proxy. The proxy allows web-based services to be relatively untrusted by providing
security (https, authentication, internet visible network listener) and keeping all other
web-based services on an internal docker network inaccessible from the internet. This
simplifies security for services that will change often and be written by programmers

with minimal security training.

Smartplugs

A smartplug was connected to the recording system to automatically manage
the duration of the recording system running. The smartplug (S31, SONOFF) running
Tasmota 13.2.0 was connected to the MQTT broker (see MQTT) and received MQTT
commands over WiFi to turn on and off.

The smartplug facilitated the automated recordings every hour: on the com-
puter connected to the MEA recording system, a script running in Python (3.10) trig-
gered the smartplug via MQTT to turn on the recording system, performed a recording
using MaxLab Python API (MaxWell Biosystems), and afterward triggered the smart-

plug to turn off the recording system.

MQTT

MQTT messages serve as the standard unit of communication (Figure C.1B,

orange). MQTT allows devices and services to communicate without direct dependen-

133



cies between each other by using a common publish/subscribe medium. MQTT clients
are the devices or software entities that connect to the broker to send (publish) or re-
ceive (subscribe to) messages. Devices and services send messages on MQTT topics,
which are hierarchical strings that allow listeners to capture a wide or narrow scope
of information. Messages contain a payload with a list of key-value pairs to structure
information. For example, a message requesting a microelectrode array to record has a
key for recording duration with a value in minutes. Examples of MQTT topic structure
and message JSON payloads are summarized in Supplementary Table 77; see GitHub
for more information®.

The MQTT broker is the central communication facilitator in the network
and coordinates messages between clients. The MQTT broker receives all messages
from the clients, filters these messages based on their topics, and then distributes them
accordingly to other clients who have subscribed to those specific topics. This setup
enables efficient message routing and ensures that messages reach the intended recipients
without the senders needing to know the specific details of the recipients.

Clients can be sensors, actuators, applications, and services (like Uls or anal-
ysis), or any other devices capable of network communication. The organization is
future-proof because MQTT allows the creation of new services and devices and uses
information available without changing any services (logging, UI, dashboards, analysis
of traffic, etc.). Furthermore, message bridges can be employed to convert MQTT mes-

sages to other messaging APIs such as text messaging, email, or work chat applications

"https://github. com/braingeneers/integrated-system-vi-paper
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like Slack (see Messaging bridge).

IoT device-class

The primary function of a device-class involves listening for job requests, ex-
ecuting them, and saving the resulting data to the cloud. This data includes measure-
ments (e.g., images, voltage recordings) and log entries detailing device actions (e.g., cell
culture feeding events). By consolidating features, the device-class framework simplifies
the creation of new devices and enables easy control, updating, and interoperability.

The Python device-class provides standard features across all IoT devices:

a state machine defining standard behavior (i.e., experiment workflow)

e structured framework for processing incoming request messages

e autonomous task scheduling, timing, and execution; the internal scheduler man-

ages time

e conflicts of tasks or autonomously recurring jobs

e multi-tasking and responsiveness to user requests via threading

e built-in database operations (i.e., updating device state (shadow))

e communication via MQTT messaging (including alerts via Slack bridge)

e background data upload/download mechanisms, managing queueing and retry

e error handling mechanisms
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e communicate and work with other devices in a fleet

A child of the parent device-class will inherit all basic functionality, and may
add additional features. For instance, a camera device-class child performs all actions
that a device-class can, plus it knows how to handle a request to take a picture.

Having a common parent class consolidates similar features for different devices
and allows for easier updates because all devices use the same core code library. The
device-class code is available within the Braingeneerspy Python package on GitHub [?].
For state machine states and request commands see Supplementary Tables C.2 and ?7.

Devices can work in a fleet. As each device has the same core software with
complementary behaviors, they integrate seamlessly, similar to how uniform building
blocks can easily snap together. Devices can ask each other to yield while they perform
sensitive actions (Figure C.1D). Similarly, devices can perform services for each other
in a coordinated manner. For example, midway through a recording, a microelectrode
array device could ask the pump to deliver a drug. Devices can perform rudimentary
decision-making to simplify overarching management. Devices post status and informa-
tion to an open MQTT topic, allowing services and devices to build on and interface
with those devices without altering existing devices and services. Devices can use each
other to make sure the experiment is on track across multiple modes of sensing, for

example the pump using the eyes of the camera to ensure pumping succeeded.
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Pre-experiment workflow

Figure C.1A illustrates the state transitions of a generic device during opera-
tion. It begins in the SHUTDOWN state, moving to IDLE, where it waits for user setup
verification. Post-setup, it transitions to PRIMED, ready for experimental involvement.
In the READY state, the device listens for experiment-specific MQTT messages, ignor-
ing external recruitment until released with an END message. Devices can communicate
collectively via MQTT topics for coordinated actions. Transitioning to WAITING oc-
curs upon receiving a pause command, halting job execution. The device moves to
EXEC when starting a job, returning to READY upon completion. Data uploads are
managed independently of state changes, ensuring continuity even during outages. De-
vices can exit an experiment at any stage, reverting to IDLE or SHUTDOWN, with
data upload tasks resuming upon restart. Figure C.1A describes a generic device (e.g.
a scientific instrument) and how it transitions between states during operation. On de-
vice start, the device transitions from SHUTDOWN state to IDLE. In the IDLE state,
the device is waiting for a user to verify or install physical prerequisites. The IDLE
state ensures the user performs the necessary setup of their device to maintain safety
and usability. For example, a pump may wait in IDLE state until a user checks and
confirms that the pump is clean and proper reagent bottles are connected. On the other
hand, a camera may not have any prerequisites and would immediately transition to
the next state, PRIMED. In the PRIMED state, the device has all the prerequisites to

perform its job and waits to be called into an experiment. Devices listen on their default
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device MQTT topic. Once it receives a correctly formatted ‘start’” MQTT message (see

‘START’ message in Supplementary Table ?7), it can transition to READY.

Experimental workflow

When the device transitions to READY state, when it listens to an MQTT
topic for the experiment. It will refuse requests to be recruited to other experiments
until it is released from the current experiment by an END message (see END message
in Table ??). This ensures other users don’t accidentally disturb or recruit an occupied
device into a parallel experiment. Switching MQTT topics also ensures exclusivity in
incoming messages. The experiment topic structure (see MQTT) allows devices to send
a group message addressing all devices. For example, a device or user could send a
message to roll-call all devices on the topic (see PING message in Table ??) or pause
all devices while it performs a sensitive action (see PAUSE message in Table ?77). Upon
receiving a message to pause, the device transitions to WAITING state, where it does
not perform any jobs.

Once a device returns to READY state, it can transition into EXEC state
if it receives a job request or has a job request from its schedule. If the device is in
WAITING or EXEC while receiving a job request, it will put the request on the schedule
to be executed as soon as possible. During EXEC state, the device is actively executing
a job request. Once the job finishes or is stopped (see STOP message in Table ?7),
the device transitions back to READY state. Any data produced is queued for upload,

protected from internet outages by upload retries with exponential backoff. Uploads
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occur in the background, independent of device state. A device can begin EXEC on a
new job immediately after queueing the previous data for upload. From any state, a
device can be terminated from an experiment and return to the IDLE state. At any
point in the experiment, if a device is gracefully requested to turn off, it performs a
final transition to SHUTDOWN state before halting the program. The device keeps the

upload queue saved on disk and will continue unfinished uploads upon restart.

Data uploading

Data is saved to a ‘diskcache’ in memory. Once a file is produced, it is put
on the upload queue. The upload queue contains references to files within diskcahe.
Typical devices have at least 32 GB of disk memory, far larger than a single file. The
queue is restricted to grow up to 80% of the device’s memory. Once the memory of the

device fills up, older files that were uploaded can become overwritten.

Messaging bridge

The messaging bridge serves as an intermediary for communication between
different platforms. It is a service that listens to MQTT messages in the loT environment
and translates them into other APIs like Slack.

The Slack bridge allows IoT devices to send notifications to individuals in
designated Slack channels. The messaging bridge uses the message broker API and
Slack API [88]. The Slack API requires an API key to be registered with Slack and an

API bot to be added to the Slack channels of interest. The message bridge listens to
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an MQTT channel dedicated to Slack messages. When devices want to post a message
to Slack, they publish a message on the dedicated Slack MQTT topic with a JSON
payload containing the message. The payload can include text and image data. To
support images, a link to an S3 object can be passed in the message, and the messaging
bridge will then download and attach it to the Slack message. An image can also be sent
directly inside the MQTT message, this requires modifying the message broker service’s
configuration to increase the MQTT message buffer size to accommodate larger KB-
sized files. The Slack bridge is a relatively simple service that decouples devices from
dependencies on a specific API by communicating using the common message format

MQTT.

Website

The website’s front end is developed using React, a JavaScript library for
building dynamic and responsive user interfaces. For the backend, Flask, a lightweight
Python web framework, is employed. Flask’s simplicity and flexibility make it ideal for
our web services. It handles server-side operations, data processing, and interaction
with databases.

The system’s structure incorporates a message broker API, which is estab-
lished on the backend side of the architecture. This message broker is responsible for
the asynchronous communication and management of all IoT devices connected to the
cloud. Additionally, Flask’s compatibility with Python enables seamless integration

with Python APIs, including the braingeneerspy MQTT message broker.
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Through the front end, users can issue commands to the devices, and the mes-
sage broker API in the backend efficiently manages these requests. The user interface
encompasses three main components: the initialization page for entering initial experi-
ment data, the control page for managing devices and monitoring their status, and the
visualization page for analyzing experimental data through various graphs. All three
pages require a specified experiment UUID (see Figure C.1).

Both frontend and backend components are containerized using Docker, en-
suring consistency and isolation in different environments. Integration of Cross-Origin
Resource Sharing (CORS) is crucial for allowing the React frontend to securely interact
with the Flask backend hosted on a different domain.

Initialization page: On the initialization page, users can enter metadata
containing experiment and biological sample details, which are compiled into a JSON
file and uploaded to cloud storage, serving as a centralized repository for all experimental
data.

Control page: On the control page, users can access all the devices involved
in the experiment associated with a specific UUID. For each device, users can request
the execution of all the commands listed in Table 7?7, such as starting, stopping, and
pausing the device, as well as scheduling tasks. Additionally, on the control page, users
can monitor the real-time status of the device, as outlined in Table C.2.

Visualization page: On the visualization page, users can load data related to
the volume estimator from current or previous experiments of a specific UUID. It is also

possible to download images on a specific timestamp, allowing for manual monitoring
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of reservoir tubes.

Feature Delta (pL) | Running Total (pL)
Min operating 172.2 172.2
Min to wet glass 94.0 266.2
Target lower operating 88.1 354.3
Target higher operating 204.9 559.2
Max operating 204.9 764.1
Total operating capacity: 764.1
Inner lid overflow 345.1 1109.2
Outer lid overflow 464.1 1573.3
Total chip capacity: 1573.3
Catch tray 1539.5 3112.8
Total overflowed capacity: 3112.8

Table C.1: Numerical operating volume ranges based on the microfluidic culture cham-
ber’s 3D model (CAD) measurements. Illustrations of operating ranges are shown in
Supplementary Figure C.2. The Feature column lists critical points in the microfluidic
culture chamber. The Delta column is the volume space between each feature, and the

Running Total column is the volume from the floor to the feature.
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Figure C.1: Cloud-based device interactions. (A) The device-class is a general-
ized state machine framework of all IoT devices. The device participates in experiments
by taking in job requests (from experimenters or other devices), scheduling and execut-
ing the jobs, and producing data files that are queued and uploaded to cloud storage.
(B) IoT infrastructure. Device states (pink) are saved in a database and displayed
on the website user interface. Device-generated data (gray) is saved and organized in
cloud storage, where it can be accessed by user interface or analysis cloud jobs. Devices
send communications (purple) through a message broker and use message bridges to
translate messages to analysis pipelines or text messaging applications. (C) User work-
flow. Devices are physically primed in accordance with experimental procedures such
as sterilization. On the ‘Initialize’ webpage, an experiment is created with a unique
ID (UUID) and descriptive notes (metadata). On the ‘Control’ webpage, devices are
called to start working on the experiment and are given a job schedule. The ‘View’
webpage and notifications allow the user to monitor the ongoing experiment. (D) Ex-
ample of inter-device communication: (1) A RECORD job request is made from the
‘Control” panel. (2) The message broker delivers the record request to the electrophys-
iology recording unit. (3) The electrophysjglpgy unit pauses all other devices to ensure
a quality recording. (4) All devices receive a pause request. The pump reschedules a
feed until after the pause. (5) Upon finishing the recording, the electrophysiology unit
delivers a spike sorting request to commence data analysis.
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Figure C.2: Diagram of operating ranges of the microfluidic culture chamber.
Shaded pink areas represent volumes where media is collected. Shaded blue areas mark
displaced volumes (where there is no media stored). The numerical volumes for each

operating range are listed in Supplementary Table C.1.
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Figure C.4: 3D printed breathable membrane lid used for Controls modeled

after designs by Potter (49). (A) Picture of the membrane lid and HD-MEA. The

chamber is comprised of biocompatible 3D-printed parts, sealed by O-rings to the HD-

MEA, and imaged through the FEP membrane stretched over the top with an O-ring.

(B) Cross-sectional rendering depicting the fluid path and position of the sample.
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Figure C.5: (A) Organoid boundary segmentation process. (B) Detected organoid

boundaries for all chips.
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organoid were outlined and overlaid for orientation.
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State Description

SHUTDOWN | The device has been turned off gracefully and won’t respond
until it’s turned back on.

IDLE The device is not assigned to any experiments and not doing
anything at the moment, and is missing physical prerequisites
(i.e., a reagent or piece of hardware) to be able to perform its
job.

PRIMED The device is not assigned to any experiments and not doing
anything at the moment, but it has all the physical prerequi-
sites to perform its job.

READY The device is assigned to an experiment and is ready to exe-
cute a command.

WAITING The device has received a command to PAUSE and is waiting
until a given time to resume performing jobs.

EXEC The device is actively executing a job command.

Table C.2: Device States. The device-class is structured as a finite-state machine,
with a defined set of states (SHUTDOWN, IDLE, PRIMED, READY, PAUSED, EXEC)
that describe its status. The finite-state machine reads a set of inputs and changes to a
different state based on those inputs. The inputs can be user physical interactions (i.e.,
button press, linkage of consumables, etc.), MQTT messages containing job requests,

or scheduled events.
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