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Chromatin Marks and RNA Polymerase II Speed in pre-mRNA Splicing Control 

Erica A. Moehle 

 

ABSTRACT 

Splicing of eukaryotic pre-mRNAs often occurs co-transcriptionally; however, the 

components of the co-transcriptional environment that influence splicing remain incompletely 

defined. The work presented here discusses the effects of altering histone modifications, in particular 

H2B ubiquitination, and RNA Polymerase II (RNAPII) elongation rate on splicing in Saccharomyces 

cerevisiae.  

To begin our exploration into the effect of the co-transcriptional environment on splicing, we 

interrogated the genetic, functional, and biochemical interactions of Npl3, an SR-like protein in S. 

cerevisiae that promotes co-transcriptional spliceosome assembly. Among many chromatin and 

transcription factors, we found that Npl3 genetically interacts with the histone H2B ubiquitination 

machinery and went on to show that strains lacking H2B ubiquitination have a mild splicing defect 

(Chapter 1). We subsequently capitalized on the observation that H2B ubiquitination-dependent 

processes are sensitive to high temperatures, and observed splicing defects upon inhibition of H2B 

ubiquitination or related modifications, H3K4 and H3K36 methylation, with each modification 

exerting gene-specific effects. Furthermore, semi-quantitative mass spectrometry on purified nuclear 

mRNPs and chromatin immunoprecipitation analyses on intron-containing genes indicated that H2B 

ubiquitination stimulates recruitment of the early splicing factors onto nascent RNAs (Chapter 2).  

It is challenging to nail down the precise mechanisms by which splicing responds to histone 

modifications – direct physical interactions between the modification and the spliceosome would 

offer locus- and modification-specific recruitment to promote splicing efficiency, but an additional 

variable, RNAPII elongation rate, had been shown to be a key player in metazoans. We therefore 

interrogated the effect on splicing of altering RNAPII elongation rate in S.cerevisiae, using an allelic 
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series of point mutants that cause fast and slow elongation in vitro. Our splicing microarray 

experiments revealed that RNAPII speed and splicing efficiency are anti-correlated: at many genes, 

increased elongation rate caused decreased splicing efficiency, while decreased elongation rate 

increased splicing efficiency (Chapters 3 and 4).  

Taken together, our data support the growing notion that histone modifications and RNAPII 

elongation rate exert gene-specific effects and potentially offer multiple locus-specific mechanisms 

for modulating splicing in a dynamic context. 
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PROLOGUE 

Our current understanding of how information flows during the expression of genes is that 

the cellular “program” stored in the genetic material, DNA, is transferred to a temporary 

intermediate, RNA, which is translated into a specific protein that performs a function in the cell. 

This view presupposes that DNA and protein have the influential functions and underestimates the 

potential of RNA to impact this gene expression process. In fact, the processing of messenger RNA 

(mRNA) in eukaryotes can drastically influence which proteins are synthesized. RNA is a polymer of 

nucleotides that is read by the translation machinery much in the way text on this page is read. 

Eukaryotic mRNAs can be distinguished from those of prokaryotes due to the existence of sequences 

that interrupt the legible text. An example of this concept is shown in Figure 1, in which the opening 

sequence of A Tale of Two Cities by Charles Dickens is interrupted by text that lacks meaning. In a 

pre-mRNA, these intervening sequences, known as introns, are removed and the flanking exons are 

ligated together to yield a legible, translatable mature mRNA. This process is known as splicing.  

The splicing reaction is carried out by a large, macromolecular assembly called the 

spliceosome, which is unique within biology because of its incredibly dynamic nature, and its need to 

be simultaneously highly accurate and highly flexible.1 The spliceosome’s accuracy allows the edges 

of introns to be recognized at single-nucleotide resolution, as they are delineated by short sequence-

specific elements known as splice sites within an expanse of pre-mRNA sequence. Splicing in 

metazoans is particularly complex, as most genes contain multiple introns flanked by degenerate 

splice sites, which can give rise to alternatively spliced transcripts (Figure 2A). The spliceosome’s 

flexibility allows specification of different splice site usage in different conditions. Its flexibility also 

allows the efficiency of the splicing process to be regulated. In S. cerevisiae, also known as budding 

yeast, most spliced genes have only a single intron defined by strong, constitutive (as opposed to 

alternative) splice sites (Figure 2B). Despite this relative simplicity, splicing in budding yeast has 

been shown to be highly regulated: several meiotic transcripts are spliced only during progression 
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through meiosis,2,3 and the splicing efficiency of ribosomal protein gene transcripts rapidly decreases 

upon amino acid starvation, leading to the intron being retained in these transcripts.4,5  

Much work has been done to understand how the spliceosome acts in isolation with a pre-

mRNA. Removal of each intron proceeds via numerous consecutive steps, beginning with 

commitment of a pre-mRNA to splicing by binding of spliceosomal factors to the 5’ splice site and 

the branch site/3’ splice site. What follows are multiple conformational rearrangements and two 

catalytic steps1,6 (Figure 2C); the repeated splice site recognition events and the ability to reject an 

incorrect splice site ensure the very high fidelity and accuracy mentioned earlier.1 

The idea in the air when I joined the Guthrie lab was that the spliceosome does not act in 

isolation in vivo. While I had learned in high school that transcription and splicing occur sequentially, 

in cells, pre-mRNAs are committed for splicing while they are still being transcribed from the DNA 

template by RNA Polymerase II (RNAPII) i.e., on nascent transcripts7-11 (Figure 3B). In fact, because 

RNAPII transcription is limited in its 5’ to 3’ directionality, splicing factors could be observed 

associating with nascent transcripts from 5’ to 3’ in the known order of addition to the spliceosome in 

vitro (Figure 2D). This could be measured by a chromatin immunoprecipitation assay, an assay 

designed to measure association of factors bound directly to DNA but since applied to mRNA-

binding factors that bring down a section of DNA via the RNA and RNAPII.12 It seemed to me that 

there should be components of the co-transcriptional environment that could impact this association 

or would more generally have an effect on the outcome of splicing in budding yeast, and this area 

became my focus of study in the Guthrie lab.  

Because splicing can occur co-transcriptionally, it is relevant to understand the intra-nuclear 

context of transcription. The basic unit of chromatin in eukaryotes is 146 base pairs of DNA wound 

around a histone octamer to form a nucleosome, arrays of which can be further compacted to form 

higher-order chromatin structure. In eukaryotes, transcription occurs in the context of this 

nucleosomal DNA, or chromatin (Figure 3A). The chromatin environment at any given locus is 
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complex and is defined by variables such as post-translational modifications of histones, nucleosome 

positioning, and nucleosome remodeling, that together affect transcription in gene-specific ways. 

These elements were originally studied with respect to transcription initiation: promoter-specific 

histone modifications signal for nucleosome remodelers to reposition nucleosomes, which then 

allows RNAPII to begin transcription.13 Modifications specific for gene bodies have led to models 

for how histone chaperones remove nucleosomes for RNAPII passage during elongation, and replace 

nucleosomes in its wake.14  

Could the logic of this “chromatin – transcription” regulatory coupling apply to chromatin 

and splicing, and what would this coupling look like? Is there direct physical interaction between a 

specific histone modification and each splicing factor? Is there something more general about 

chromatin at spliced genes that could regulate the spliceosome? In retrospect, I now know I was not 

the only one to be asking this broad question; in addition to my own work, during my time in the 

Guthrie lab, numerous reports were published that defined specific histone modifications or other 

chromatin-associated factors that influenced some aspect of splicing in budding yeast alone.15-19 

Additionally, was there direct physical coupling between RNAPII and splicing factors? One 

factor, Prp40, had been shown to physically interact with the RNAPII C-terminal domain,20 but this 

has since been contested.21 SR and hnRNP proteins in metazoans have been thought to be coupling 

factors, as they can both bind the CTD and influence spliceosome function.22,23 Npl3, an auxiliary 

splicing factor in budding yeast that is related to the SR and hnRNP proteins in metazoa, had recently 

been shown to aid splicing factor association to nascent transcripts,24 and was later shown to bind to 

the phosphorylated CTD.25 It was through the prism of Npl3 that I began investigating the co-

transcriptional environment – a screen for genetic interaction partners of Npl3 had been performed 

by Tracy Kress, a Guthrie lab postdoc, and it revealed many chromatin and transcription factors that 

are important for growth in a strain lacking NPL3 (Chapter 1).26 This led to the identification of the 
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histone H2B ubiquitin ligase, Bre1, and corresponding ubiquitin protease, Ubp8, whose connections 

to splicing are discussed in Chapters 1 and 2.26,27 

Additional data existed that revealed a kinetic aspect to how alternative splicing is regulated 

in metazoans: conditions in which RNAPII slows in the vicinity of a weak, upstream splice site 

encourage its recognition over a stronger downstream splice site.28,29 This first suggested that the 

timing that splice sites emerge from RNAPII can impact the fate of the transcript. The Rosbash lab 

had further explored the idea that influencing transcription elongation can impact splicing using 

reporter constructs with an intron-encoded ribozyme in budding yeast. These reporters set up a 

kinetic competition between the completion of splicing and ribozyme cleavage. They uncovered an 

RNAPII elongation factor, Dst1, that altered the outcome of this competition.30 What impact this 

functional connection between transcription and splicing might have on endogenous genes in S. 

cerevisiae, however, was not known. My experiments with the Krogan and Kaplan labs (Chapters 3 

and 4)31 emerged from a perfect confluence of my desire to be able to ask this question directly, and 

the availability of a series of mutants in RNAPII that caused fast and slow elongation.  

Importantly, the core machinery of the spliceosome is very well conserved.6,32 Therefore, 

budding yeast can serve as a genetically- and biochemically-tractable system for understanding how 

chromatin and transcription interact with the mRNA processing machinery. The data presented here 

add to the growing notion that chromatin, transcription and splicing are interconnected, and changes 

in one of the three can have effects on the other two (Figure 3B). The in-depth characterization of 

individual pathways in living systems will always be a worthwhile endeavor, but how multiple 

pathways come together will get us closer and closer to an understanding of how life is put together. 

It was this overarching perspective that put me on the path toward the work discussed here. 
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Figure 1. Introns vs. Exons 

Pre-mRNAs consist of protein-coding sequences (red text represents exons) and non-protein-coding 

sequences (black text represents introns). The spliceosome recognizes introns, removes them from 

the pre-mRNA, and ligates the exons together. 

 

 

It was the best of times it was the worst of times it was 
the had noting re per lit we evere it was the age of wisdom 
it was the age of foolishness it was the itty, nat of parist 
the us its nothe of the epoch of sitting old toes and is and 
ishe mon radios on and toes ands and tre  witting wits 
toesday frips are hopping wither flying ands tre monkend 
hows and tre hopping cold trien ands on ravel thes away food 
babien radios and taken ravel taken ars dogs are hats it was 
the epoch of belief it was the epoch of incredulity its the 
was bef it pe its the of wisdompar was to heasom par far 
going dir it wasom parkness in hather flying ars ears are 
weathesday is on ars is are babiend is itting wears 
Wishopping cats ands and tie with wits triends wishopping 
ath wets wets mold babies eats are basken ravel the hows ars 
dogs ansent it of war on of pight we hadavent wered, in on 
so delas the seas nothe on hopping dir flying dios are 
itting and to had the we sit wis it wits noting wasompare it 
of toes theat of par going of the sits and the monkends toess 
thesday flying old ther it of its the  was ar ooh la going 
we wits ever fris bef par ithe had there onkends tre had the 
witting wittin had hopping re wit pare it was the season of 
Light it was the season of Darkness it tred fly hopping on 
hows are it toess tre earips nothe wisday frisday  sithe 
hopping dios the was to hopping ands arknesday  sitty, nothe 
of ishe evere wit it was the spring of hope it was the winter 
of despair we had everything before us we had nothing before 
us wits epoch old hatauthort it of horste dulit wing of 
before super was the shess its nothe we sonly ot we was thad 
wison the of lazy go rood toes ands lis witting ight it of 
the ties tiespre des it we we everythe age of far going befor 
going bein seas the age the was the  we were all going direct 
to Heaven we were all going direct the other way 



 6 

 

 

  

A. C.

D.

B.

U5U6

U4
U6 U5

U1

U1 U2

U2

U1 U2

U2

U5
U6U2

U5
U6U2

spliced mRNA

5’ splice
site

3’ splice
site

pre-mRNA

Splicing in metazoans:

Splicing in S. cereivisae:

5’ 3’

U1 U5U2



 7 

Figure 2. Introduction to splicing 

(A.) Schematic of types of alternative splicing that occurs in metazoans. 

(B.) Schematic of splicing in S. cerevisiae. 

(C.) Schematic of the assembly of splicing factors onto a pre-mRNA, spliceosomal 

rearrangements and catalysis. Thick lines denote exons and thin lines denote introns. 

Locations of splice sites are annotated at the top of the figure. 

(D.) Schematic of splicing factor association with intron-containing genes assayed by chromatin 

immunoprecipitation. 
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Figure 3. Two ways to connect chromatin, transcription and splicing 

(A.) The connection between chromatin, transcription and splicing is often described as occurring 

in a linear order. Chromatin structure can regulate transcription, and transcription, in turn, 

dictates what mRNAs are transcribed.  

(B.) In reality, chromatin, transcription and splicing are much more interconnected. This thesis 

concerns specific aspects of chromatin structure, transcription elongation and their gene-

specific impacts on splicing. 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 



 10 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Chapter 1 

The Yeast SR-like Protein Npl3 Links Chromatin Modification to mRNA Processing 
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ABSTRACT  

Eukaryotic gene expression involves tight coordination between transcription and pre-mRNA 

splicing; however, factors responsible for this coordination remain incompletely defined. Here, we 

explored the genetic, functional, and biochemical interactions of a likely coordinator, Npl3, an SR-

like protein in Saccharomyces cerevisiae that we recently showed is required for efficient co-

transcriptional recruitment of the splicing machinery. We surveyed the NPL3 genetic interaction 

space and observed a significant enrichment for genes involved in histone modification and 

chromatin remodeling. Specifically, we found that Npl3 genetically interacts with both Bre1, which 

mono-ubiquitinates histone H2B as part of the RAD6 Complex, and Ubp8, the de-ubiquitinase of the 

SAGA Complex. In support of these genetic data, we show that Bre1 physically interacts with Npl3 

in an RNA-independent manner. Furthermore, using a genome-wide splicing microarray, we found 

that the known splicing defect of a strain lacking Npl3 is exacerbated by deletion of BRE1 or UBP8, 

a phenomenon phenocopied by a point mutation in H2B that abrogates ubiquitination. Intriguingly, 

even in the presence of wild-type NPL3, deletion of BRE1 exhibits a mild splicing defect, and elicits 

a growth defect in combination with deletions of early and late splicing factors. Taken together, our 

data reveal a connection between Npl3 and an extensive array of chromatin factors, and describe an 

unanticipated functional link between histone H2B ubiquitination and pre-mRNA splicing.  

 

SUMMARY  

Pre-messenger RNA splicing is the process by which an intron is identified and removed 

from a transcript and the protein-coding exons are ligated together. It is carried out by the 

spliceosome, a large and dynamic molecular machine that catalyzes the splicing reaction. It is now 

apparent that most splicing occurs while the transcript is still engaged with RNA polymerase, 

implying that the biologically relevant splicing substrate is chromatin-associated. Here, we used a 

genetic approach to understand which factors participate in the coordination of transcription and 
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splicing. Having recently shown that the Npl3 protein is involved in the recruitment of splicing 

factors to chromatin-associated transcripts, we performed a systematic screen for genetically 

interacting factors. Interestingly, we identified factors that influence the ubiquitin modification of 

histone H2B, a mark involved in transcription initiation and elongation. We show that disruption of 

the H2B ubiquitination/de-ubiquitination cycle results in defects in splicing, particularly in the 

absence of Npl3. Furthermore, the ubiquitin ligase, Bre1, shows genetic interactions with other, more 

canonical spliceosomal factors. Taken together with the myriad Npl3 interaction partners we found, 

our data suggest an extensive cross-talk between the spliceosome and chromatin.  

 

INTRODUCTION 

Pre-mRNA splicing is a critical step in gene expression in which non-coding introns are 

removed from pre-mRNA and protein-coding exons are ligated together. This process is performed 

by the spliceosome, a dynamic ribonucleoprotein particle that, in yeast, consists of 5 snRNAs and 

over 80 proteins that cooperate to recognize and splice target mRNAs.33 Recent evidence reveals that 

mRNA splicing in vivo is largely co-transcriptional, and occurs while elongating RNA polymerase II 

(PolII) is still associated with chromatin.34-36 The basic unit of chromatin is 146 base pairs of DNA 

wound around a histone octamer to form a nucleosome, arrays of which can be further compacted to 

form higher-order chromatin structure. A plethora of chromatin remodeling and histone modifying 

machines are now known to be integral parts of the gene expression process.37 While much has been 

learned about the molecular mechanisms of pre-mRNA splicing from in vitro systems,6 a full 

understanding of the regulation of spliceosome assembly and catalysis will require an appreciation of 

the complex landscape of the chromatinized template, along which splicing occurs.  

To approach this question, we built upon our recent observation that the SR-like protein Npl3 

promotes efficient splicing of a large subset of genes via co-transcriptional recruitment of U1 and U2 

snRNPs.24 SR and hnRNP proteins in metazoa are best understood for their role in alternative and 
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constitutive splicing, although they have also been implicated in additional steps in gene expression, 

including mRNA export, translation, and even transcription itself.38-40 Despite the fact that there are 

few examples of alternative splicing in S. cerevisiae, this yeast contains three genes with a canonical 

SR protein domain structure: one or more RNA recognition motifs and a domain enriched in 

arginine-serine dipeptides.39,41 We recently demonstrated that deletion of NPL3 specifically, but not 

the others, impacts splicing; interestingly, the affected genes are almost exclusively those encoding 

ribosomal proteins, and make up the largest class of intron-containing genes in budding yeast.24 Npl3 

appears to be appropriately poised to coordinate events in gene expression: it is recruited to 

chromatin early during transcription,42 stimulates transcription elongation,25,43-45 co-purifies with 

elongating PolII25,42 via its interaction with the C-terminal domain,25 and remains associated with 

mRNA after processing is completed.46,47  

 Here, in order to understand how Npl3 might choreograph gene expression events in S. 

cerevisiae, we systematically analyzed genetic interactions of a strain lacking Npl3. We uncovered 

genetic interactions between the npl3∆ allele and genes involved in transcription and chromatin 

modification, including factors involved in histone H2B ubiquitination: the E3 ubiquitin ligase, 

Bre1,48,49 and corresponding ubiquitin protease, Ubp8.50-52 In addition, we show that Npl3 physically 

interacts with Bre1. Splicing-sensitive microarray experiments reveal that disabling the H2B 

ubiquitination pathway by deletion of BRE1 or UBP8, or point mutation of H2B, exacerbates the 

known splicing defect of an npl3∆ strain. Furthermore, we observed an Npl3-independent connection 

between Bre1 and splicing, as deletion of BRE1 impairs the splicing of a subset of pre-mRNAs and, 

in combination with deletions of individual splicing factors, causes severe synthetic growth defects. 

Thus, our data functionally link H2B ubiquitination by Bre1 to pre-mRNA splicing and more broadly 

suggest that the coordination of transcription and splicing may be aided by crosstalk between Npl3 

and chromatin metabolism. 
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RESULTS 

A genetic link between NPL3 and chromatin modification 

The SR-like protein Npl3 has multiple roles in the regulation of gene expression, including in 

pre-mRNA splicing, 3’ end processing, and mRNA export. To further interrogate this multifunctional 

factor, we used synthetic genetic array (SGA) technology53,54 to screen ~4,800 non-essential yeast 

genes for those whose deletion conferred synthetic lethality (SL) or very synthetic sick (SS) growth 

phenotypes in an npl3∆ strain. Since an npl3∆ strain grows more slowly than wild-type at 30˚C, and 

this defect is exacerbated at 37˚C (e.g., see Figure 1C, top panels), we performed the screen at both 

temperatures to maximize coverage. The analysis revealed strong negative interactions between 

NPL3 and 83 (1.7% of total) and 333 (6.9% of total) genes after growth at 30˚C and 37˚C, 

respectively (see Table S1).  

To validate a subset of genetic interactions identified by this high-throughput approach, we 

generated the cognate double mutant strains using tetrad dissection. In order to refine our list of 

genetically interacting factors, we included additional subunits from complexes represented in the 

results of the screen. A list of the most stringent synthetic interaction partners (identified in the 30˚C 

SGA and directed genetics) was integrated with those from a previously published quantitative RNA 

processing Epistatic Mini Array Profile (E-MAP)55 to generate a more comprehensive set of NPL3 

SS/SL genetic interactions (Figure 1A and Materials and Methods). These negative genetic 

interactions were highly enriched for genes that function in RNA metabolism (Table S2), consistent 

with what was previously known about Npl3 function in mRNA processing.24,42,43,45-47,56-60 In 

addition, there was an enrichment of genetic interactions with genes implicated in “chromosome 

organization” and “transcription,” including components of the chromatin remodeling SWR 

Complex,61-63 the transcriptional elongation PAF Complex,64-67 and multiple histone modification 

complexes, including COMPASS,68 SAGA,69 and the SET3 Complex70 (Figure 1B, 1C and 1D and 

Table S3). We note that of these, the SWR1 and SAGA Complexes have previously been implicated 
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in pre-mRNA splicing,15,18 highlighting the ability of the Npl3 screen to identify factors involved in 

chromatin-splicing crosstalk. 

The screens also showed that deletion of either RAD6 (Figure 1E cf. closed triangles) or 

BRE1 (Figure 1E cf. open triangles) led to synthetic sickness/lethality in an NPL3 deletion strain. 

These factors catalyze the mono-ubiquitination of lysine 123 on histone H2B; specifically, Bre1 is 

the E3 ubiquitin ligase and Rad6 is its corresponding E2 ubiquitin-conjugating enzyme.48,49,71,72 We 

found that inactivating Bre1 ubiquitin ligase activity via a point mutation in its RING domain 

(bre1H665A)48 exacerbated the growth defect of an npl3∆ strain to the same extent as a full deletion 

of BRE1 (Figure 1E, cf. orange triangles), suggesting that the genetic interaction is connected to the 

ligase activity of Bre1. Many nuclear enzymes act not only on histones but on other substrates as 

well, and, in fact, histone H2B is not the only ubiquitination target of Bre1.73 To ask whether the 

Npl3-Bre1 genetic interaction is due to the loss of H2B ubiquitination specifically, we tested whether 

a mutation of the target residue in H2B would phenocopy a deletion of BRE1. Indeed, the htb1K123R 

point mutant also profoundly exacerbated the growth defect of npl3∆ (Figure 1E cf. purple triangles). 

Taken together, these data provide strong evidence that H2B ubiquitination can account for the 

genetic interaction of the RAD6 Complex with NPL3.  

The PAF Complex and COMPASS have previously been shown to function in the same 

histone modification pathway as the Bre1.74-77 The PAF Complex is required for H2B 

ubiquitination;76,77 thus, the synthetic lethality we observed between NPL3 and components of the 

PAF Complex (Figure 1C and 1D) was consistent with the genetic interactions we observed with the 

Bre1. H2B ubiquitination is, in turn, required for trimethylation of histone H3 lysine 4 (H3K4) by 

COMPASS68,78-80 and lysine 79 (H3K79) by Dot1.81-84 However, we found no genetic interaction 

between NPL3 and point mutations of H3K4 or H3K79 (data not shown), suggesting that loss of 

these chromatin marks is unlikely to underlie the synthetic sickness in the npl3∆bre1∆ double 

mutant.  
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Given that maintaining H2B ubiquitination is critical in the absence of NPL3, it follows that 

mutations in genes required for the removal of this chromatin mark might suppress the npl3∆ growth 

defect. To investigate this in an unbiased fashion, we made use of the fact that NPL3 deletion causes 

lethality when yeast are grown at 16˚C (e.g., see Figure 2B, top panel); this allowed us to screen for 

mutants that restore growth to an npl3∆ strain at 16˚C. This screen identified 105 (2.1% of total) and 

699 (14.4% of total) suppressors after 4 and 8 days of growth, respectively (Table S4), and a number 

of these suppressors have previously been implicated in transcription and chromatin modification 

(Figure 2A). We then generated a number of the double mutants using tetrad dissection and validated 

the suppressive genetic interactions using serial dilution (Figure 2B). In agreement with our 

expectation, the data from this screen showed that deletion of UBP8, which encodes an H2B de-

ubiquitinase,50-52 restored viability to a strain lacking Npl3 (Figure 2B cf. closed triangles). In further 

support of these observations, the SGA also identified SGF11 and SGF73 as genes whose deletion 

suppresses npl3∆; these factors are part of a module of the SAGA Complex with Upb8, and are also 

implicated in gene activation by H2B de-ubiquitination.50,85-88 Taken together, this dataset shows that 

the npl3∆ strain is particularly sensitive to deletion of genes affecting the H2B ubiquitination 

pathway (Figures 1 and 2) and opens the possibility that H2B ubiquitination is important for an Npl3-

dependent process. 

Interestingly, deletions of genes in other modules of SAGA required for either histone 

acetylation (Ada2 and Gcn5) or for association of the SAGA complex with promoters (i.e., the TBP 

regulatory module, Spt3 and Spt8; reviewed in Daniel et al.89) exacerbated, rather than suppressed, 

the npl3∆ growth defect (Figure 1C and Table S1). The divergent genetic interactions confirm the 

functionally separable nature of the SAGA sub-modules85 and highlight that a connection exists 

between Npl3 and H2B mono-ubiquitination that is functionally distinct from other chromatin marks.  

Npl3 physically interacts with Bre1 

 Given the robust genetic interactions we observed between NPL3 and genes involved in H2B 
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ubiquitination, we performed co-immunoprecipitation assays of the corresponding proteins to test if 

they physically interact. We had previously shown that Npl3 co-immunoprecipitated components of 

the U1 snRNP.24 Here, we immunoprecipitated endogenous Npl3 from whole-cell extract using a 

polyclonal antibody directed against Npl390 and then probed the precipitate for endogenously tagged 

forms of Bre1, Ubp8, and Sgf11 as well as positive and negative controls (a U1 protein, Luc7, and 

Nup188, respectively). Although there is precedent for some interaction specificity with the E3 Bre1 

over the E2 Rad6,73 we also tested for an interaction with Rad6. As shown in Figure 3, only Bre1 and 

Luc7 but not Nup188, Rad6, Ubp8 or Sgf11, co-immunoprecipitated with Npl3.  

 It is known that Npl3 is an RNA-binding protein, and its interaction with some components of 

the splicing machinery is RNA-dependent.24 To test whether the observed interaction with Bre1 is 

mediated by RNA, we treated the extracts with RNaseA prior to the immunoprecipitation. We 

consistently found that a population of Bre1 interacts with Npl3 in an RNase-independent manner 

(Figure 3 cf. lanes 3 and 4, top panel). These data indicate that Npl3 can physically interact with 

Bre1, consistent with previous data from high-throughput proteomic analyses.91  

Deletion of BRE1 or UBP8 exacerbates the npl3∆ splicing defect 

The genetic data connecting NPL3 and the H2B ubiquitination machinery lend support for 

two possible models. One model predicts that Npl3 will affect H2B ubiquitination; we therefore 

measured the global percentage of ubiquitinated H2B but found the npl3∆ strain indistinguishable 

from wild-type (Figure S1). An alternative interpretation of the genetic data is that the H2B 

ubiquitination cycle is important for an Npl3-dependent process. We previously reported24 that a 

strain lacking Npl3 accumulates a subset of pre-mRNAs, consisting primarily of the ribosomal 

protein genes (RPGs), whose splicing efficiency might be expected to affect growth rate. Given that 

deletion of BRE1 exacerbates the npl3∆ growth defect, we tested whether deleting BRE1 exacerbates 

the npl3∆ splicing defect.  
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We used our splicing-sensitive microarray platform,92 which contains oligos that hybridize to 

the terminal exon, the intron, and the exon-exon junction of each intron-containing gene, in order to 

detect total mRNA, pre-mRNA, and mature mRNA, respectively (Figure 4A). For each genotype, the 

heat map (Figure 4B) reports fold changes in signal intensity of these three RNA species for each 

intron-containing gene as compared to a wild-type strain. As expected, our experiments showed that 

a strain lacking Npl3 accumulated RPG pre-mRNAs (Figure 4B npl3∆, see yellow in Intron feature; 

RPGs highlighted in purple on right). Notably, the pre-mRNA accumulation in the npl3∆ strain was 

increased at many RPGs when BRE1 was also deleted (Figure 4B cf. npl3∆ and npl3∆bre1∆, Intron 

feature), suggesting that Bre1 is important for the splicing of many Npl3-dependent genes. We note 

that this effect is complex, and is accompanied by changes in total mRNA (Figure 4B cf. npl3∆ and 

npl3∆bre1∆, Exon feature). Because both Npl3 and Bre1 have been shown to have effects on 

transcription itself,25,43-45,93-95 we normalized for changes in exon level by calculating an Intron 

Accumulation Index96 (see Materials and Methods) for each intron-containing gene (Figure S2 and 

Table S5). The histogram of genes with an Intron Accumulation Index of greater than 0.3 (Figure 

4C), shows that even when normalized for changes in transcript levels, the total number of genes 

with a splicing defect, as well as the severity of the defect, is increased in the npl3∆bre1∆ strain as 

compared to npl3∆ alone.  

We also found that in the presence of wild-type Npl3, a strain lacking BRE1 has a mild but 

reproducible splicing defect (Figure 4B, bre1∆ -- shown is an average of 5 biological replicates). 

While the majority of pre-mRNAs are not affected by the deletion of BRE1, a small subset of pre-

mRNAs accumulates in bre1∆ at 37˚C (Figure 4B, e.g., DBP2, LSB3, YOP1). This suggests that Bre1 

has a role in pre-mRNA splicing, independent of the sensitivity caused when NPL3 is deleted. This 

finding was confirmed when we calculated Intron Accumulation Indices for a strain lacking BRE1: a 

small number of genes exhibit defective splicing in the bre1∆ strain (Figure 4C and Figure S2). We 

validated these splicing defects for several genes using a qPCR assay (Figure S3). The lack of a 
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significant growth defect in the bre1∆ strain (Figure 1E) is consistent with the idea that yeast can 

tolerate a modest splicing defect at a small number of non-RPGs.  

If the splicing defect exacerbation we observed with npl3∆bre1∆ was due to loss of H2B 

ubiquitination, we would then expect this exacerbation to be phenocopied by a strain with the H2B 

lysine to arginine point mutant used earlier (Figure 1E). We did, in fact, find that the htb1K123R 

point mutation exacerbated the splicing defect observed in the npl3∆ mutant at many genes (Figure 

4B), further implicating the ubiquitination of H2B in splicing. This is also evident when normalizing 

for the changes in exon levels in the npl3∆htb1K123R strain (Figure 4C). In plotting the Intron 

Accumulation Index values of this strain, we find that the subset of affected genes overlaps 

extensively with the subset of genes affected in the npl3∆bre1∆ double mutant (Figure S2).  

We have shown that deletion of UBP8 partially suppresses the npl3∆ growth defect, and this 

is most pronounced at 16˚C (Figure 2B). We therefore tested whether deleting UBP8 would suppress 

the splicing defect of a strain lacking Npl3, as predicted by the genetic interaction. Surprisingly, 

deletion of UBP8 instead exacerbated the splicing defect observed in the npl3∆ strain (Figure 4B cf. 

npl3∆ and npl3∆ubp8∆), implying that the growth suppression is related to some other function of 

Npl3. Notably, however, these microarray results indicate that in the absence of Npl3, the complete 

cycle of H2B ubiquitination and de-ubiquitination is required for efficient splicing. 

To begin to investigate how Bre1 affects splicing, we used chromatin immunoprecipitation 

(ChIP) to test the prediction that Bre1 is required for association of the splicing machinery. However, 

we did not observe a significant Bre1-dependent decrease in U1 (Prp42), Mud2, or U2 (Lea1) 

association with genes whose splicing was inhibited in bre1∆ or npl3∆bre1∆ strains (data not 

shown), suggesting an alternative mechanism by which Bre1 modulates splicing (see discussion). 

Synthetic sickness between BRE1 and early and late splicing factors.  

In light of our data showing that bre1∆ exhibited a mild splicing defect, we carried out 

directed genetic analyses to test for interactions between BRE1 and genes encoding other splicing 
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factors, particularly those that genetically interact with Npl3.24 Just like a deletion of NPL3, deleting 

BRE1 caused synthetic sickness when combined with deletion of NAM8 (U1 snRNP), MUD2, LEA1 

(U2), or SNU66 (U5), further connecting Bre1 functionally with splicing (Figure 5A). Interestingly, 

the growth of the bre1∆ strain was also compromised by deletion of the U2 snRNP component 

CUS2, which does not genetically interact with npl3∆.24 Thus, although we approached these 

experiments through the lens of Npl3, these genetic observations provide further support that Bre1 

has independent interactions with the splicing machinery. Consistent with a lack of splicing defect 

upon UPB8 deletion, we and others generally did not observe genetic interactions between UBP8 and 

early or late splicing factors (Figure 5B).17 There is one notable exception, however; deletion of 

UBP8 suppressed the snu66∆ cold-sensitive growth defect (Figure 5B). Taken together, these data 

highlight the fact that the H2B ubiquitination pathway is linked to splicing, even in the presence of 

wild-type Npl3. 

 

DISCUSSION 

While the textbook view of gene expression presents transcription, pre-mRNA processing, 

export, and translation as independent events, they appear to be closely coordinated in the cell. 

Discerning the mechanism of this coordination within the broader program of gene expression 

presents a daunting experimental challenge. In multicellular eukaryotes, SR and hnRNP proteins are 

thought to regulate gene expression, in part, by integrating mRNA biogenesis steps.39,40,97-99 In 

budding yeast, Npl3 has numerous roles, but is the only such protein that affects splicing.24 Our lab 

and others have shown that Npl3 facilitates the co-transcriptional recruitment of early splicing factors 

to nascent transcripts24 and itself associates with elongating polymerase.25,42 Therefore, we 

approached this complex problem by conducting a systematic screen of non-essential genes to define 

the interacting partners of this potential coupling factor.  
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We found that Npl3 genetically interacts with a number of genes implicated in chromatin 

metabolism and transcription. We further characterized one set of interacting factors, namely those 

involved in histone H2B ubiquitination, in what is, to our knowledge, the first set of genome-wide 

splicing experiments on histone modifier mutants in S. cerevisiae. Using splicing-sensitive 

microarrays, we showed that Npl3 links the H2B ubiquitination cycle to the splicing efficiency of 

many transcripts. The connection between H2B ubiquitination and splicing also exists independently 

of Npl3, as a strain lacking BRE1 exhibits both a mild splicing defect and genetic interactions with 

deletions of genes encoding early and late splicing factors. Finally, the full complement of genetic 

interactions we describe (Figure 6) provides multiple entry points for future investigation into the 

coupling of chromatin modification and mRNA processing. 

An Npl3-dependent role for the histone H2B ubiquitination cycle in pre-mRNA splicing  

Our genetic screens revealed that a number of Npl3 genetic interactions center on the histone 

H2B ubiquitination cycle. Specifically, mutant strains that lack wild-type levels of ubiquitinated H2B 

(rad6∆, bre1∆, lge1∆, htb1K123R, paf1∆, cdc73∆, and leo1∆) exacerbate the growth defect of an 

npl3∆ strain at all temperatures tested (Figure 1). We also observed a physical interaction between 

Npl3 and Bre1 by co-immunoprecipitation (Figure 3) and showed that the splicing defect caused by 

deletion of NPL3 is exacerbated by the additional deletion of BRE1 or mutation of H2B 

(htb1K123R), thus implicating H2B lysine 123 mono-ubiquitination in splicing (Figure 4). We 

previously demonstrated that Npl3 primarily affects the splicing of RPGs;24 here, we see that in the 

sensitized background of a strain in which RPG splicing is made limiting (npl3∆), the histone H2B 

ubiquitination cycle is an important contributor to RPG splicing. 

Recent studies have shown that deletion of components of the cap-binding complex (CBC) or 

commitment complex causes defective splicing of the SUS1 pre-mRNA.17,100 Sus1 is a recently 

discovered component of the histone de-ubiquitination module of SAGA101 and if the SUS1 transcript 

is not properly spliced, it leads to elevated levels of ubiquitinated H2B. Given the physical58,102 and 
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genetic (Table S1)102 connections between Npl3 and the CBC, we sought to determine whether Npl3 

also affects SUS1 splicing and, therefore, H2B ubiquitination. However, Hossain et al. have recently 

shown that deletion of NPL3 has no effect on SUS1 splicing,100 a result we independently confirmed 

in our npl3∆ strain (Figure S4). Furthermore, we extended this analysis and determined that, unlike 

in cbc∆ strains, global levels of ubiquitinated histone H2B are not discernibly altered in the npl3∆ 

strain (Figure S1). While we cannot rule out a change in the dynamics of the ubiquitination cycle or 

gene-specific effects, our microarray results support a model in which the full histone ubiquitination 

cycle promotes RPG splicing, a process that becomes critical in the absence of NPL3. Along these 

lines, it is noteworthy that data from Schulze et al. and Shieh et al. have revealed that chromatin over 

these genes is enriched for ubiquitinated H2B.103,104  

We also identified suppressive genetic interactions between NPL3 and genes responsible for 

removal of ubiquitin from H2B (ubp8∆, sgf11∆, and sgf73∆), suggesting that H2B de-ubiquitination 

is also linked to Npl3 function. Surprisingly, however, deletion of UBP8 did not suppress the splicing 

defect in npl3∆, but rather exacerbated it (Figure 4). Thus, it seems the positive genetic interaction 

may be due to Ubp8 involvement in a splicing-independent function of Npl3.  

The exacerbation seen in the microarray experiments shows that both halves of the cycle of 

H2B ubiquitination and de-ubiquitination are required for optimal splicing, as is the case for 

transcriptional activation.52,85 Likewise, both halves of the H3 acetylation and deacetylation cycle, 

performed by Gcn5 and Hos2/3, respectively, promote spliceosome assembly at the ECM33 

gene.15,105 Thus, these two examples point to a general function of dynamic histone modification 

cycles in maintaining fine control over co-transcriptional splicing, and may explain the synthetic 

lethality we observed between NPL3 and the acetylation module of the SAGA Complex (Figure 1C 

and Table S1). 

An Npl3-independent role for Bre1 in pre-mRNA splicing 
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We found that even in the presence of wild-type NPL3, Bre1 has genetic connections to the 

splicing machinery as a whole. Specifically, we found that deletion of BRE1 causes growth defects in 

early and late splicing factor deletion backgrounds (particularly at extreme temperatures; Figure 5, 

16˚C and 37˚C), which alone show little to no growth defect. These negative genetic interactions can 

indicate two alternative but not mutually exclusive models for a functional relationship between the 

H2B ubiquitination and splicing machineries. One model is based on the fact that deletion of specific 

splicing factors is known to increase the levels of ubiquitinated H2B,100 a phenotype that should be 

relieved by deletion of BRE1, the sole H2B ubiquitin ligase.48,49 Because this model predicts an 

epistatic or positive genetic interaction between BRE1 and the genes that encode splicing factors, the 

negative genetic interactions that we actually observe (Figure 5)17 require an alternative model, 

perhaps one in which the growth defects are due to poorer overall splicing efficiency in these strains. 

Indeed, deletion of BRE1 alone caused a modest but reproducible splicing defect, seen in the 

microarray in Figure 4. A large fraction of Bre1-dependent splicing events involve non-RPGs, and 

thus define a distinct role for Bre1 in splicing, apart from Npl3. Shieh et al. recently found that the 

pattern of this modified histone at non-RPGs shows a remarkable demarcation of intron/exon 

structure: low levels in the intron, followed by a marked increase at the intron – exon boundary.104 

While the functional significance of this pattern of H2B ubiquitination is unknown, we propose that 

it may be relevant for the splicing of non-RPGs, as gauged by the splicing defect in a strain that no 

longer has this mark.  

We note that the single mutant htb1K123R has a milder splicing defect than the bre1∆ strain 

(Figure 4C and Figure S2), opening the possibility of an additional role of Bre1 in splicing that is 

independent of H2B ubiquitination. Indeed, Bre1-dependent ubiquitination of Swd2, a protein in both 

COMPASS and the Cleavage and Polyadenylation Stimulatory Factor complex,73 has been shown to 

regulate mRNA export from the nucleus.106 Npl3 has previously been implicated in mRNA 

export46,47 in a strain background where Npl3 is an essential protein. However, our data argue against 
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the possibility that the genetic interactions we observed here are due to an adverse effect on mRNA 

export. In the present strain background (S288C), in which Npl3 is non-essential, the npl3∆ strain 

does not exhibit the nuclear localization of bulk poly-adenylated mRNA characteristic of an export 

defect (Figure S5); nor does further deletion of BRE1 in an npl3∆ strain cause an export defect 

(Figure S5). Furthermore, we found that the npl3S411A phosphorylation mutation, which blocks 3’ 

end formation25,43,44 and mRNA export,46 does not cause a block in pre-mRNA splicing (Figure S6). 

This argues against the reported splicing defects being the indirect result of feedback from these 

downstream defects in mRNA processing.  

We tested the prediction that Bre1, like Npl3, promotes spliceosome recruitment, but found 

that deletion of BRE1 did not affect the association of U1 (Prp42), Mud2, or U2 (Lea1) with 

chromatin at genes whose splicing is dependent on Bre1 (data not shown). It may be that H2B 

ubiquitination is required for the recruitment of a later splicing factor or, as the H2B ubiquitination 

cycle regulates PolII passage through a gene,93,107 it is possible that disruption of this cycle causes a 

subtle alteration of spliceosome dynamics that is not observable by ChIP. Furthermore, we cannot 

rule out the possibility that Bre1 has a ubiquitination target within the spliceosome or even 

ubiquitinates Npl3 itself.  

Both splicing and mRNA processing are largely co-transcriptional processes in eukaryotes, 

from yeast34 to human.108-110 Our survey of NPL3 genetic interactions has revealed a multitude of 

chromatin-connected factors with potential links to splicing and mRNA processing; overall, these 

results are thus consistent with an “integrator” role for Npl3 in gene expression (Figure 6). Our data 

provide a basis for the further study of the coupling of SR/hnRNP-dependent mRNA processing and 

transcription within a chromatin context, and have led to the discovery of Npl3-dependent and 

independent roles for Bre1 and histone H2B ubiquitination in splicing. 

 

MATERIALS AND METHODS 
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A list of strains used and further strain construction details are available in Table S6.  

Synthetic Genetic Array 

Unless otherwise indicated, yeast were grown as described in Guthrie et al.111 The 

npl3∆::NatNT2 “magic marker” query strain used in the SGA was YTK232D, and was previously 

used in.55 YTK232D was generated using techniques outlined in Yanke et al.112 Briefly, the NPL3 

open reading frame was replaced with NatNT2 via integration of a PCR product generated with 

primers  

(5’TACTTTTGAAGGAATCAAAATTAAGCAATTACGCTAAAACCATAAGGATAACATGGA

GGCCCAGAATACCC-3’) and  

(5’GTTTTAAAACAATTCATATCTTTTGTTAATTTCTCCTTTTTTTTTCTCAACCAGTATAGC

GACCAGCATTC-3’) into the SGA diploid strain.113 The diploid was sporulated and the MATα 

npl3∆:NatNT2 query strain was isolated by tetrad dissection, followed by re-selection of magic 

markers on SD medium lacking leucine and arginine but containing canavanine, s-AEC, and 

clonNAT [SD - LEU/ARG + 100µg/mL canavanine + 100µg/mL S-(2-Aminoethyl)-L-cysteine 

hydrochloride + 100µg/mL clonNAT]. The NPL3 deletion was confirmed by PCR, and by Western 

blot for the absence of Npl3 using an α-Npl3 antibody.90 

The Synthetic Genetic Array was performed as described in Tong et al.53 with the following 

exceptions: Here the npl3∆ query strain (YTK232D) was mated to the MATa KanMX-marked 

deletion collection (OpenBiosystems: www.openbiosystems.com; formerly Research Genetics, 

Huntsville, AL). The collection was arrayed in duplicate in 384-well colony format using automated 

pinning (Colony Arrayer) and grown at 30˚C for 2 days. Mating was carried out at 30˚C for 2 days. 

Sporulation was carried out at 30˚C for 7 days. MATa double mutants were selected on SD medium 

lacking histidine and arginine but containing canavanine, S-AEC, G418, and clonNAT [SD - 

HIS/ARG + 100µg/mL canavanine + 100µg/mL S-(2-Aminoethyl)-L-cysteine hydrochloride + 

150µg/mL G418 and 100µg/mL clonNAT]. Double mutant arrays were re-pinned in replicate and 
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photographed after the following incubations: 30˚C for 5 days, 37˚C for 5 days, or at 16˚C for 4 and 

again after 8 days. Photographs were visually inspected for growth at 16˚C (to identify suppressive 

interactions) or lack of colony growth at 30˚C or 37˚C (to identify synthetic lethal interactions).  

Directed Genetics  

The npl3∆::NatNT2 strain used for directed genetics (YTK234D) was previously used in 

Kress et al.24 Unless otherwise indicated, YTK234D was crossed to a series of MATa KanMX4-

marked deletion strains; diploids were selected by plating on YPD plates +100µg/mL clonNAT + 

150µg/mL G418. Double mutants were isolated by tetrad dissection or random sporulation, as 

indicated in Table S6. All single mutants were validated by PCR for the knockout chromosome prior 

to crossing to YTK234D. The HTB1-WT (WHY334) and htb1-K123R (WHY326) strains contain 

htb2∆::HygX4l and the indicated htb1 allele as the sole copy of H2B (gifts from W. Hwang and H. 

Madhani). They were mated as above, except the diploid strains were selected on YPD + 100µg/mL 

hygromycin + 100µg/mL clonNAT. Because the htb1 allele is unmarked, the final npl3∆HTB1 and 

npl3∆htb1K123R strains were confirmed by sequencing the HTB1 gene and Western blot for the 

Npl3 protein. Genetic interactions with the bre1H665A allele were analyzed using a set of plasmids 

provided by the Shilatifard lab,48 designed to complement a bre1∆ allele. Complementation was 

achieved by plasmid transformation into YM1740 (bre1∆) or YTK391B (npl3∆bre1∆), which were 

maintained on SD -LEU plates.  

The bre1∆::NatNT2 (EMy32) and ubp8∆::NatNT2 (EMy442) strains were created by 

replacement of the endogenous ORF with NatNT2, as described in Yanke et al.112 These strains were 

subsequently mated to nam8∆, mud1∆, mud2∆, syf2∆, and snu66∆ (for bre1∆), and lea1∆ (for bre1∆ 

and ubp8∆) from the deletion collection and double mutants were isolated via tetrad dissection. For 

the rest of the ubp8∆ genetics, the ubp8∆::KanMX4 strain from the deletion collection was mated to 

MATα NAT-marked “magic marked” splicing factor deletion strains. These splicing factor deletion 

strains were made by replacing the KanMX-marked ORFs with NatNT2, followed by crossing to a 
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“magic marked” wild-type (YTK609) to isolate “magic marked” NAT-marked MATα spores. The 

ubp8∆::KanMX4 strain was mated to each NAT-marked splicing factor deletion strain and 

MATa double mutants were isolated by tetrad dissection followed by selection on SD medium 

lacking histidine and arginine but containing canavanine, S-AEC, G418, and clonNAT [SD - 

HIS/ARG + 100µg/mL canavanine + 100µg/mL S-(2-Aminoethyl)-L-cysteine hydrochloride + 

150µg/mL G418 and 100µg/mL clonNAT]. 

For individual growth assays, log-phase yeast were diluted to OD600 = 0.1, spotted onto YPD 

plates (unless specifically mentioned) in a 5-fold dilution series and grown at the indicated 

temperatures. For each cross, growth of the double mutant was confirmed for ≥2 double mutant 

isolates, and a representative isolate is shown. The single mutants and wild-type strains shown are 

either parental strains, or were re-isolated from tetra-type tetrads. The bre1H665A and BRE1 strains 

were serially diluted onto SD –LEU plates. 

Process and Complex Analyses 

We sought to integrate the diverse sources of genetic interaction information available to us 

in order to create a comprehensive dataset for statistical analyses. Because the stronger synthetic 

interactions were identified in the 30˚C SGA, we began with this list of genes whose deletion caused 

lethality in combination with npl3∆ (see Table S1 – 30˚C) and added genes identified as causing 

markedly decreased growth, as gauged by serial dilution, or lethality, as gauged by loss of double 

mutant spore after tetrad dissection (Figure 1C, 1D, 1E and Table S1). We further added to this list 

genes identified as synthetic sick or lethal in the E-MAP55 i.e., having a genetic interaction score of ≤ 

-2.5.  

Biological process definitions were obtained from the Gene Ontology annotations maintained 

at SGD114 on April 15th 2012. Forty-five high-level (GO Slim) terms were used and are included in 

Table S7. Protein complex definitions were obtained from a manually curated list, CYC2008,115 and 

augmented with the RAD6 Complex (RAD6, BRE1, LGE1), which was not annotated when the list 
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was created. A hypergeometric test was used to identify complexes and processes that were 

significantly enriched with genetic interactions. Complex enrichment p-values were corrected for 

multiple testing using the empirical re-sampling method of Berriz et al.116 (as 409 complexes were 

assessed for enrichment), while process enrichment p-values were corrected for using the simpler 

Bonferoni correction. The results of the these analyses are included in Table S2 (by process) and 

Table S3 (by complex). The network diagram in Figure 1B was drawn using Cytoscape.117 For 

Figure 1B, complexes were referred to by their more common names. The Figure 2A diagram was 

created to highlight a subset of suppressive interactions identified in the 16ºC SGA and the full list of 

suppressors is available in Table S4. 

Co-immunoprecipitation  

Co-immunoprecipitation assays were performed as in Kress et al.24 with extracts from the 

indicated GFP-tagged or HA-tagged strains. The Nup188-HA strain contains a plasmid encoding 

Nup188-3XHA. The other strains were tagged endogenously. Briefly, samples were separated by 

10% SDS-PAGE and probed by Western blot with either monoclonal α-GFP (Roche 1814460), α-

HA (12CA5; Roche 11583816001), or polyclonal α-Npl3 antibodies.90 Total samples equivalent to 

1/60th of the input were analyzed in parallel. 

Microarrays 

Cultures were grown according to standard techniques111 in rich medium supplemented with 

2% glucose. Strains were cultured overnight to saturation and diluted to OD600 = 0.1 in the morning. 

The strains were allowed to grow at 30ºC until reaching mid-log phase (OD600 = 0.5 - 0.7), at which 

point they were collected (for Figure S6), or rapidly shifted to either 37˚C for 30 minutes or 16˚C for 

2.5 hours, as indicated. Cultures were collected by centrifugation and snap frozen in liquid nitrogen. 

Total cellular RNA was isolated using hot acid phenol followed by isopropanol precipitation, as 

outlined in Schmitt et al.118 but with modifications detailed in Bergkessel et al.4 cDNA from each 
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strain was synthesized, and labeled with Cy3 or Cy5 according to the low-throughput sample 

preparation method described in Pleiss et al.92 

The optimized oligos listed in Pleiss et al.92 were robotically arrayed onto poly-L-lysine 

coated glass slides (slides from ThermoScientific C40-5257-M20) and slides were processed using 

the protocols detailed in Pleiss et al.92 and DeRisi et al.119 Each biological replicate contains 6 

technical replicates for each feature as well as dye-flipped replicates. Microarrays were scanned 

using Axon Instruments GenePix 4000B at 635nm and 532nm wavelengths and image analysis was 

done using Axon Instruments GenePix Pro version 5.1. Spots were manually removed from analysis 

if they contained obvious defects or uncharacteristically high background; the ratio of the median 

intensities for 535nm and 625nm was calculated for each remaining spot. Technical replicate spots 

and dye flipped replicates were combined and normalized as in Pleiss et al.92 The resulting log2-

transformed values for each feature were averaged over 2-5 biological replicates. Averaged data were 

subjected to hierarchical clustering using average linkage, and uncentered Pearson correlation as the 

similarity metric using Cluster 3.0.120 Resulting heat maps in Figure 4, Figure S2, and Figure S6 were 

created using Java Treeview.121 To normalize for changes in total expression evident in the 

microarrays, Intron Accumulation Indices (IAI) were calculated for each intron containing gene as in 

Clark et al.;96 specifically, we calculated log2(Intronmutant/IntronWT)-log2(Exonmutant/ExonWT) for each 

gene. The IAI heat map is shown in Figure S2. These values were converted into a histogram for 

Figure 4 using the following cutoffs: -0.3 ≥ IAI ≥ 0.3. 

dT50 Fluorescent in situ hybridization 

The dT50 assay was performed based on the protocol outlined in Amberg et al.122 with the 

following modifications. Specifically, 2mL cultures were fixed in 5% formaldehyde for 1.5 hours 

after having reached OD600 = 0.2-0.3. Cells were washed 4 times in wash buffer (100mM Potassium 

Phosphate, 1.2M Sorbitol) before a 40-minute treatment with 27µg zymolyase at 37˚C. An additional 

fixation was performed in 8% paraformaldehyde in PBS + 10mM MgCl2 and spheroplasted cells 
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were applied to poly-lysine-treated chamber slides (LabTek 178599). Attached cells were treated 

with ice-cold methanol (-20˚C) and allowed to dry. Hybridization to digoxin-conjugated dT50 oligo 

in blocking buffer was performed at 37˚C overnight. Chambers were washed with 2X (20 minutes), 

1X (20 minutes) and 0.5X SSC (10 minutes at 37˚C) before a 30-minute incubation with FITC- 

conjugated anti-Digoxin Fab fragments (Roche 1207741) in blocking buffer (1:25 dilution, 37˚C). 

Antibody was aspirated and three 5-minute washes of PBS +10mM MgCl2 were performed. 

Chambers were treated with 0.5mg/mL DAPI for 2 minutes and slides were mounted using ProLong 

Gold Antifade Reagent (Invitrogen P36934) according to manufacturer instructions. Slides were 

visualized using an Olympus BX60 microscope equipped with FITC HiQ and DAPI HiQ Filters 

(Chroma Technology Corporation). The assay was performed on two biological replicates and 

representative images are shown. Specificity of the probe and FITC labeling was determined by 

incubation with hybridization mix lacking probe (data not shown). 

SUS1 splicing assay 

SUS1 splicing efficiency was measured essentially according to the non-radioactive protocol 

described in Hossain et al.100 Specifically, 10µg RNA from cultures grown at 30˚C was treated with 

DNaseI (Promega) and RNA was converted to cDNA using 1µg SUS1 Reverse primer.17 cDNAs 

were diluted 1:200 and 10µL was used in a 25µL PCR (BioRad iProof) with SUS1-specific primers.17 

25 cycles of PCR were performed and the resulting products were separated on an 8% 

polyacrylamide gel. Gels were stained using SybrGold and bands were quantified using an 

AlphaImager HP camera and software. 2-3 technical replicates of 2 biological samples were 

performed. Shown are a representative gel and the average and standard deviations of all technical 

replicates. A no-Reverse Transcriptase control was performed for each sample and none showed 

amplification (data not shown). 

H2B ubiquitination Western blot 

A TCA precipitation was performed on strains grown at 30˚C123 and samples were run on a 
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15% SDS polyacrylamide gel and transferred to PVDF membrane. Membrane was blocked using Li-

Cor blocking buffer, followed by incubation of a 1:1000 dilution of α-H2B antibody (Active Motif 

39237) overnight at 4˚C. Visualization of bands was achieved with a secondary antibody conjugated 

to infrared dye (LI-COR 926-32211). The membrane was scanned using the LI-COR Odyssey 

scanner and software. Shown is a representative Western blot. The assay was performed with 3 

biological replicates and shown are the average and standard deviation of the three replicates. 

qPCR Assay 

RNA was extracted as described above from strains grown under the same conditions as for 

the microarray experiment. Five µg RNA were treated with DNaseI (Promega) before being primed 

with random 9-mers and reverse transcribed. Samples were diluted as necessary and 10µL were used 

in each qPCR. qPCRs were run on a C1000 ThermoCycler (BioRad) with an annealing temperature 

of 55˚C. Each qPCR run was finished with a melt curve to determine the homogeneity of the 

amplified product. Starting quantity was calculated using a standard curve for each primer set. 2-4 

technical replicates were performed for 1-5 biological replicates. Error bars represent standard 

deviation for biological replicates. For samples with 1 biological replicate, standard deviation of 

technical replicates is shown with uncapped error bars (Figure S3). A no-Reverse Transcriptase 

control was also generated for each RNA sample and these samples yielded negligible amplification 

(data not shown). Primers used in the qPCR are listed in Table S8. Each gene was measured using 

intron- and exon- specific primer sets. The Intron/Exon ratio for each mutant was normalized to its 

corresponding wild-type before averaging.  
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Figure 1. Extensive negative genetic interactions with npl3∆ connect NPL3 to chromatin 

biology. 

(A.) Work flow for analysis of the integrated synthetic dataset. Synthetic genetic array technology 

was used to screen ~4800 non-essential genes whose deletion conferred lethality to npl3∆ at 

30˚C. These results were augmented by including genes exhibiting a genetic interaction score 

of ≤ -2.5 with npl3∆55 and genes identified as synthetic sick or lethal using tetrad dissection 

and serial dilution (directed genetics).  

(B.) Statistically significant negative interactions between NPL3 and known complexes. Statistical 

analysis identified the indicated complexes as having subunits significantly enriched 

(P<0.05) in the integrated synthetic dataset. Size of circle is based on number of subunits 

whose deletion exacerbates the growth defect of npl3∆ and thickness of line scales with the 

significance of the enrichment. Circles are color-coded based on the biological process to 

which the complex belongs.  

(C.) Synthetic growth analyses with npl3∆ and genes implicated in chromatin biology. Each panel 

shows a double mutant strain, cognate single deletions strains and a corresponding wild-type 

that have been serially diluted onto rich medium and grown at the indicated temperatures. 

Double mutants were isolated after tetrad dissection. To the right of panels is the name of the 

complex to which the single chromatin mutants belong. 

(D.) Tetrad dissection analyses with npl3∆. Tetrad dissection plates from the indicated crosses are 

shown with the inviable spore circled. Replica plating to infer genotype later showed that 

inviable spores are the double mutants.  

(E.) Synthetic growth analyses with npl3∆ and genes encoding the H2B ubiquitination machinery. 

Shown are serial dilutions of the indicated strains after incubation at the indicated 

temperatures. Genotypes not originally tested in the SGA are htb1K123R and bre1H665A. 
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The BRE1 and bre1H665A strains contain a bre1 deletion covered by a plasmid encoding the 

indicated bre1 allele. Arrowheads refer to comparisons made in the text. 
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Figure 2. The npl3∆ growth defect is suppressed by mutations in genes encoding transcription 

and chromatin factors. 

(A.) A subset of suppressive npl3∆ genetic interactions relevant to chromatin biology identified as 

allowing growth to npl3∆ in the SGA performed at 16˚C. Genes are arranged by complex or 

pathway. Full list is available in Table S4. 

(B.) Suppressive growth analyses with npl3∆ and genes implicated in chromatin biology. Shown 

are serial dilutions of the indicated strains grown at the indicated temperatures. All double 

mutants were generated by tetrad dissection. H3K36A was not originally tested in the SGA. 

Asterisk marks a higher-contrast image to better visualize suppression at 16˚C. Arrowheads 

refer to comparisons made in the text. 

 

 

 



 39 

 

Figure 3. Npl3 physically interacts with Bre1. 

Co-immunoprecipitation analyses of Npl3 and members of the histone H2B ubiquitination 

machinery. Whole cell extracts from strains with the indicated proteins endogenously tagged with 

HA or GFP were immunoprecipitated with an α-Npl3 antibody90 or non-specific antibody (α-n.s.). 

Western blot using α-HA or α-GFP from each co-IP experiment is shown. The sensitivity of the 

interaction to RNase (lane 4, +RNaseA) was determined by treating lysates with RNase A prior to 

immunoprecipitation. Lane 1 shows 1/60 total sample for each lysate. Bottom panel confirms 

presence of Npl3 in the immunoprecipitate.  
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Figure 4. Splicing is sensitive to Npl3 and the H2B ubiquitination cycle. 

(A.) Schematic of probes contained on the splicing microarray.  

(B.) Splicing profile of single or double mutant strains compared to wild-type. Cultures of the 

indicated strains and isogenic wild-type strains were grown to mid-log phase at 30˚C and 

shifted to the indicated temperature; cDNA from single and double mutant strains were 

competitively hybridized on the microarray against that from an isogenic wild-type. The heat 

map shows the log2-ratio for each gene feature of the indicated strain compared to wild-type. 

Gene order along the y-axis is the same for all arrays. Transcripts that encode the ribosomal 

protein genes (RPGs) are highlighted in purple to the right of the heat maps. Data for 

example genes are replicated below the genome-wide heat map to show splicing defects and 

exacerbation of defects at individual RPGs and non-RPGs.  

(C.) Histogram of log2-based Intron Accumulation Index scores. An Intron Accumulation Index 

value was calculated for each intron-containing gene by normalizing the intron change to 

exon change (see Materials and Methods). Histogram shows the number of genes with an 

Intron Accumulation Index score greater than 0.3. Heat map within histogram bars shows 

distribution of the severity of splicing defect.  
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Figure 5. Genetic interactions between H2B ubiquitination machinery and canonical splicing 

factors. 

(A.) Synthetic growth analyses between bre1∆ and genes encoding splicing factors. Double 

mutants were generated by tetrad dissection; log-phase cultures of the indicated strains were 

serially diluted and grown at the indicated temperatures. To the right of panels is the name of 

the spliceosomal complex to which the splicing factor mutants belong. NTC: Nineteen 

Complex. 

(B.) Growth analyses of ubp8∆ and genes encoding splicing factors. Double mutants were 

generated and analyzed as in (A). 
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Figure 6. A chromatin-centered survey of Npl3 genetic interactions. 

Summary of chromatin and transcription factors that exhibit genetic interactions with a deletion of 

NPL3. Colored ovals represent subunits identified in the SGA screens or by directed genetics; red 

indicates a suppressive (positive) interaction and green indicates a synthetic (negative) interaction. 

Outlined ovals refer to the complex that individual subunits belong to. K123Ub refers to the 

htb1K123R point mutant. K36me refers the hht1K36A point mutant. Grey or white indicates the 

genetic interaction was not tested. Physical interactions tested by co-IP are Npl3:Bre1 (Figure 3) and 

Npl3:U124. Bold rectangle indicates factors shown in this paper and Kress et al.24 to promote 

splicing; whether the presence of Npl3 can influence local H2B ubiquitination levels or dynamics 

remains unresolved. The PolII C-terminal domain is drawn in grey. 
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Figure S1. NPL3 does not affect global H2B ubiquitination levels. 

(A.) Western blot analysis of histone H2B ubiquitination levels. Whole cell extracts from the 

indicated strains were subjected to electrophoresis to separate the ubiquitinated H2B from 

unmodified H2B, followed by Western blotting using α-H2B antibody. Shown is a 

representative blot. 

(B.) Quantitation of H2B ubiquitination levels. Shown are the average percentages of 

ubiquitinated H2B from the indicated strains. Error bars represent standard deviation of three 

biological replicates. 
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Figure S2. Heat map representation of the Intron Accumulation Indices used to generate 

histogram in Figure 4. 

Shown are log2-based Intron Accumulation Index scores for each intron-containing gene, generated 

by normalizing fold intron changes to fold exon changes (see Materials and Methods for details). 

Genotype of each strain measured is listed above the heat maps. Transcripts that encode the 

ribosomal protein genes (RPGs) are highlighted in purple to the right of the heat maps. Gene order 

along the y-axis is the same for all genotypes. 
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Figure S3. qPCR validation of the microarrays. 

(A.) Shown are log2-based Intron Accumulation Index scores for the indicated genes, as 

reproduced from Figure S2. The genotype of each strain is listed above the heat map. K123R 

refers to the htb1K123R allele. 

(B.) RT-qPCR measurements of un-spliced mRNAs using single-locus RT-qPCR. Percent un-

spliced RNA was calculated for each mutant and is represented as fold change compared to 

wild-type. Capped error bars represent standard deviation of biological replicates; uncapped 

error bars represent standard deviation of qPCR replicates. 
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Figure S4. SUS1 splicing is not sensitive to deletion of NPL3. 

 (A.) Analysis of SUS1 splicing using quantitative PCR on cDNA generated from the indicated 

strains. To the right of the gel, is a schematic of the SUS1 gene and the predicted mobility of 

its un-spliced, partially spliced, and fully spliced isoforms. Arrows indicate position of 

primers used in the PCR. Shown is a representative gel. 

(B.) Quantitation of SUS1 PCR. To obtain the data shown in panel B, we took the average of two 

technical replicates generated from two separate biological samples. Error bars represent 

standard deviation of all replicates. 
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Figure S5. NPL3 and BRE1 do not affect bulk mRNA export. 

In situ hybridization of poly-dT oligo shows whole cell localization of mRNAs in wild-type, npl3∆, 

bre1∆, and npl3∆bre1∆ strains. The positive control thp1∆ strain is included to show nuclear 

localization coincident with DAPI (nuclear) staining. 
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Figure S6. Spicing is not sensitive to mutation of the Npl3 phosphorylation site. 

(A.) Splicing profiles of the npl3S411A and npl3∆ strains grown at 30˚C. The heat map shows the 

log2-ratio for each gene feature of the indicated strain compared to wild-type. Gene order 

along the y-axis is the same for all arrays. Transcripts that encode the ribosomal protein 

genes (RPGs) are highlighted in purple to the right of the heat maps.  

(B.) Histogram shows the number of genes with a log2-based Intron Accumulation Index score 

greater than 0.3 for the npl3S411A and npl3∆ strains. Heat map within histogram bars shows 

distribution of the severity of splicing defect. 
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TABLES 

 

Tables are available online at www.plosgenetics.org 

Table S1. Genes whose deletion caused severe synthetic sickness or lethality with npl3∆. 

List of genes whose deletion caused severe synthetic sickness or lethality with npl3∆ at 30˚C or 

37˚C. Included are the systematic and common names, the synthetic genetic array in which each 

strain was identified, and the putative function as annotated by SGD (yeastgenome.org). Phenotype 

of the genetic interactions validated using directed genetics is listed under “notes”. Any strains added 

using directed genetics are listed at the bottom of the table. Genes are sorted first by screen in which 

they were identified, and then alphabetically by common name. 

Table S2. GO-term analysis by Biological Process. 

Results of GO-term analysis by “Biological Process” with the associated p-values (pre- and post-

correction). Biological Process definitions are available in Table S7. 

Table S3. Protein Complex enrichment analysis. 

Results of protein complex enrichment analysis with the associated p-values (pre- and post-

correction for multiple testing). Significantly enriched complexes in bold are shown in Figure 1B 

using their more common names. Protein complex definitions were obtained from Pu et al.115 with 

the addition of the RAD6 Complex containing RAD6, BRE1 and LGE1, which was not annotated at 

the time. 

Table S4. Genes whose deletion allowed growth in an npl3∆ strain. 

List of genes whose deletion allowed growth in an npl3∆ strain in the 16˚C synthetic genetic array. 

Included are the systematic and common names, as well as the time-point at which growth was 

visualized, and the putative function of each gene. Any strains validated using directed genetics (by 

tetrad analyses or random sporulation) are indicated. Genes are sorted first by interval of time 

necessary to observe growth, and then alphabetically by common name. 
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Table S5. Averaged microarray results used to generate heat map in Figure 4. 

Listed are log2 ratios of the intensities for each gene feature for the indicated strains compared to 

wild-type. “_2” refers to the second intron. Also included are the Intron Accumulation Index scores 

for each gene used to generate the heat map in Figure S2. 

Table S6. Strains used in this manuscript, and more detailed methods for their generation. 

Table S7. Biological Process definitions used to categorize npl3∆ genetic interactions.  

Table S8. Primers used in the qPCR assay. 
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ABSTRACT 

Background information 

Commitment to splicing occurs co-transcriptionally, but a major unanswered question is the 

extent to which various modifications of chromatin, the template for transcription in vivo, contribute 

to the regulation of splicing.  

Results 

Here we perform genome-wide analyses showing that inhibition of specific marks – H2B 

ubiquitination, H3K4 methylation, and H3K36 methylation – perturbs splicing in budding yeast, with 

each modification exerting gene-specific effects. Furthermore, semi-quantitative mass spectrometry 

on purified nuclear mRNPs and chromatin immunoprecipitation analysis on intron-containing genes 

indicated that H2B ubiquitination, but not Set1-, Set2-, or Dot1-dependent H3 methylation, 

stimulates recruitment of the early splicing factors, namely U1 and U2 snRNPs, onto nascent RNAs.  

Conclusions 

These results suggest that histone modifications impact splicing of distinct subsets of genes 

using distinct pathways.  

 

INTRODUCTION 

Transcriptional control of gene expression has long been thought to require the coordinated 

modification of histones124 but recent evidence suggests an additional role for these modifications in 

controlling the eventual fate of an mRNA after it is transcribed.125-128 A number of correlative studies 

have shown that nucleosomes at DNA encoding exons and introns bear distinct covalent 

modifications in metazoa (reviewed in Oesterreich et al.125) and yeast.104 These observations raise the 

possibility that epigenetic marks may have a widespread role in providing direct regulatory input into 

co-transcriptional splicing decisions.  
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In Saccharomyces cerevisiae, splicing occurs co-transcriptionally for the vast majority of 

intron-containing genes,34 and consistently, splicing factors are recruited to nascent transcripts.8-11,129 

Interestingly, the histone acetyltransferase catalytic subunit of the SAGA complex, Gcn5, has been 

shown to control the co-transcriptional recruitment of the U2 snRNP.15 However, the extent to which 

additional histone modifications of the chromatin landscape regulate the co-transcriptional 

recruitment of the spliceosome is still unclear.  

Transcription-associated histone H2B mono-ubiquitination (Ub-H2B) and the downstream 

histone H3 methylation events have established roles in transcription activation and nucleosome 

dynamics.48,71,73,79 In addition, we recently showed that Ub-H2B influences export of mRNPs by 

promoting the recruitment of the nuclear export machinery to nascent transcripts.106,130 Furthermore, 

we recently reported genetic and functional interactions between the Ub-H2B machinery and the SR-

like spliceosome-associated factor Npl3,26 suggesting that the role of Ub-H2B in gene expression is 

not limited to directing transcription itself. This result prompted us to determine the contribution of 

transcription-dependent chromatin marks, and in particular Ub-H2B, on spliceosome assembly and 

function on nascent transcripts. 

 

RESULTS 

Defects in Ub-H2B, H3K4me, H3K36me cause introns to accumulate for distinct subsets of 

transcripts 

Transcripts in S. cerevisiae do not generally undergo alternative splicing, but the constitutive 

splicing reaction is sensitive to a number of environmental perturbations.3-5 While relatively few 

genes are spliced, intron-containing genes account for nearly one third of total cellular 

transcription,131 so it is critical for yeast to appropriately control the efficiency of this step in gene 

expression. We recently reported that in a genetic background sensitized by loss of Npl3, a protein 
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known to promote splicing of a subset of genes, a short 37˚C temperature shift revealed a modest 

dependence of pre-mRNA splicing on Ub-H2B.26  

Here, we further explored the potential connection between chromatin modification and 

splicing by capitalizing on the observation that nuclear export factor assembly onto nascent mRNPs 

is very tightly regulated by Ub-H2B during a 3-hour shift to 39˚C, an experimental condition that 

challenges mRNA biogenesis without affecting genome-wide expression.106,130 Indeed, using 

splicing-sensitive microarrays (Figure 1A), we see that at 39˚C, abrogating Ub-H2B by deleting the 

H2B E3 ligase, BRE1, or mutating the targeted residue in H2B (htb1K123R) led to increases in the 

levels of intron for many genes, consistent with a defect in the splicing of those transcripts (Figure 

1B and 2C, Table S3). To more easily compare these datasets, we calculated intron/exon ratios, an 

established approach to normalize for differences in transcription.96 We observed that, importantly, 

genes affected by H2B mutation extensively overlap with genes affected by BRE1 deletion (Figure 

1B and 2D). While the ribosomal protein genes (RPGs) are a category of spliced genes often 

regulated together,4,5 Ub-H2B-dependent effects on splicing were not enriched for RPG transcripts. 

Validation of the microarray data by using RT-qPCR to measure relative intron and exon abundance 

of several transcripts confirmed UB-H2B-mediated changes with respect to a wild-type strain (Figure 

1C). Taken together, our data show that loss of Ub-H2B has clear gene-specific effects on intron 

accumulation and, thus, prompt the conclusion that Bre1-dependent Ub-H2B is important for splicing 

at 39˚C.  

Ub-H2B is strictly required for other histone marks such as the trimethylation of histone H3 

on both lysine 4 by the Set1-containing COMPASS complex79 and lysine 79 by Dot1,83,84 and 

facilitates the Set2-mediated methylation of H3K36 on some intron-containing genes.104 Surprisingly, 

we found that Set2 promotes the splicing of many genes (Figure 2A and 2C), but the observation that 

83% of Set2-dependent genes are not also dependent on Ub-H2B (Figure 2D) suggests Set2 is 

working separately from the Ub-H2B pathway. Microarray results from a strain lacking SET1 were 
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consistent with a mild splicing defect as gauged both by intron accumulation and intron/exon ratios 

(Figure 2B and 2C). However, only a small number of genes (13) overlap with those affected in 

htb1K123R (Figure 2D), indicating that the effects of Ub-H2B on intron/exon ratios were not strictly 

mediated by H3K4 methylation. We observed a comparatively larger effect from BRE1 deletion than 

mutation of the H2B target residue, which is consistent with an additional Bre1 target or function that 

also promotes splicing. Bre1 targets many of the same genes as COMPASS component Set1, but 

whether ubiquitination of the Swd2 component of the COMPASS complex by Bre1 might be 

involved in this process remains to be determined.73  

Importantly, no global changes of gene expression were observed upon inhibition of Ub-H2B 

or downstream H3 methylations either at 30˚C132,133 or 39˚C.106 Only a minority of genes exhibited 

altered expression in the different mutant strains, none of which encoded components of the splicing 

machinery. This argues against direct transcriptional control of the splicing machinery expression by 

Ub-H2B. 

Together, these results suggest that splicing efficiencies – inferred by changes in pre-mRNA 

and total mRNA levels – are dependent on contributions from multiple transcription-coupled histone 

marks, with the relative contribution being different from one intron-containing gene to another. We 

reasoned that the decrease in splicing efficiency we observed was unlikely to be caused by a 

wholesale block in spliceosome function, but rather could relate to a delay in the onset of the splicing 

reaction. We therefore sought to determine whether Ub-H2B might influence the ability of splicing 

factors to associate with transcripts. 

Preventing ubiquitination of H2B alters the recruitment of early splicing factors to Cap-

binding complex-associated mRNPs 

 Since Ub-H2B-mediated splicing is likely mechanistically separated from that driven by 

downstream histone methylations, what step in splicing is impacted by loss of Ub-H2B? To address 

this question, nuclear mRNPs were purified from temperature-shifted wild-type (WT) and 
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htb1K123R cells using a genomically TAP-tagged Cbc2 of the nuclear cap-binding complex (CBC), 

and their proteomes were analyzed by tandem mass spectrometry.134 Because the CBC is associated 

with nuclear mRNPs from early synthesis to nuclear exit, the composition of purified mRNPs reflects 

the sum of all biogenesis events, including transcription, mRNA processing and mRNA packaging 

that lead to their formation.134 The proteome of CBC-associated mRNPs was enriched in splicing 

factors (snRNPs), 3' end processing machinery, mRNA export factors and other factors that are 

recruited during transcription elongation such as the THO complex (Table S4).134 A recent 

transcriptome-wide analysis of CBC-associated mRNAs reveals a clear enrichment of unspliced 

versus spliced mRNA, consistent with an interaction occurring at an early step of transcription.135 In 

addition, multiple subunits of RNA Polymerase II (RNAPII) were detected in CBC-interacting 

mRNPs, confirming that some nascent transcripts were associated with TAP-tagged Cbc2 (Table S4). 

 This global approach showed that preventing Ub-H2B impaired the association of the nuclear 

export machinery as previously described,106 but maintained WT levels of other factors known to 

bind mRNAs, including the transcription elongation THO complex (Figure 3A, Table S4). Early 

spliceosome assembly onto pre-mRNAs entails binding of the U1 and U2 snRNPs: consistent with 

the observed splicing defect, the number of peptides corresponding to U1 and U2 was significantly 

lower in the htb1K123R strain compared to WT, while the overall protein level of these factors was 

similar in both strains (Figure 3A and 3C). This defect was also seen using a semi-quantitative 

analysis based on a spectral counting approach136 (Figure 3B, Tables S5 and S6). To confirm this 

decrease in CBC-associated U1 and U2, we directly assayed the co-immunoprecipitation of an 

endogenously HA-tagged version of either Prp42 (U1 snRNP) or Lea1 (U2 snRNP) with TAP-tagged 

Cbc2 and observed a reproducible decrease in both Prp42-HA and Lea1-HA (Figure 3C). While we 

cannot rule out that some factors pulled down by TAP-tagged Cbc2 might be directly bound to the 

CBC, as has been observed for the tri-snRNP in mammals,137 the decreased association of U1 and U2 

proteins in the pull-down reported here is consistent with the splicing defect seen in strains lacking 
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Ub-H2B. In contrast, this defect was not phenocopied by deletion of SET1 (Figure 4), further arguing 

that the control of U1 and U2 recruitment by Ub-H2B is not mediated by downstream methylation by 

Set1. 

Loss of H2B ubiquitination impairs recruitment of early splicing factors to transcribing genes. 

 It has been suggested that splicing activity can be facilitated by the co-transcriptional 

recruitment of the splicing machinery;129,138 thus, we reasoned that if the defect seen in recruitment of 

U1 and U2 to mRNPs occurs co-transcriptionally, this may further account for the splicing defect 

seen in a strain lacking Ub-H2B. To ask this, we used chromatin immunoprecipitation (ChIP) on four 

intron-containing genes whose splicing is sensitive to loss of Ub-H2B: 3 ribosomal protein genes 

RPS21B, RPL14B and RPL34B and the non-ribosomal protein gene HNT1 (Figure 5A and Table S3). 

Of note, HNT1 splicing was also sensitive to deletion of SET1 or SET2 (Table S3). We found a 

marked decrease in Prp42 association at these genes in the htb1K123R strain. Importantly, this 

decrease in U1 association occurred at genes where RNAPII levels (Figure 5B) and resulting mRNA 

expression remained unchanged (data not shown), and does not occur in cells lacking the SET1, SET2 

and DOT1 methyltransferases (Figure 5C). Furthermore, in agreement with data from the CBC 

pulldown (Figure 3), Lea1 exhibited weaker association with these genes in the htb1K123R strain, 

which was revealed primarily at the 3’ ends (Figure 5B). Our data reveal that loss of Ub-H2B 

adversely affects recruitment of the early splicing machinery to nascent transcripts.  

Loss of H2B ubiquitination marginally affects recruitment of Npl3 

 We previously showed that the SR protein Npl3 promotes U1 and U2 association with 

nascent transcripts and physically interacts with the Ub-H2B machinery.24,26 While we do see a 

modest decrease in Npl3 ChIP (Figure 6A) at genes whose splicing is promoted by Npl3,24 this 

cannot account for the broad consequences of losing Ub-H2B on pre-mRNA splicing shown here, in 

particular on non-RPGs. 
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 Similar to SR proteins in metazoa, Npl3 is known to associate with the C-terminal domain 

(CTD) of RNAPII upon Serine 2 phosphorylation,25 but we only observed a weak decrease in Serine 

2 phosphorylation on the RNAPII CTD at RPS21B and RPL34B in the htb1K123R strain (Figure 6B).  

 

DISCUSSION 

Early splicing factors associate with nascent pre-mRNAs,8-11,129 and, therefore, it is critical to 

understand how the chromatin landscape contributes to co-transcriptional spliceosome assembly and 

function. Our results indicate that in budding yeast, an organism with relatively simple intron/exon 

architecture and limited splice site variation, multiple histone modifications (Ub-H2B, H3K4me and 

H3K36me) promote spliceosome function at distinct subsets of genes. In agreement with this, we 

also show that Ub-H2B promotes the association of the early splicing machinery to mRNPs while the 

RNA is still being transcribed, in a molecular pathway that is distinct from Set1- or Set2-mediated 

splicing. Thus, our data support the idea that the chromatin landscape of a locus, as defined by these 

modifications, can impact the fate of a transcript, reflecting the capacity of the spliceosome to 

interpret and integrate multiple inputs from the chromatin landscape. This idea is further supported 

by evidence that histone acetylation by Gcn5 and deacetylation by Hos2/3,15,105 as well as 

incorporation of the variant histone H2A.Z18 can also influence spliceosome assembly onto nascent 

transcripts and splicing efficiency of those transcripts.  

In metazoa, where the recognition of and discrimination between alternative, degenerate 

splice sites must be tightly regulated, histone modifications, including Ub-H2B, have been shown to 

reflect intron/exon structure.139-144 In fact, modulation of the levels of the Ub-H2B machinery in 

human cells has revealed that this mark promotes recognition of splice sites, and importantly, as we 

show here in budding yeast, does so in context-dependent ways (Figures 1 and 2).144,145 While Ub-

H2B also reflects intron/exon structure on budding yeast genes,104 it is remarkable that the one to two 

differentially marked nucleosomes associated with yeast introns, typically 100-400bp in budding 
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yeast,146 can impact splicing. The conservation of the connection between Ub-H2B and splicing from 

yeast to humans suggests that this is a universal strategy for spliceosome regulation. 

 How does Ub-H2B promote splicing factor association? It is possible that Ub-H2B-mediated 

spliceosome association is, in part, influenced by a minor impairment in the recruitment of the CBC 

to some genes (data not shown), as the CBC and early splicing factors physically interact in yeast.147 

In addition, it has been recently shown that CBC depletion in mammalian cells led to defects in co-

transcriptional spliceosome assembly via both RNA-dependent interaction with U1 and U2 snRNPs 

and RNA-independent interactions with U4/U6 and U5 snRNPs.137 We could barely detect 

components of the U4/U6 and U5 snRNPs in our yeast CBC proteome, suggesting that this 

interaction may not occur in yeast. However, Pabis et al. hypothesized that CBC, U1 and U2 bind 

cooperatively onto RNA to promote splicing efficiency,137 a process that could be influenced by Ub-

H2B. Conversely, Ub-H2B and H3K36 methylation levels are highly dependent on an intact 

CBC,17,148 highlighting two examples of the high degree of coupling between mRNA processing and 

chromatin structure.  

In metazoans, it has been suggested that histone modifications may directly recruit splicing 

factors via specific histone mark-specific adaptors;99,149 this has been previously proposed to occur in 

yeast as well.105 Thus, it is possible that ubiquitinated H2B also directly or indirectly recruits a 

splicing factor in budding yeast. Alternatively, as histone modifications can influence RNAPII 

dynamics, it is possible that changes in elongation speed may explain the splicing defects seen in the 

chromatin mutants tested here.29,31,150 Therefore, it is interesting that multiple reports have suggested 

that the ubiquitin modification stabilizes nucleosomes during elongation;151 given the splicing defects 

that can occur when RNA polymerase elongates too quickly,31 perhaps uncontrolled RNAPII 

elongation in the htb1K123R strain accounts for the decrease in splicing efficiency reported here.  

An intriguing aspect of chromatin-based splicing regulation is the complexity of the 

chromatin template; as our microarrays revealed, Ub-H2B, H3K4me and H3K36me influence 
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splicing at somewhat overlapping subsets of genes. As the field moves forward, a challenge will be 

to understand how the spliceosome integrates the signals from individual histone modifications to 

achieve the appropriate splicing outcomes for the needs of the cell. The many histone post-

translational modifications, and their combined effects on transcription, RNAPII CTD 

phosphorylation state, and mRNA processing perhaps provide each emerging transcript with a 

specific mRNA “identity” that allows dynamic modulation of splicing, mRNA export and quality 

control. 

 

MATERIALS AND METHODS 

Yeast strains and culture. 

Strains used in this study are listed in supplementary Table 1. The derivative strains were 

obtained using PCR based homologous recombination as described in Longtine et al.152 Yeast cells 

were grown overnight at 30˚C in YPD medium (Yeast extract, peptone, dextrose). To perform the 3-

hour shift at 39˚C, when the 30˚C overnight culture reached OD600=1, one volume of medium 

preheated to 48˚C was added and cultures were incubated at 39˚C for 3 hours. 

Microarray analysis 

Strains were grown for microarray analysis as described above with a 3-hour shift to 39˚C, at 

which point they were collected by centrifugation. Microarrays were performed as in Moehle et al.26 

For each microarray shown, results from two biological replicates were averaged. In addition, each 

biological replicate contains 6 technical replicates per probe, as well as dye-flipped replicates. The 

heat maps in Figures 1 and 2 were created using Java Treeview121 and show the log2-based fold 

change in the indicated strain as compared to an isogenic WT. Intron/Exon ratios were calculated for 

each intron-containing gene (log2 (Intron/Exon) = log2 (Intronmutant/IntronWT) – log2 

(Exonmutant/ExonWT)); these values were converted into a histogram for any gene with Intron/Exon 

value <-0.3 or >0.3.  
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RNA Isolation and RT-qPCR 

Total RNA isolation was performed by the hot acid phenol method (Sigma Aldrich). cDNA 

from total RNAs were obtained by reverse-transcription with random oligonucleotides (Roche) using 

the SuperScriptTM II reverse Transcriptase (Invitrogen). Real time qPCR was then performed using 

the SYBR Green mix (Roche) and the Light Cycler 480 system (Roche) with gene-specific primers 

described in Table S2. 

Antibodies 

Commercial antibodies used in this study were anti-RNA Polymerase II (RNAPII ChIP 12 

µg, 8WG16, MMS126R, Covance), anti-phosphorylated Ser 2 of RNAPII CTD (ChIP 12 µg, clone 

3E10, 04-1571, Millipore), anti-HA (ChIP 8 µg, WB 1:2000, clone HA-11, MMS-101R, Covance), 

anti-H3 (ChIP 4 µg, ab1791, abcam), anti-H3K36me3 (ChIP 4 µg, ab9050, abcam). Polyclonal anti-

Mex67 (WB 1:20,000) and anti-Npl3 (ChIP 1,5 µL, WB 1:10,000) antibodies were previously 

described.90,153 TAP-tagged proteins were immunoprecipitated using IgG sepharose beads (50 µL for 

ChIP analysis). Western blot analyses were performed using appropriate HRP-coupled secondary 

antibodies and chemi-luminescence protein immunoblotting reagents (Pierce). 

Immunoaffinity Purification of nuclear mRNPs from frozen cell grindate 

Cells shifted at 39˚C for 3 hours in YPD were rapidly frozen in liquid nitrogen before 

cryolysis.154 Immunoaffinity purification of mRNPs was performed as described in Oeffinger et al.134 

with minor modification. Frozen cell grindates were rapidly thawed into nine volumes of RNP buffer 

(20mM Hepes, pH7.4, 110mM KOAc, 0.5%Triton, 0.1% Tween 20, 1:100 Solution P, 1:5000 

RNasin (Promega), 1:5000 Antifoam B (Sigma); 1:1000 DTT). The resulting extracts were 

centrifuged 5 min at low speed to eliminate the large cellular debris before clarification by filtration. 

Immunoprecipitation was performed using magnetic beads (Dynal) conjugated with rabbit IgG 

(Sigma).155 Resulting eluates were lyophilized, resuspended in SDS-PAGE sample buffer, separated 

by SDS-PAGE on a 4–12% NuPAGE Novex Bis-Tris precast gel (Invitrogen) according to the 
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manufacturer’s specifications and visualized by Coomassie blue staining. Alternatively, nuclear 

mRNPs were purified from glass-beads lyzed cells as previously described.106,156 

SDS-PAGE and in-gel digestion 

After electrophoresis, gels were stained by colloidal Coomassie Blue (BioSafe coomassie 

stain; Bio-Rad) and whole lanes were cut into 14 5x4 mm slices using a disposable grid-cutter (the 

gel-company, Tübingen, Germany). Slices were divided into three and in-gel digestion using trypsin 

(Promega, Madison, WI) was performed overnight at 37˚C, after in-gel reduction and alkylation 

using the MassPrep Station (Waters, Milford, MA, USA). Tryptic peptides were extracted using 60% 

ACN in 0.1% formic acid for 1h at room temperature. The volume was reduced in a vacuum 

centrifuge and adjusted to 10 µl using 0.1% formic acid in water before nanoLC-MS/MS (nanoliquid 

chromatography coupled to tandem mass spectrometry) analysis (see supplemental information).  

Liquid chromatography/Mass spectrometry 

NanoLC-MS/MS was performed using a nanoACQUITY ultra performance liquid 

chromatography (UPLC®) system (Waters, Milford, MA, USA) coupled to a maXis 4G Q-TOF 

mass spectrometer (BrukerDaltonics, Bremen, Germany). Detailed procedure is presented in 

supplemental information. 

Peptide counts 

The peptide count of unique peptides was performed using Scaffold 3 software (version 

3.6.5; Proteome Software Inc., Portland, OR, USA) after having filtered the results at 1% < FDR. 

Spectral counts 

The label-free semi-quantitation was performed using Scaffold 3 software (version 3.6.5; 

Proteome Software Inc., Portland, OR, USA) exporting the un-weighed spectral count into an excel 

file after having filtered the result at 1% < FDR as described in the supplementary data. The three 

replicates of each biological sample shown in Table S6 (except the negative control) were 

horizontally normalized to the highest spectral count value obtained for nuclear cap-binding protein 
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complex subunit (WT injection 1: 429 un-weighed spectra counts). The following procedure as 

described in Gokce et al.157 and Miguet et al.158 has been applied for the six independent injections: 

the number of spectra obtained for the nuclear cap-binding complex has been divided by 429 and the 

ratio obtained was multiplied independently by the number of spectral counts for each protein, in 

order to reduce the variance observed between samples and replicates. 

Chromatin Immunoprecipitation (ChIP) and qPCR  

ChIPs were performed as described previously.159 8 OD units of cell lysate were 

immunoprecipitated with the amount of antibodies mentioned above. Immunoprecipitated DNA was 

analyzed by quantitative PCR using primers referenced in Table S2. Non-specific signals were 

assessed by analyzing immunoprecipitated DNA with primers against an intergenic region. The 

specificity of the signal was also evaluated using untagged strains. The resulting amplifications were 

similar to those observed for the intergenic region (data not shown). Results correspond to the mean 

of at least 3 independent experiments.  
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Figure 1. Defects in Ub-H2B cause splicing defects. 

(A.)  Schematic of probes contained on the microarray for each intron-containing gene.  

(B.)  Heat maps of log2 ratios of each gene feature in bre1∆ and htb1K123R strains compared to 

isogenic WT strains after a 3-hour shift to 39˚C.  

(C.)  RT-qPCR measurements of un-spliced mRNAs using single-locus RT-qPCR. Percent 

unspliced RNA is represented as fold change compared to WT. 
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Figure 2. Defects in Ub-H2B, H3K4me, H3K36me cause introns to accumulate for distinct 

subsets of transcripts. 

(A.-B.) Heat maps of log2 ratios of each gene feature in set2∆ or set1∆ strains compared to isogenic 

WT strains after a 3-hour shift to 39˚C. Gene order is different for (A.) and (B.). 

(C.) Histogram of number of genes exhibiting log2(Intron/Exon) ratio greater than 0.3 or less than 

-0.3. Heat map within bar shows degree of splicing change of those genes.  

(D.)  Venn diagram of genes from histograms for comparison of each genotype directly. Note: 

set1∆ and htb1K123R have 1 gene overlap which cannot be shown. The circle sizes are 

representative of the numbers of genes with log2I/E>0.3 but the overlaps are not to scale.  
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Figure 3. Preventing ubiquitination of H2B alters the recruitment of early splicing factors to 

CBC-associated mRNPs. 

 (A.)  Nuclear mRNPs were purified from Cbc2-TAP-tagged WT or htb1K123R cells after a 3-hour 

shift to 39˚C and associated proteins were analyzed by MS-MS after SDS-PAGE. In order to 

highlight relative differences in the protein composition, the number of unique peptides for 

each indicated protein has been considered as index of abundance.160 Complete identification 

of the CBC proteomes is shown in Table S4.  

(B.)  Components of the U1 and U2 snRNPs associated with nuclear mRNPs were semi-quantified 

using a spectral counting approach. The mean ± SD of spectral counts corresponding to three 

injections are indicated. Significance of the differences observed between both strains was 

evaluated using Student t-test (*P 0.01–0.05; ***P <0.001). Significant differences are 

indicated in bold.  

(C.)  Nuclear mRNPs were purified from WT or htb1K123R cells expressing Cbc2-TAP and 

Prp42-HA or Lea1-HA. Co-purifying proteins were detected by Western Blot with anti-HA 

or anti-Mex67 antibodies (left panel). The ratio of mRNP-associated proteins relative to the 

WT cells and to the immuno-purified Cbc2-TAP was determined from at least 3 independent 

experiments (mean ± SD) (right panel).  

(D.)  Same as (C.) in WT or set1D cells. Significance of the differences observed between both 

strains was evaluated using Student t-test (**P 0.001–0.01). 
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Figure 4. Loss of Set1-dependent methylation does not affect the recruitment of U1 snRNP to 

CBC-associated mRNPs.  

Nuclear mRNPs were purified from WT or set1∆ cells expressing Cbc2-TAP and Prp42-HA. Co-

purifying proteins were detected by Western Blot with anti-HA or anti-Mex67 antibodies (left panel). 

The ratio of mRNP-associated proteins relative to the WT cells and to the immuno-purified Cbc2-

TAP was determined from at least 3 independent experiments (mean ± SD) (right panel). 

Significance of the differences observed between both strains was evaluated using Student t-test (**P 

0.001–0.01). 
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Figure 5. Loss of H2B ubiquitination, but not Set1-, Set2- or Dot1-dependent methylation of 

H3, impairs recruitment of early splicing factors to transcribing genes.  

(A.) Location of qPCR amplicons. 

(B.-C.) ChIP experiments were performed on extracts prepared from the indicated HA-tagged strains 

after a 3-hour shift to 39˚C, using anti-RNAPII or -HA antibodies. Four intron-containing 

genes were considered, 3 ribosome protein genes RPS21B, RPL14B and RPL34B and the 

non-ribosome protein gene HNT1 (Table S1). Histograms depict the mean and standard 

deviations of at least three independent experiments. The significance of the differences of 

recruitment observed between WT and mutant cells was evaluated using Student t-test (*P 

0.01–0.05; **P 0.001–0.01).  
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Figure 6. H2B ubiquitination promotes to RNAPII Ser2 phosphorylation and Npl3 recruitment 

on a subset of intron-containing genes. 

(A.)  Recruitment of Npl3 on indicated intron-containing genes was analyzed by ChIP assay in 

WT and htb1K123R cells using anti-Npl3 antibodies and normalized to the intergenic region.  

(B.)  Phosphorylation of RNAPII Ser2 on indicated intron-containing genes was analyzed by ChIP 

assay in WT and htb1K123R cells using antibodies to RNAPII and phosphoSer2. The 

RNAPII Ser2P/RNAPII ratio is shown. Significance of the differences observed between 

both strains was evaluated using Student t-test (*p-value = 0.01–0.05; **p-value = 0.001–

0.01). 
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TABLES 

Tables are available online at www.biolcell.net 

Table S1. Yeast strains used in this study. 

Table S2. Oligonucleotides used in this study. 

Table S3. Results of Splicing Microarrays. 

Table S4. Complete identification Table referring to Figure 2A. 

Table S5. Identification Table referring to Figure 2B. 

Table S6. Complete spectral count Table referring to Figure 2B. 
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ABSTRACT 

RNA polymerase II (RNAPII) lies at the core of dynamic control of gene expression. Using 

53 RNAPII point mutants, we generated a point mutant epistatic miniarray profile (pE-MAP) 

comprising ~60,000 quantitative genetic interactions in Saccharomyces cerevisiae. This analysis 

enabled functional assignment of RNAPII sub-domains and uncovered connections between 

individual regions and other protein complexes. Using splicing microarrays and mutants that alter 

elongation rates in vitro, we found an inverse relationship between RNAPII speed and in vivo 

splicing efficiency. Furthermore, the pE-MAP classified fast and slow mutants that favor upstream 

and downstream start site selection, respectively. The striking coordination of polymerization rate 

with transcription initiation and splicing suggests transcription rate is tuned to regulate multiple gene 

expression steps. The pE-MAP approach provides a powerful strategy to understand other multi-

functional machines at amino acid resolution. 

 

HIGHLIGHTS 

•Functional dissection of RNAPII by genetic interaction profiling of point mutants 

•RNAPII mutations affect transcription initiation, splicing and chromosome segregation 

•Genetic relationships with RNAPII mutations reveal novel transcription factors 

•Start site selection and splicing efficiency are coordinated with transcription rate 
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INTRODUCTION 

Alterations within a genome often cause specific as well as global phenotypic changes to a 

cell. Combining two alterations in the same cell allows for measurement of the genetic interaction 

between them: negative genetic interactions (synthetic sick/lethal) arise when two mutations in 

combination cause a stronger growth defect than expected from the single mutations. This is often 

observed for factors participating in redundant pathways or as non-essential components of the same 

essential complex. In contrast, positive interactions occur when the double mutant is either no sicker 

(epistatic) or healthier (suppressive) than the sickest single mutant161 and may indicate that the 

factors are components of a non-essential complex and/or perform antagonizing roles in the cell. 

However, single genetic interactions are often difficult to interpret in isolation; an interaction pattern 

for a given mutation can be more informative as it reports on the phenotype in a large number of 

mutant backgrounds.54,162 These genetic profiles provide highly specific readouts that can be used to 

identify genes that are functionally related.161 

One of the first organisms to be genetically interrogated on a large scale was S. cerevisiae, 

where non-quantitative genetic interaction data could be collected using the SGA (synthetic genetic 

array)54 or dSLAM (heterozygous diploid-based synthetic lethality analysis on microarrays)163 

approaches. We developed a technique, termed E-MAP (epistatic miniarray profile),162,164,165 which 

utilizes the SGA methodology and allows for the quantitative collection of genetic interaction data on 

functionally related subsets of genes, including those involved in chromatin regulation,166 RNA 

processing,55 signaling,167 or plasma membrane function.168 However, the vast majority of systematic 

genetic screening interrogates deletions of non-essential genes or hypomorphic knockdown alleles of 

essential genes. Since many genes, especially essential ones, are multi-functional, these methods 

perturb all activities associated with a given gene product. 

Here, we describe an important advance of the E-MAP approach, which allows us to address 

higher levels of complexity by examining the genetic interaction space of point mutant alleles of 
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multi-functional genes in a technique we term point mutant E-MAP (or pE-MAP). This method 

greatly increases the resolution achievable by gene function analysis, as it allows assignment of 

specific genetic relationships to individual residues and domains. In this study, we have used the pE-

MAP approach to functionally dissect RNAPII using alteration-of-function alleles in 5 different 

subunits of the enzyme. Using the genetic data, we assign transcriptional activity and specific 

functions to different residues and regions of RNAPII. By examining the relationship between 

transcription rate and genetic interaction partners, transcription rate-sensitive factors were revealed. 

Through the characterization of multiple stages of gene regulation, including start site selection, 

transcription elongation rate and mRNA splicing, the pE-MAP technique has provided both global 

and specific insight into structure-function relationships of RNAPII. We propose this strategy as a 

useful paradigm for the high-resolution interrogation of any multi-functional protein. 

 

RESULTS 

A set of alleles for the functional dissection of RNAPII 

To identify residues important for transcriptional regulation in vivo, we isolated RNAPII 

alleles that confer one or more of the following transcription-related phenotypes: suppression of 

galactose sensitivity in gal10∆56 (GalR),169,170 the Spt- phenotype171 or mycophenolic acid (MPA) 

sensitivity172 (more detail in the legend of Figure 1A, Methods). Each of these phenotypes relates to a 

gene-specific transcription defect that can be monitored using plate assays (Figure 1A). Random 

mutagenesis by PCR was carried out on the entire coding regions of RNAPII subunit genes RPB2, 

RPB3, RPB7 and RPB11 and most of RPO21/RPB1 (Methods). These genes encode the essential 

subunits unique to RNAPII (Rpb5, Rpb6, Rpb8, Rpb10 and Rpb12 are shared with RNAPI and 

RNAPIII, and Rpb4 and Rpb9 are non-essential).173 In total, 53 single point mutants were identified 

that exhibit at least one of these phenotypes174 (Figure 1B, Figure S1, Table S1). 
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Analysis of the distribution of phenotypes relative to the RNAPII structure suggested that our 

alleles might be diverse in their functions. GalR and MPA sensitive mutations were broadly 

distributed, while those with the Spt- phenotype were less common and more localized (Figure 1B, 

Table S1). The screens identified mutations in highly conserved residues and structural domains 

known to be important for RNAPII activity, including the Rpb1 trigger loop, the Rpb1 bridge helix 

and the Rpb2 lobe and protrusion175-177 (Table S1). Quantitatively measuring the genetic interactions 

of specific residues might provide insight into the functions of these RNAPII regions, and could 

therefore also identify protein-protein interaction interfaces. 

An RNAPII point mutant epistatic miniarray profile (pE-MAP)  

The 53 RNAPII point mutants (Figure 1B) were crossed against ~1200 deletion and DAmP 

(Decreased Abundance by mRNA Perturbation) alleles162 (Table S1), which represent all major 

biological processes. Thus, a quantitative pE-MAP comprising approximately 60,000 double mutants 

was created (Table S2, http://interactome-cmp.ucsf.edu). Two-dimensional hierarchical clustering of 

these data effectively grouped together genes from known complexes and pathways based on their 

interactions with the point mutants (Figure S2, Supp. Data 1). Previous studies have demonstrated 

that genes encoding proteins that physically associate often have similar genetic interaction 

profiles.166,178 The data derived from the point mutants could differ in this respect, since it is based on 

only 5 subunits of a single molecular machine. A receiver operating characteristic (ROC) curve was 

therefore generated to measure how well the genetic profiles of the deletion and DAmP mutants in 

the pE-MAP predict known physical interactions between their encoded proteins (Methods). It was 

found that the predictive power of the pE-MAP is similar to that of a previously published E-MAP,166 

indicating that the genetic interactions of the RNAPII point mutants report on connections among 

virtually all cellular processes (Figure 2A, Figure S2, Supp. Data 1). 

Next, to examine whether the spatial location of a mutated residue is a determinant of its 

function, we compared the similarity of pairs of RNAPII genetic profiles to the three-dimensional 
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distance between the mutated residues.179 We observed a strong correlation (r=-0.37, p<10-22) (Table 

S2) and the trend is significant both for residue pairs residing in the same subunit (r=-0.25, p<10-5) 

and for those in different subunits (r=-0.28, p<10-6) (Figure 2B). This suggests that structural 

proximity correlates with functional similarity and that high resolution genetic interaction profiling 

could provide information for targets whose structures have not yet been determined. 

Comparison of genetic and gene expression profiles derived from the RNAPII alleles 

To determine if any given genetic interaction might result from the point mutation affecting the 

expression of the corresponding gene, we subjected 26 of the RNAPII mutants to genome-wide gene 

expression analysis (Table S2, GEO accession number: GSE47429). We found no correlation (r=-

0.003) between an RNAPII mutant’s genetic interaction score with a gene deletion or DAmP allele 

and the expression change of that gene due to the RNAPII mutation (Figure 2C). Therefore, 

connections must be due to more complex relationships between the mutated residues and the library 

genes. Nonetheless, these datasets allowed us to test whether the clustering of the RNAPII mutants in 

the pE-MAP (Figure S2, Supp. Data 1) could be recapitulated using their gene expression profiles. 

We thus assessed pair-wise RNAPII mutant similarity based on genetic and gene expression profiles 

separately and found that these two measures are highly correlated (r=0.71, Figure 2D). Therefore, 

these orthogonal datasets provide a common biological framework for functionally organizing the 

RNAPII mutants, allowing us to study the underlying biology behind these mutants and their 

phenotypes. 

Functional associations between RNAPII residues and protein complexes 

In an effort to link individual RNAPII mutations to specific cellular functions, data from the 

pE-MAP was compared to a published genetic interaction dataset containing profiles from >4000 

genes.180 These genes were classified based on complex membership of their encoded proteins181 and 

Mann-Whitney U statistics were used to identify RNAPII mutants with high profile similarity to 

members of specific complexes (Methods, Figure 3A, Table S3). We uncovered a number of 
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connections, including several point mutants having similar genetic profiles to mutants of 

components of Mediator and the Rpd3C(L) histone deacetylase complex.182,183 Unexpectedly, we 

also observed that several RNAPII mutants are significantly correlated genetically to kinetochore 

mutants (Figure 3A). We carried out chromosome transmission fidelity (CTF) assays on 19 of our 

RNAPII mutants, including those linked specifically to the kinetochore (Methods, Table S3).184 Only 

four of the tested mutants exhibited chromosome loss in more than 15% of their colonies and these 

were genetically linked to the kinetochore in our analysis and had similar genetic profiles to each 

other in our pE-MAP (Figure 3A, B). Recent studies indicate that a certain level of transcription by 

RNAPII at the centromere is required for centromere function and high-fidelity chromosome 

segregation in budding yeast.185 Using specific constructs designed to ascertain centromere 

sensitivity to transcriptional read-through, we did not observe any defects in kinetochore integrity in 

these RNAPII mutants (data not shown). Ultimately, further work will be required to understand the 

connection between these RNAPII point mutants and chromosome segregation. A full point mutant 

module map from alleles of all subunits is presented in Figure S3. 

pE-MAP identifies alleles involved in start site selection and can finely distinguish between 

different phenotypic categories 

What other transcription defects might underlie differences in the genetic profiles of specific 

RNAPII alleles? Recent work has shown that mutations in the Rpb1 trigger loop (TL), a dynamic 

element in the active site that couples correct NTP substrate recognition with catalysis, can alter 

transcription start site selection in vivo. For example, rpb1 E1103G shifts transcription start site 

selection upstream at ADH1 whereas rpb1 H1085Y shifts distribution of start sites downstream.174 

The pE-MAP subcluster containing E1103G includes an additional 10 mutants in RPB1, RPB2 and 

RPB7 (Figure 4A, Supp. Data 1). We examined 8 of these for defects in start site selection at ADH1 

by primer extension and found that, like E1103G, all had a preference for upstream start site 

selection (Figure 4B, Figure S4A, Table S4), consistent with their clustering with E1103G (Figure 
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4A). Four of these mutants are also in the TL (rpb1 F1084I, M1079R, A1076T, and M1079V); 

however, two were in other regions of Rpb1 (rpb1 I1327V and S713P). Further inspection reveals 

these are in close proximity to the TL (Figure 4C),179,186 suggesting they too may directly regulate the 

active site. Interestingly, the other 2 mutants tested are not close to the TL (rpb2 E328K and rpb7 

D166G); these mutations may allosterically impact the active site or function independent of the TL 

by recruiting other factors to the transcription apparatus. Importantly, rpb7 D166G is the first 

identified RPB7 mutation with a start site defect. We additionally examined start site selection in 

rpb4∆ and rpb6 Q100R, as both are expected to reduce the association of Rpb4/Rpb7 with 

RNAPII.187,188 Neither altered start site selection at ADH1 (Figure S4B), indicating the rpb7 D166G 

mutant exerts a unique effect on RNAPII function (see Discussion). These data provide an example 

of how mechanistic information on structure-function relationships can be extracted from the pE-

MAP. 

In our screening process, we had also identified an rpb2 allele mutated at two residues in close 

proximity (E437G/F442S) within the tip of the Rpb2 protrusion domain, whose genetic profile also 

clusters with the upstream start site mutants (Figure S4C, Table S2). The Rpb2 lobe and protrusion 

domains physically contact TFIIF189 and consistent with this, we observed that, similar to what has 

been reported for TFIIF alleles190,191 (Figure S6B), rpb2 E437G/F442S is sensitive to MPA (Figure 

S4D) and has a preferential upstream start site selection (Figure 4B) (see Discussion). Additional 

rpb2 alleles that confer MPA sensitivity also map near the protrusion (R120C) or to the lobe 

(D399H), however these did not alter ADH1 start site selection and are genetically distinct from rpb1 

E1103G or other rpb2 alleles, illustrating the fine resolving power of the pE-MAP (Figure 4A, B). 

Despite its unbiased nature, the pE-MAP precisely grouped the mutants within the upstream 

start site cluster based on their Spt- and MPA phenotypes in the plate assays (Figure 4A). However, 

there are other mutants with MPA or Spt- phenotypes that did not exhibit upstream start preference 

and, notably, cluster apart from the ones that do (Figure 4A, B, Figure S4A, Table S4). These data 
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collectively suggest that the pE-MAP has the resolving power to categorize the mutations causing 

upstream start site selection and within this group can further separate them into specific Spt- and 

MPA phenotypic categories. 

In vitro biochemical activity correlates with pE-MAP profiles and gene expression 

We next focused on the genetic profiles of a series of active-site mutants whose in vitro 

elongation rates range from <0.1 to >2-fold that of WT RNAPII.174,192,193 This series allowed for 

addressing questions regarding the in vivo consequences of altered elongation rates. Clustering these 

mutants based on their pE-MAP profiles yielded two distinct subsets that differ by transcription rate: 

fast (rpb1 E1103G, L1101S and F1084I) and slow mutants (rpb1 F1086S, N1082S, N479S and 

H1085Q) (Figure 5A dendrogram). The gene expression profiles of these mutants also group them 

into the same two subsets. Thus, pairs of mutants with similar in vitro transcription rates show both 

highly similar genetic and expression profiles (Figure 5B), indicating that altered catalytic activity 

may likely be a defining feature in vivo. 

We reasoned that because combining two TL mutations that individually increase and decrease 

elongation rate results in RNAPII with near-WT elongation rate in vitro and growth rate in vivo174 

(Figure S5A), these double mutants would also exhibit near-WT pE-MAP and gene expression 

profiles. Indeed, when we combine rpb1 E1103G (fast) and F1086S (slow), we see very few high 

scoring genetic interactions compared to the single mutants and few genes whose expression changes 

by more than 1.7-fold (Figure 5C, D, Table S2). Similar trends were observed in the genetic and 

expression profiles of a rpb1 E1103G/N1082S double mutant (data not shown). However, the pE-

MAP and gene expression assays had the resolving power to also identify a double mutant (rpb1 

E1103G/H1085Q) that deviated from this general rule (Figure 5C, D, Table S2). Despite exhibiting 

partially suppressive genetic and expression patterns, there are still significant effects that correlate 

well with E1103G (Figure S5B), suggesting a more complex genetic relationship with this double 

mutant. Taken together, our double mutant analyses are consistent with the notion that the genetic 
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interactions and gene expression changes in fast and slow mutants are, for the most part, defined by 

the catalytic activity of RNAPII. 

Genome-wide and gene-specific effects of altering polymerase speed on in vivo splicing 

efficiency 

Several steps in mRNA processing are coupled to the process of transcription.194 Based 

primarily on experiments from metazoa, a kinetic coupling model has been invoked to explain how 

decreasing polymerase speed affects the usage of alternative splice sites, primarily favoring the 

recognition of otherwise weak splice sites.195 We used the RNAPII mutants that differ in their in vitro 

elongation rates to determine whether this type of coupling exists in S. cerevisiae, where splice sites 

are of consensus or near-consensus sequence and the sole read-out is splicing efficiency. We used 

splicing-sensitive microarrays to measure the change in total, pre-mRNA, and mature mRNA for 

each intron-containing gene (Figure 6A top) in response to mutations in the RNAPII TL. Many genes 

exhibit the reciprocal pre- and mature mRNA values indicative of changes in splicing (Figure 6A 

side panels) and to allow facile comparison across multiple mutants, we calculated pre-

mRNA/mature mRNA ratios96 for each gene (Figure 6, Table S5). Both gene-by-gene (Figure 6A) 

and global (Figure 6B) measures show that rpb1 mutants characterized as fast in vitro (E1103G and 

G1097D) lead to an increase in this ratio for many genes, which indicates a defect in the splicing of 

those transcripts. Conversely, mutants with slow in vitro elongation (H1085Q and F1086S) decrease 

this ratio for many genes, a phenotype consistent with more efficient splicing. Thus, the global trend 

we observe is an anti-correlation between polymerase rate and splicing efficiency (p<10-5 for each 

mutant in Figure 6A compared to WT, Table S5). Using qPCR, we confirmed this trend at several 

genes (Figure S6A), and found that these genes exhibit between 1% and 40% unspliced mRNA in 

WT, but up to 70% in G1097D (data not shown).  

Given that polymerase rate and splicing efficiency are anti-correlated, it follows that the TL 

double mutants (rpb1 E1103G/F1086S and E1103G/H1085Q), which transcribe at near-WT rate in 
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vitro, should also exhibit near-WT splicing. Consistent with this prediction, these strains had very 

few genes with splicing defects (Figure 6B, Table S5). Thus, suppressive relationships are observed 

in the double mutants with respect to growth, genetic and expression profiling, in vitro transcription 

rate, and also mRNA splicing. Furthermore, slowing polymerase by chemical means should 

phenocopy a genetically slow polymerase mutant. We therefore evaluated splicing in WT cells 

treated with mycophenolic acid (MPA), which is known to impede transcriptional elongation.196 A 

10-min MPA treatment resulted in even more genes with improved splicing when compared to a 

slow polymerase mutant (Figure 6B, p<10-15 compared to WT, Table S5), possibly because MPA 

elicits an acute stress. Taken together, these splicing phenotypes are consistent with a direct kinetic 

coupling between elongation rate and splicing in vivo. 

Genetic interactions between RNAPII alleles and other mutants reveal relationships between 

transcription factors and RNAPII activity 

The observation of growth suppression in the TL double mutants174 (Figures 5C, D) suggests 

that some of the deletion/DAmP genetic interactors that were detected in the pE-MAP might directly 

regulate, or collaborate with, RNAPII. We reasoned that disruption of a positively acting 

transcription factor would result in positive genetic interactions (suppression) with fast RNAPII 

mutants but negative interactions (synthetic sickness) with slow mutants. Conversely, a negatively 

acting factor would show opposite genetic trends. To identify these factors, the deletion/DAmP 

mutants were sorted based on the difference in their average genetic interaction score with fast and 

slow RNAPII mutants (Methods, Figure 7A, Table S6). We focused on genes that behaved as 

positively acting factors and observed that sub1Δ had the strongest pattern in this regard. 

Interestingly, previous evidence has implicated Sub1 as a positive factor in in vitro transcription 

assays (reviewed in Conesa et al.197), as well as in vivo.198 The genetic relationships from the pE-

MAP were confirmed using standard growth assays, where sub1∆ exacerbated slow RNAPII alleles 

(Figure 7B) and partially suppressed fast RNAPII alleles (Figure 7C). Deletion of SUB1 also 
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exacerbated and suppressed the relevant RNAPII mutant phenotypes (MPA, Spt, GalR) (Figure S7A) 

(as did other mutants (Figure S7B)). Furthermore, gene expression analysis of sub1Δ, rpb1 E1103G, 

and sub1Δ/E1103G showed an epistatic relationship between the E1103G mutant and sub1Δ (Figure 

7D), consistent with their positive interaction and suggesting that a fast RNAPII mutant can bypass 

the requirement for Sub1.  

Our recent work has implicated changes in RNAPII activity with the alteration of start site 

selection in vivo174 (Figure 4). Furthermore, Sub1 genetically interacts with TFIIB (sua7),199,200 is 

broadly recruited to RNAPII/III promoters in vivo201,202 and was implicated as a member of the 

RNAPII pre-initiation complex.203 We therefore sought to determine whether Sub1 might modulate 

RNAPII start site choice. Notably, primer extension analysis at ADH1 revealed that deleting SUB1 

led to a significant downstream shift in start site (Figure 7E, Figure S7C). Slow RNAPII TL mutant 

rpb1 F1086S (Figure 4B) and sua7 alleles204 (Figure S6B) also initiate downstream and are synthetic 

sick with sub1∆. These data are consistent with the notion that Sub1 promotes transcription initiation. 

Double mutant analysis revealed that sub1∆ also exacerbated the downstream start site shift of the 

slow RNAPII TL allele, rpb1 F1086S, and slightly suppressed the rpb1 E1103G allele (Figure 7E). 

Because sub1∆ has also been linked to another RNA processing step, namely 3’ end processing,197 

we examined the effect of sub1Δ on splicing and observed a statistically significant increase in 

splicing efficiency (p<10-8, Table S5), again phenocopying the slow RNAPII mutants (Figure 7F, 

Table S5). 

Based on these data, we propose a model where transcription start and splicing are intimately 

coupled with RNAPII elongation: fast RNAPII mutations result in upstream transcription start and 

diminished splicing, whereas slow mutations or sub1Δ give rise to downstream transcription start and 

enhanced splicing (Figure 7G). Given the possibility of direct coupling between start site selection 

and downstream mRNA processing, we globally measured splicing defects in sua7-3 (TFIIB)200,205 
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and tgf2∆261-273 (TFIIF),190 mutants that exhibit downstream and upstream start site selection, 

respectively (Figure S6B). If splicing were strictly coupled to start site choice, one would expect 

these mutants to have similar splicing defects to the slow and fast RNAPII mutants. However, such a 

correlation was not observed (Figure S6C), suggesting these processes are, in fact, genetically 

separable. Taken together, these data support a model in which the catalytic rate of RNAPII has 

multiple, separable effects on start site selection and mRNA processing, and highlight the importance 

of WT elongation rate for multiple steps in gene expression. 

 

DISCUSSION 

In this study, we have described an important extension of our E-MAP genetic interaction 

mapping strategy, the functional interrogation of individual protein residues. We have first used this 

approach to genetically dissect RNAPII and demonstrate how the pE-MAP successfully 

characterized functionally distinct, individual amino acids within this multi-functional complex. This 

analysis not only provided insight into global structure-function relationships within RNAPII but also 

specific details about how RNAPII regulates, and is regulated by, different factors and processes. 

Insights into RNAPII Function Derived from the pE-MAP 

Multiple aspects of the genetic interaction map provided insights into transcriptional 

regulation. First, by comparing the RNAPII genetic interaction profiles with those from previous 

deletion/knockdown studies, we could assign function to individual residues, which allowed us to 

generate a point mutant-protein complex connectivity map (Figure 3, Figure S3). Furthermore, 

analyzing double mutants, both within RNAPII itself (Figure 5C, D) and between RNAPII and other 

genes (Figure 7), allowed for a better understanding of TL function, as well as the identification of 

other factors that directly or indirectly impinge on RNAPII activity. Indeed, the pE-MAP allowed us 

to identify putative transcription factors (negative and positive), such as Sub1. While Sub1 was 

previously implicated at the promoter,203 we here demonstrated that it positively regulates RNAPII 
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by influencing start site usage (Figure 7). The epistatic relationships between fast RNAPII alleles and 

sub1Δ suggest that Sub1 activity may be bypassed when RNAPII catalytic activity is increased. 

Collectively, our data indicate that Sub1 plays a direct role in transcriptional initiation and influences 

mRNA splicing, possibly via its effect on elongation.198 

Finally, structural analysis revealed that mutations close in 3-D space have very similar genetic 

profiles, including those in different subunits (Figure 2B), suggesting that structural information is 

ultimately contained within the p-EMAP and can be used to identify specific protein-protein 

interaction interfaces. For example, the Rpb2 mutation E437G/F442S, which shifts start site selection 

upstream, is in a domain that contacts TFIIF at a region in which mutations also result in upstream 

start site shifts.189,190 Furthermore, the identification of an Rpb7 mutant (D166G) that alters start site 

selection is intriguing, as this region interacts with TFIIH in a cryo-EM structure of the RNAPII pre-

initiation complex206 and TFIIH also alters start site selection.207 Therefore, the pE-MAP technique 

could supplement other methods, such as cross-linking and electron microscopy, to identify 

physically interacting protein regions. 

Coordination of Transcriptional Rate with Start Site Selection and mRNA Splicing 

The importance of maintaining WT rates of transcription is evidenced by the phenotypic 

defects observed in the fast and slow mutants174 (Figure 5, Figure 6), as well as the striking mutual 

suppression seen when combining two mutations that individually make RNAPII slow or fast (Figure 

5, Figure 6). Interestingly, the pE-MAP identified two groups of RNAPII mutants: one that 

preferentially initiates upstream and exhibits an increased rate of transcription, and one that initiates 

downstream and transcribes slowly (Figure 7).174 We propose that both phenotypes are direct 

consequences of the efficiency of nucleotide selection and incorporation, since the addition of the 

first nucleotides at initiation is biochemically similar to adding nucleotides during elongation. These 

data support the model that RNAPII engages in “scanning” during initiation in S. 

cerevisiae.174,177,208,209 Whether RNAPII catalysis drives this scanning, or whether scanning occurs in 
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the absence of nucleotide incorporation, perhaps driven by TFIIH, is unknown. We also note that 

because changes in start site selection alter the 5’UTR length and composition, initial transcription 

decisions may have downstream effects on gene expression such as changes in RNA stability or 

translational efficiency of the mRNA.210,211 

The pE-MAP has allowed insights into the co-transcriptional process of mRNA splicing. It is 

now clear that most introns are removed while RNA polymerase is still associated with the DNA 

template. In metazoans, alternative splicing decisions can be influenced by factors impinging on 

transcription, including promoter identity and polymerase speed (reviewed in Perales et al.212). 

Slowing the rate of elongation by mutation of RNAPII or chemical means can improve the 

recognition of splice sites that deviate from consensus signals.28,29,213 Because the spliceosome 

undergoes stepwise assembly on each intron, slowing transcription can afford more time for 

formation of the catalytically active machine before transcription of a downstream, stronger site. 

While budding yeast lack alternative splicing, it nonetheless follows that the efficiency of co-

transcriptional splicing would be favored by allowing sufficient time for spliceosome assembly. 

Indeed, recent work suggests that RNA polymerase may slow down to favor co- vs. post-

transcriptional splicing.34,36,138 Our microarray analyses show a clear trend in which splicing 

efficiency is generally anti-correlated with transcription rate (Figure 6). This is the first genome-wide 

analysis to interrogate kinetic coupling in S. cerevisiae. Moreover, this is the first instance in which 

faster and slower polymerases have been directly compared; thus, this work satisfies the previously 

untested prediction that rate and splicing efficiency would be generally anti-correlated. 

Interestingly, we observed correlation between start site selection, elongation rate and 

splicing efficiency. In fact, promoter-proximal events are known to be able to influence downstream 

RNA transactions: promoter identity can influence alternative splicing or mRNA stability in other 

systems,214-216 and 5’UTR length, determined by start site selection, can strongly alter translation 

efficiency in budding yeast.211 However, when we measured splicing efficiency using mutants in the 
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general transcription factors TFIIF and TFIIB that alter start site selection, we found that not all 

initiation phenotypes are predictive of splicing efficiency (Figure S6C). This suggests that RNAPII 

catalytic rate has several, separable effects on gene expression, a claim supported by recent evidence 

showing kinetic coupling between RNAPII transcription and Sen1-dependent termination.217 

Taken together, our data highlight the important impact of transcription speed determined by 

the genetic status of RNAPII and trans-acting factors (e.g. Sub1) on start site selection and mRNA 

splicing. We propose that RNA polymerase may have been evolutionarily tuned to coordinate 

between multiple steps in gene expression, and we predict that polymerase rate may influence 

multiple additional co-transcriptional steps in gene expression, including mRNP assembly, 3’ end 

processing, and export. 

Future Studies Using the pE-MAP Approach 

S. cerevisiae RNAPII provided the groundwork for validating the pE-MAP approach. 

Application to other molecular machines, including the ribosome, the proteasome, HSP70, HSP90, 

histones and DNA polymerases, should prove informative. This analysis can also be carried out in 

other organisms that are genetically tractable and amenable to high-throughput genetic interaction 

mapping, including S. pombe178,218,219 and E. coli.220,221 Furthermore, pE-MAPs could be used to gain 

structural insight into proteins and complexes that have unknown structures. Finally, as genetic 

interaction mapping strategies become more prevalent in mammalian cells222-225 and with the 

development of genome editing,226 similar work characterizing the function of individual amino acids 

will have great impact on understanding how point mutations in specific genes result in different 

disease states. 

 

MATERIALS AND METHODS 

Summary 
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E-MAP-compatible MATa RNAPII mutant strains carrying a marked rpb deletion and mutant 

rpb on a CEN plasmid were mated with 1200 MATa DAmP/deletion strains by pinning on solid 

media. Sporulation was induced and double mutant MATa spores were isolated on selective media. 

Genetic interactions were scored based on double mutant colony sizes, which were extracted using 

automated imaging software.  

For gene expression and splicing arrays, total RNA was extracted from mutant and WT log-

phase cells. Competitive hybridizations were performed between mutant and WT cDNA (splicing) or 

cRNA (gene expression). 

CTF assays were carried out by plating strains carrying ade2-101 and a chromosome VII 

fragment containing SUP11 on SC medium with 20% adenine and measuring the fraction of red 

colonies. The red color caused by ade2-101 is counteracted by SUP11; chromosome fragment loss 

results in red colonies. 

For transcription start site analysis, we performed primer extension from a 32P end-labeled 

oligo annealed to total RNA. cDNAs were separated by PAGE and bands quantified.  

Genome-wide gene expression 

Strains were streaked from -80°C stocks onto plates and grown for 3 days. Liquid cultures 

were inoculated with independent colonies and grown overnight in Synthetic Complete (SC) 

medium: 2g/l Drop out mix Complete and 6.71g/l Yeast Nitrogen Base without AA, Carbohydrate & 

w/AS (YNB) from US Biological (Swampscott, USA) with 2% D-glucose. Overnight cultures were 

diluted to OD600=0.15 in 1.5ml fresh medium and grown at 30°C in a 24 well plate in a Tecan Infinite 

F200 under continuous shaking. Growth curves were made for the point mutant cultures (two 

cultures from two isolates) as well as for two WT inoculates, grown in parallel. Mutant and WT cells 

were harvested by centrifugation (6100 rpm, 3 min) at mid-log phase at OD600=0.6, and pellets were 

immediately frozen in liquid nitrogen after removal of supernatant. Up to eleven mutant strains could 
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be grown on a single day. WT cultures were grown parallel to the point mutants to assess day-to-day 

variance. RNA isolation and purification was performed.132 In short, total RNA was prepared by 

phenol extraction and cleaned up using a customized Sciclone ALH 3000 Workstation. For each 

sample, external control poly-A+ RNAs were added in equimolar amounts to the total RNA to enable 

monitoring of global changes in mutants.227 For each micro-array analysis, 1.25µg labeled sample 

cRNA and 1.25µg reference cRNA was hybridized per slide. Each hybridization performed within 

this project was subjected to a number of quality controls. Some of these are based on the data from 

one single hybridization, while others are based on comparing data from one single hybridization 

against the WT grown in parallel.132 Two channel microarrays were used. RNA isolated from a large 

amount of WT yeast from a single culture was used as a common reference. This common reference 

was used in one of the channels for each hybridization and used in the statistical analysis to obtain an 

average expression-profile for each mutant relative to the WT. Two independent cultures were 

hybridized on two separate microarrays. Each gene is represented twice on the microarray, resulting 

in four measurements per mutant.  

Splicing microarray assay 

Cultures were grown in rich medium according to standard techniques.228 Saturated cultures 

were diluted to OD600 = 0.1 in the morning and allowed to grow at 30°C until reaching mid-log phase 

(OD600=0.5-0.7). Mutant strains and an isogenic WT were collected by centrifugation and snap 

frozen in liquid nitrogen. Where indicated, a WT log-phase culture was treated with mycophenolic 

acid (30µg/ml) for 10 minutes, harvested using vacuum filtration and snap frozen in liquid nitrogen. 

Total cellular RNA was isolated using a hot acid phenol extraction generally as outlined in Schmitt et 

al.,118 but with some specific modifications.4 cDNA from each strain was synthesized, and labeled 

with Cy3 or Cy5 according to the low-throughput sample preparation method.92 The optimized 

oligos92 were robotically arrayed onto poly-L-lysine coated glass slides (slides from 
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ThermoScientific C40-5257-M20) and slides were processed according to Pleiss et al.92 and DeRisi 

et al.119 Microarrays were scanned using Axon Instruments GenePix 4000B at 635nm and 532nm 

wavelengths and image analysis was done using Axon Instruments GenePix Pro version 5.1. Spots 

were manually removed from analysis if they contained uncharacteristically high background or 

obvious defects; the ratio of the median intensity for 535nm and 625nm was calculated for each 

remaining spot. Each biological replicate contains 6 technical replicates for each feature as well as 

dye-flipped replicates, which were combined and normalized.92 For all mutants, data from at least 

two biological replicates were used. To emulate a classic splicing measure that compares the levels 

of pre-mRNA and mature mRNA,229 we computed I/J ratios as log2(Intron/Junction) = 

log2(Intronmutant/IntronWT)-log2(Junctionmutant/JunctionWT) for each gene. Note that all I, J and I/J 

reported in figures and tables are log2 ratios. The reported p-values (Table S5) were calculated via 

one-sided Wilcoxon signed rank tests, comparing each I/J distribution (log2) to that resulting from 

direct hybridization of cDNA from two separately grown WT cultures. 

qPCR assay for splicing efficiency 

Splicing efficiency was measured by qPCR of cDNA as in Pleiss et al.92 with modifications 

as described below. Ten µg of RNA were treated with 4U RQ1 DNaseI (Promega) in 16µL according 

to manufacturer instruction (20 minutes 37˚C). 4µL Stop Solution was added, and DNase was 

inactivated by incubation at 65˚C for 10 min. Samples were primed with random 9-mers in 40µL 

(50mM Tris-HCl pH8.3, 75mM KCl, 3mM MgCl2, 10mM DTT, 400ng dN9; 5 min 65˚C; 5 min on 

ice) and divided into equal 40µL reverse transcription reactions with M-MLV reverse transcriptase 

(+RT or -RT in 50mM Tris-HCl pH8.3, 75mM KCl, 3mM MgCl2, 10mM DTT, 250mM each dNTP; 

2 hours 42˚C). qPCRs were performed in 25µL consisting of 1X Standard Taq Buffer and 1.25U Taq 

(New England Biolabs), 200mM each dNTP, 0.0013% SYBR Green I (Sigma), 600nM each primer, 

DMSO as needed (Table S5), and 25× - 2500× dilution of cDNA (-RT samples diluted equivalently 

to match +RT). Amplification reactions were performed on a C1000 ThermoCycler (BioRad) (94˚C 
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3 min and 35 cycles of 94˚C 15 sec, 50˚C 15 sec, 72˚C 15 sec, plate read). After cycling, each qPCR 

run was finished with a melt curve to confirm homogeneity of the amplified product. Starting 

quantity was calculated from a genomic DNA standard curve for each primer set; standard curve 

reactions not falling in the linear range were removed manually. Two technical replicates apiece were 

performed for 2-8 biological replicates (F1086S n=8, H1085Q n=5, sub1∆ n=2, MPA n=3, E1103G 

n=6, G1097D n=5). -RT control samples yielded negligible amplification (data not shown). Each 

gene was measured using primer sets specific for pre-mRNA and total mRNA (Table S5). To 

generate the graph in Figure S6A, the pre-mRNA/total mRNA ratio for each mutant was normalized 

to a within-experiment WT before taking the mean of the biological replicates. 

Sorting array mutants on their interactions with fast and slow mutants 

Mean genetic interaction scores with the fast or slow RNAPII groups were calculated for all 

array mutants with at least two scores in each group. The 404 mutants with different signs of 

mean(fast) and mean(slow) were then sorted by the difference of the means. 

 

Additional descriptions of experiments and computational analyses are provided in Extended 

Experimental Procedures (available from www.cell.com). 
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Figure 1. Generation and selection of RNAPII point mutants.  

(A.)  RNAPII point mutants were screened for three transcription-related phenotypes. GalR, left: 

Deletion of the major GAL10 p(A) site (gal10D56) results in RNAPII read-through and 

interference with initiation at GAL7, causing a Gal-sensitive phenotype. GalR mutants 

increase GAL10 3’-end formation/termination, thereby rescuing GAL7 expression. MPA, 

middle: Mycophenolic acid (MPA) inhibits IMP-dehydrogenase (IMPDH) dependent GTP 

synthesis, but is counteracted by upregulation of an MPA-resistant form of IMPDH, IMD2. 

Transcriptional defects that are sensitive to low GTP levels or reduce IMD2 expression 

render cells sensitive to MPA. Spt-, right: Insertion of a Ty-retrotransposon into LYS2 (lys2-

128d) results in a lysine auxotrophy due to transcription block. Certain mutants suppress 

lys2-128d and allow expression of LYS2, due to activation of an internal promoter. Spot tests 

to identify each phenotype for three representative mutants are displayed.  

(B.)  Positions, mutations and phenotypes of the 53 single point mutants analyzed in the pE-

MAP. Colored lines represent subunit sequences, with mutations denoted by residue 

numbers and single letter amino acid codes for WT and mutant. See also Figure S1, Table 

S1. 
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Figure 2. pE-MAP interactions span numerous biological processes, depend on spatial location 

of mutated residues and are not direct consequences of changes in gene expression.  

(A.)  ROC curves comparing the power of genetic profile correlations from the pE-MAP (red) and 

an E-MAP focused on chromosome biology91 (blue) to predict physical interactions between 

pairs of proteins166 (Methods).  

(B.)  Genetic profile correlations between pairs of mutated residues compared to the three-

dimensional distance between their α-carbons. Blue points denote residue pairs within the 

same RNAPII subunit; red points represent pairs in different subunits. Negatively correlated 

residue pairs were excluded, as were four mutants of residues absent from the coordinate file 

(PDB ID 2E2H) (Rpb1 D1502, Rpb7 V101, Rpb7 D166, Rpb7 L168).179 Correlations 

between 0 and 0.2 are dimmed to highlight trends at higher correlations.  

(C.)  Effect of RNAPII point mutations on gene expression, compared to the corresponding 

genetic interaction scores between RNAPII mutants and deletion/DAmP alleles. All 

combinations of the 26 RNAPII mutants and 1192 library genes/mutants that were examined 

via both pE-MAP and expression analyses are included. No global changes in gene 

expression were observed (measured by spike-in control RNA, Methods).  

(D.)  Comparison between pairwise RNAPII mutant correlations of genetic interaction profiles and 

gene expression profiles. See also Figure S2, Table S1, Table S2, Supp. Data 1. 
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Figure 3
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Figure 3. Comparison of the pE-MAP with previously collected genetic interaction data reveals 

functional associations between RNAPII residues and protein complexes.  

(A.)  Module map depicting genetic similarity of RNAPII mutants with genes encoding the 

indicated protein complex subunits (Methods). Edge widths correspond to statistical 

significance of connections. Only RPB1 edges with a false discovery rate <0.1 are displayed. 

Four mutated residues linked to the kinetochore are highlighted in blue and the blowup 

indicates their structural locations.  

(B.)  19 mutants were examined using a chromosome transmission fidelity (CTF) assay. The four 

kinetochore-linked mutants highlighted in (A) exhibit chromosome loss in more than 15% of 

their colonies (blue bars), whereas unlinked mutants display no or weak phenotype (red bars, 

representative set). See also Figure S3, Table S3. 
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Figure 4. pE-MAP profiles differentiate between subtle changes in transcription-related 

phenotypes and identify RNAPII mutations that affect start site selection.  

(A.)  pE-MAP clustering in relation to MPA and Spt- phenotypes of alleles. The RNAPII alleles 

are clustered by pE-MAP profiles and their colors indicate degrees of MPA and Spt- 

phenotypes (determined from the spot tests).  

(B.)  Effect of RNAPII mutations on start site selection at ADH1 determined by primer extension 

analysis. The heatmap describes the fractional change of start site in each bin of the ADH1 

schematic (bottom).  

(C.)  Rpb1 I1327 and Rpb1 S713 connect to the TL (magenta). Mutations in I1327 could affect the 

structural region of the TL (E1103) via a network of loops and helices in Rpb1 (grey), while 

S713 is close to the TL catalytic site in its open conformation, via a Rpb9 loop (orange). In 

particular, the proline substitution, S713P, could result in structural changes affecting the TL. 

Coordinates for TL, Rpb9 and the S713 loop are from PDB ID 1Y1V186 and all other from 

2E2H.179 The bridge helix is shown in cyan, template DNA in blue, non-template DNA in 

green, RNA in red, and the incoming GTP base is colored by atom. See also Figure S4, Table 

S4, Supp. Data 1. 
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Figure 5. pE-MAP and expression profiles are indicative of biochemical activity.  

(A.)  In vitro transcription rates from Kaplan et al.174 and in vivo growth rates relative to WT for 

RNAPII active site mutants. The dendrogram was generated via hierarchical clustering of the 

genetic profiles. Means and standard deviations of growth rates were derived from three 

technical replicates. Note that rpb1 G1097D was too sick for reproducible E-MAP analysis.  

(B.)  In vitro transcription rate difference between pairs of active site mutants in relation to their 

genetic and expression profile correlations.  

(C.)  Residues H1085 and F1086 reside in the catalytic site of the TL, while E1103 is part of the 

distal flanking alpha helix that structurally constrains the TL in open conformations. TL is 

shown in green (closed) and magenta (open), template DNA in blue, RNA in red and the 

incoming GTP base is colored by atom. Coordinates for open TL are from PDB ID 1Y1V 

and all other from 2E2H.  

(D.)  Counts of high-scoring interactions (pE-MAP score >3.3 (97.5 percentile) or <-5.1 (2.5 

percentile)) in the complete genetic profiles, or changes >1.7-fold in the genome-wide 

expression profiles, of the indicated RNAPII mutants. In vitro transcription rates are 

indicated on the right-hand scale. See also Figure S5. 
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Figure 6. Effects of altering RNAPII transcription rate on in vivo splicing efficiency.  

(A.)  Top panel: microarray schematic for each intron-containing gene: probe I (intron) hybridizes 

to pre-mRNA, J (junction) to mature mRNA, and E (exon) to both. Center panel: heat map of 

I/J log2 ratios for the slow (rpb1 H1085Q and F1086S) and fast (rpb1 E1103G and G1097D) 

mutants, corresponding to the enrichment of pre-mRNA over mature mRNA. Side panels 

highlight a subset of genes that behave reciprocally in fast and slow RNAPII backgrounds.  

(B.)  Number of genes exhibiting >20% change in pre-mRNA to mature mRNA ratio (bars, left-

hand scale), and median I/J log2 ratio (asterisks, right-hand scale) across entire array. MPA 

treatment was 10 minutes; WT denotes competitive hybridization between two WT cultures. 

I/J denotes I/J log2 ratio. See also Figure S6, Table S5. 
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Figure 7. Genetic interaction patterns with fast and slow RNAPII mutants reveal Sub1 as a 

transcription factor that regulates start site selection and influences mRNA splicing.  

(A.) Genetic profiles of library mutants, sorted on the difference between their average interaction 

with fast and slow RNAPII mutants (Table S6).  

(B.)  Patch tests examining the sensitivity of slow TL mutants to sub1Δ. WT RPB1 plasmid 

covering rpb1 mutants in left panel is lost in right panel.  

(C.)  Spot tests examining the effect of sub1Δ on fast mutants in absence (left) and presence (right) 

of MPA.  

(D.)  Comparison of sub1Δ effect on gene expression in rpb1 E1103G (difference between red and 

blue) and WT (difference between green and y=0). Included are all array transcripts 

exhibiting a >1.5-fold expression change in at least one of the three mutants. Transcripts are 

sorted by expression change in E1103G.  
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(E.)  Primer extension at ADH1 to map transcription start sites for rpb1 F1086S, E1103G and 

sub1Δ (Figure S7C). Bar colors correspond to sequence windows in the ADH1 schematic 

(top) and heights specify the mean fraction change of transcription start in mutant compared 

to WT. Error bars represent standard deviations.  

(F.)  Splicing microarray analysis of sub1Δ, as in Figure 6 (Table S5). Number of genes exhibiting 

>20% change in pre-mRNA to mature mRNA ratio (bars, left-hand scale), and median I/J 

log2 ratio (asterisks, right-hand scale).  

(G.)  Model for the effect of Sub1 and RNAPII activity on start site selection and splicing. Fast 

RNAPII mutations (Class I) result in upstream transcription start and diminished splicing 

efficiency, whereas sub1Δ or slow RNAPII mutations (Class II) shift transcription start 

downstream and enhance splicing. See also Figure S6, Figure S7, Table S4, Table S5, Table 

S6. 
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Supplementary Figure 1
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Figure S1. Complete collection of spot tests for identification of GalR, MPA sensitivity and Spt- 

phenotypes. Related to Figure 1.  

Spot tests on relevant media were carried out to identify RNAPII mutants that exhibit at least one of 

the three phenotypes, as described in Figure 1 and Methods. The order of RNAPII mutants follows 

that of the clustered pE-MAP (Figure S2, Supp. Data 1). 
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Supplementary Figure 2
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Figure S2. A high-resolution genetic interaction map of RNAPII point mutants. Related to 

Figure 2.  

The 53 point mutants described in Figure 1B were genetically screened against a library of 1200 

mutants carrying single gene deletions or DAmP alleles (Table S1). The resulting pE-MAP reports 

on a total of 59,534 genetic interactions between single residue point mutations and deletions of non-

essential genes or DAmP alleles of essential genes. The dendrograms organize the mutants 

functionally and were generated by 2-D hierarchical clustering. Several representative clusters of 

library mutants that belong to the same complex or pathway are highlighted. The background colors 

of RNAPII mutant labels correspond to subunit and match the color scheme in Figure 1. 
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Figure S3. Functional connections between RNAPII mutants and protein complexes. Related to 

Figure 3.  

Functional associations between RNAPII mutants and protein complexes were determined as 

described in Figure 3 and Methods. Edge widths correspond to the statistical significance of 

connections, and only edges with a false discovery rate (FDR) <0.1 are displayed (Table S3). 
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Figure S4. Primer extension analysis at ADH1 to identify the effect of RNAPII mutations on 

start-site selection, and data relating to rpb2 E437G/F442S. Related to Figure 4.  

(A.)  Sequencing gel for primer extension analysis. Lanes 1-4 correspond to Sanger dideoxy 

sequencing reactions as reference ladders, and the following lanes carry reverse transcription 

products from RNAPII alleles as indicated (Table S4).  

(B.)  Primer extension analysis at ADH1 to map transcription start sites for rpb4∆ and rpb6 Q100R 

mutations. The colors of the bars correspond to the sequence windows indicated in the ADH1 

schematic (top) and the heights specify the fraction change of transcription start in the mutant 

compared to WT. Means and standard deviations were derived from three independent 

experiments.  

(C.)  Clustering of rpb2 E437G/F442S in pE-MAP.  

(D.)  MPA sensitivity and Spt- phenotypes of rpb2 E437G/F442S. 
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Figure S5. RNAPII trigger loop double and single mutant growth rates, and profile 

correlations between rpb1 E1103G, H1085Q and E1103G/H1085Q. Related to Figure 5.  

(A.)  Growth rates relative to WT of rpb1 E1103G, F1086S, H1085Q, E1103G/F1086S and 

E1103G/H1085Q. Means and standard deviations were derived from three technical 

replicates.  

(B.)  pE-MAP and GE profile correlations between rpb1 E1103G, H1085Q and E1103G/H1085Q. 
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Figure S6. Confirmation of RNAPII single mutant splicing phenotypes and interrogation of 

potential connection between splicing and start site selection. Related to Figure 6 and Figure 7.  

(A.)  Pre-mRNA and total mRNA for transcripts from ASC1, IMD4, RPL27B and SCS22 were 

measured in the indicated strains and conditions. Shown are pre-mRNA/total mRNA ratios, 

normalized to that of an untreated WT. Light grey bars are data points that exhibited 

improved splicing in the microarray; dark grey bars are data points that exhibited a splicing 

defect in the microarray. Error bars represent standard deviation of 2-8 biological replicates. 

"MPA" refers to a 10-minute treatment of a WT strain with mycophenolic acid.  

(B.)  Primer extension analysis at ADH1 to map transcription start sites for mutations in TFIIB 

(sua7-3) and TFIIF (tfg2Δ261-273). The colors of the bars correspond to the sequence 

windows indicated in the ADH1 schematic (top) and the heights specify the fraction change 

of transcription start in the mutant compared to WT. Means and standard deviations were 

derived from three independent experiments.  

(C.)  TFIIB (sua7-3) and TFIIF (tfg2Δ261-273) mutants were analyzed on splicing microarrays, as 

described in Figure 6 (Table S5). Median I/J log2 ratios for the complete profiles of the TFII 

mutants are shown in the left panel, with WT, a slow and a fast rpb1 mutant included for 

reference in the right panel. 
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Figure S7. Spot tests to determine GalR, MPA sensitivity and Spt- phenotypes of sub1Δ  or other 

deletion mutants with fast and slow RNAPII alleles, and primer extension of sub1Δ  mutants. 

Related to Figure 7. Available online at www.cell.com. 

 

TABLES  

Available online at www.cell.com 

Table S1. Strains used in this study and annotation of RNAPII and E-MAP library alleles. Related to 

Figure 1 and Figure 2. 

Table S2. Lists of genetic interaction scores and gene expression changes, and additional data 

supporting Figure 2B. Related to Figure 2. 

Table S3. Functional associations between RNAPII mutations and protein complexes, and results 

from chromosome transmission fidelity (CTF) assay. Related to Figure 3. 

Table S4. Changes in transcription start-site selections from primer-extension analyses at ADH1. 
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interaction with fast and slow RNAPII mutants. Related to Figure 7. 

 

 

SUPPLEMENTARY DATA 

Available online at www.cell.com 

Supp. Data 1. pE-MAP clustered in two dimensions (Java TreeView format, 

http://jtreeview.sourceforge.net/). Related to Figure 2 and Figure 4. 

 

 

  



 129 

 

 

 

 

 

 

 

 

Chapter 4 

Adventures in Time and Space: 

Splicing Efficiency and RNA Polymerase II Elongation Rate 

  



 130 

Adventures in Time and Space: 

Splicing Efficiency and RNA Polymerase II Elongation Rate 

 

Erica A. Moehle1, Hannes Braberg2,3, Nevan J. Krogan2,3,4, Christine Guthrie1 

 

1Department of Biochemistry and Biophysics, University of California, San Francisco, CA, 94158, 

USA 2Department of Cellular and Molecular Pharmacology, University of California, San Francisco, 

CA, 94158, USA 3California Institute for Quantitative Biosciences, QB3, San Francisco, CA, 94158, 

USA 4J. David Gladstone Institutes, San Francisco, CA, 94158, USA 

 

To whom correspondence should be addressed: christineguthrie@gmail.com 

 

  



 131 

ABSTRACT 

Control of pre-mRNA splicing is a critical part of the eukaryotic gene expression process. 

Extensive evidence indicates that transcription and splicing are spatiotemporally coordinated and that 

most splicing events occur co-transcriptionally. A kinetic coupling model has been proposed in 

metazoans to describe how changing RNA Polymerase II (RNAPII) elongation rate can impact which 

alternative splice sites are used. In Saccharomyces cerevisiae, in which most spliced genes have only 

a single intron and splice sites adhere to a strong consensus sequence, we recently observed that 

splicing efficiency was sensitive to mutations in RNAPII that increase or decrease its elongation rate. 

Our data revealed that RNAPII speed and splicing efficiency are generally anti-correlated: at many 

genes, increased elongation rate caused decreased splicing efficiency, while decreased elongation 

rate increased splicing efficiency. An improved splicing phenotype was also observed upon deletion 

of SUB1, a condition in which elongation rate is slowed. We discuss these data in the context of a 

growing field and expand the kinetic coupling model to apply to both alternative splicing and 

splicing efficiency.  

 

Splicing control begins co-transcriptionally 

Splicing is the process by which an intron is removed from a pre-mRNA transcript, and the 

flanking exons are ligated together. Removal of each intron proceeds via numerous consecutive 

steps, including commitment of a pre-mRNA to splicing by binding of splicing factors to the 5’ 

splice site and the branch site/3’ splice site, multiple conformational rearrangements, and two 

catalytic steps.1,6 Splicing in metazoans is particularly complex, as most genes contain multiple 

introns flanked by weak splice sites, which can give rise to alternatively spliced transcripts. In S. 

cerevisiae, also known as budding yeast, most spliced genes have only a single intron defined by 

strong, constitutive (as opposed to alternative) splice sites.  
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While splicing can occur in a minimal in vitro system, independent of transcription, a major 

outstanding question in the field is how splicing proceeds in vivo. In both metazoans and budding 

yeast, splicing factors bind many transcripts while they are still associated with elongating RNA 

polymerase II (RNAPII), i.e., co-transcriptionally. When assayed by chromatin immunoprecipitation 

(ChIP), a splicing factor co-immunoprecipitates DNA several hundred base pairs downstream of its 

encoded binding site, presumably via a nascent transcript and RNAPII.7-11 In budding yeast, while 

many intron-containing genes (ICGs) are associated with early splicing factors,11 it has proven 

difficult to measure association of later splicing factors, presumably due to short second 

(downstream) exons.11,129 However, most transcripts are nonetheless fully spliced before they are 

released from the chromatin template by transcription termination,34,35 as is also generally the case in 

metazoans.230 

Several pieces of evidence have pointed to the functional importance of all or part of the 

splicing process occurring co-transcriptionally. Experiments in budding yeast showed that intron-

containing reporter genes that recruit early-acting splicing factors co-transcriptionally also exhibit 

efficient splicing, as measured by the fraction of spliced versus unspliced mRNA.129 Computational 

modeling of splicing and transcription using kinetic parameters determined from splicing reporters 

also predicts that the full splicing reaction is more efficient when occurring co-transcriptionally, as 

opposed to post-transcriptionally i.e., after transcription termination.138 Because the retention of an 

intron promotes transcript degradation via nonsense-mediated decay, thus abrogating its translation 

into protein, the efficiency of splicing occurs co-transcriptionally can have profound phenotypic 

consequences on the cell. 

A specific functional connection between transcription by RNAPII and splicing has been 

referred to as “kinetic coupling,” as the timing of one reaction influences the outcome of a second 

reaction. A kinetic coupling model was originally proposed in metazoa to describe how perturbing 

the RNAPII elongation rate can influence alternative splicing. Because the transcribed splice sites 
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emerge from RNAPII in the order defined by transcription (5’ to 3’) and with the timing defined by 

elongation rate, slowing RNAPII elongation in the vicinity of a weak upstream splice site affords 

more time for it to be recognized by splicing factors before a competing downstream splice site is 

transcribed.28 In eukaryotes, transcription occurs in the context of nucleosome-bound DNA, or 

chromatin. The chromatin environment at any given locus is complex and is defined by variables 

such as post-translational modifications of histones, nucleosome positioning, and nucleosome 

remodeling, that together affect RNAPII elongation rate in gene- and intron-specific ways. It is likely 

because of the chromatin-RNAPII elongation connection that factors such as histone acetylation and 

nucleosome density are correlated with alternative splicing patterns.150 

Earlier experiments in budding yeast using a two-intron gene in which the splice sites have 

been made artificially weak showed that kinetic coupling is not a phenomenon restricted to 

metazoans. These experiments revealed that slowing RNAPII elongation favored the use of a weaker 

upstream splice site,29 as was also observed in metazoans. More generally, while the number of ICGs 

in budding yeast is only several hundred of ~6,000, the gene ontology categories enriched within this 

list a priori suggest that splicing may have been retained in this species as a regulatory node within 

the broader gene expression process.  

Indeed, the efficiency of the splicing reaction has been shown to be regulated in some cases 

in which resulting protein levels are affected. For example, several meiotic transcripts are spliced 

only during progression through meiosis.2,3 In addition, splicing efficiency of ribosomal protein gene 

transcripts rapidly decreases upon amino acid starvation, leading to the intron being retained in these 

transcripts.4,5 Taken together, these and other data argue that studies of splicing efficiency in budding 

yeast offer a useful system for investigating the nature of kinetic coupling. 

Budding yeast as a system offers an unrivalled opportunity to combine genetics and whole-

genome splicing analyses to ask whether, and if so, how the efficiency of the splicing reaction is 

kinetically coupled to transcription speed. We were able to investigate multiple spatiotemporal facets 
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of kinetic coupling – not only by directly modulating transcription elongation rate, but also using 

high-throughput genetic interaction mapping to begin to interrogate aspects of the co-transcriptional 

environment that impact kinetic coupling. 

 

Splicing efficiency is sensitive to RNAPII elongation rate 

We previously examined splicing in the context of an allelic series of point mutants in the 

active site of RNAPII31 known to transcribe in vitro174 at ~1.5nt/sec (rpb1-H1085Q), ~5nt/sec (rpb1-

F1086S), ~30nt/sec (rpb1-E1103G), and >50nt/sec (rpb1-G1097D), compared to ~12nt/sec for wild-

type RNAPII. We employed splicing-specific microarrays5 to measure the effect of these RNAPII 

mutants on the abundance of the intron, exon and exon-exon junction from intron-containing genes. 

Mutations in splicing factors tend to exhibit large increases in the abundance of intron, with 

concomitant decreases in the junction;92 such a readout is interpreted to mean that the pre-mRNA is 

spliced less efficiently.  

In a strain with the E1103G mutation, which causes a moderately fast elongation rate in 

vitro,174,193 we observed a phenotype consistent with a decrease in splicing efficiency: many genes 

exhibited an increase in the intron feature (reflecting an accumulation of pre-mRNA), intron/junction 

ratio (indicating increased pre-mRNA relative to mature mRNA), and intron/exon (indicating 

accumulation in pre-mRNA relative to overall expression changes).31 A strain harboring the G1097D 

point mutation,31 which causes an even faster elongation rate in vitro,174 exhibited an even more 

extreme splicing defect.  

These results were consistent with a model in which splice sites are less efficiently utilized in 

strains with a fast RNAPII elongation rate, and accordingly, we suspected that strains with a slower 

elongation rate would exhibit improved splicing. Indeed, when we analyzed splicing in a strain with 

the F1086S mutation, which caused RNAPII elongation to be moderately slow in vitro,192 we 

observed decreases in the intron feature, intron/junction ratio, and intron/exon ratio at a large number 
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of genes, all of which are consistent with increased splicing efficiency. We observed an even higher 

efficiency of splicing in cells harboring the H1085Q mutation in RNAPII,31 which elongates at only 

~1.5nt/sec in vitro.174 

To confirm that these effects were the result of changing RNAPII speed rather than being an 

indirect consequence of the specific point mutations used, we analyzed splicing in two double mutant 

strains, in which mutations that individually cause RNAPII to elongate quickly or slowly in vitro 

together return RNAPII elongation rate to very near wild-type rate. Splicing in these strains was very 

similar to that in a wild-type strain, further arguing for a direct relationship between elongation rate 

and splicing efficiency.  

Interestingly, Khodor et al. showed in Drosophila melanogaster that splicing efficiency of 

some introns improves upon expression of a mutant RNAPII with lower processivity,231 a result that 

is consistent with ours. Our study represents the first instance where an RNAPII genetically 

engineered to elongate at a range of speeds was assayed with respect to its genome-wide effects on 

splicing in vivo.  

In a general sense, the opposite splicing phenotypes that occur in strains with fast versus slow 

RNAPII elongation suggest that, although transcripts do not undergo alternative splicing in budding 

yeast, splicing efficiency is nonetheless kinetically coupled to transcription (Figure 1). Importantly, 

the effects we observed on splicing were most extreme in the RNAPII mutants with the fastest and 

slowest elongation rates, arguing that kinetic coupling occurs in budding yeast over a ~40-fold range 

of elongation rates. Our results support the notion that splicing efficiency in yeast (i.e., degree of 

intron retention), is a bona fide readout of kinetic coupling. 

 

How might kinetic coupling occur in S. cerevisiae?  

Is splicing in competition with termination? 
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As RNAPII approaches the 3’ end of each gene, nascent transcripts are cleaved from RNAPII 

and polyadenylated, in a process that is tightly coupled with transcription termination.232 In systems 

where alternative splicing takes place, altered RNAPII elongation rate impacts the temporal window 

of opportunity for splicing using upstream versus downstream splice sites; in the case of budding 

yeast, it logically follows that co-transcriptional splicing is instead in competition with transcription 

termination/3’ end cleavage. Consistent with this notion, it was concluded based on sequencing of 

chromatin-associated transcripts and RNAPII ChIP that genes with high levels of co-transcriptional 

splicing are those at which RNAPII slows near the 3’ end.34 This was interpreted as evidence for a 

mechanism to promote co-transcriptional splicing catalysis by delaying transcription termination. 

These same experiments revealed that in a wild-type cell, half of intron-containing genes are 

>74% spliced while chromatin associated.34 Despite this abundance of co-transcriptional splicing, 

this number implies that completion of splicing is not a prerequisite for release from the 3’ end. 

While we observed changes in splicing efficiency using whole cell RNA as input,31 we might predict 

that changes in RNAPII elongation rate may alter the fraction of transcripts that are fully spliced co-

transcriptionally (Figure 1). The change in this fraction upon alteration of RNAPII elongation rate 

cannot be determined on a genome-wide scale without an initial enrichment for nascent transcripts, 

and thus poses an important question for the future. 

Experiments on splicing of terminal introns in metazoa have revealed that splicing and 3’ end 

processing may be coordinated.233-236 This could explain why mutants in the 3’ end processing and 

termination machinery tend to cause splicing defects.19,237,238 However, if splicing and termination 

are in direct competition, it should be possible to identify mutants in the transcription termination 

machinery that would allow more time for splicing completion, in the same way a slow RNAPII 

mutant does, but without interfering with the coupling between those processes. Furthermore, 

experiments could be designed to test whether modulating the length of the last exon in yeast would 

alter the proportion of transcripts that are spliced prior to transcription termination. 
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As noted above, it has been suggested that co-transcriptional commitment to splicing 

increases the likelihood that the transcript will be spliced. Therefore, an additional possibility is that 

alterations in RNAPII elongation rate will change the location within the gene at which splicing 

factor association occurs: nascent transcripts from the faster RNAPII mutants would exhibit lower 

splicing factor occupancy by ChIP, or a 3’ shift in association, whereas splicing factors in a slow 

RNAPII mutant would associate with nascent transcripts more 5’ (Figure 1).  

Why are the effects on splicing gene-specific? 

Our conclusion that transcription rate and splicing efficiency are generally anti-correlated 

was based on a sizeable subset of genes we term “kinetically coupled,” whose splicing was hindered 

with an RNAPII mutant with increased elongation rate and enhanced with an RNAPII mutant with 

decreased elongation rate. Notably, however, not all genes conformed to this trend, provoking the 

question of what the difference is between genes that responded reciprocally to RNAPII speed and 

those that did not.  

The metazoan model of kinetic coupling would suggest that this gene specificity could come 

from differences in splice site strength. However, unlike in metazoans, ICGs in budding yeast 

generally have very strong splice sites that do not diverge far from the consensus; in any case, the 

introns whose splicing were most kinetically coupled to RNAPII elongation were not enriched for 

those bearing weak splice sites (data not shown).  

In trying to understand the nature of gene-specific effects of RNAPII elongation rate on 

splicing efficiency, it is important to note that wild-type RNAPII rate likely varies from gene to gene 

to begin with. At present, assays for measuring genome-wide RNAPII elongation rate in live budding 

yeast are lacking. The E1103G mutation confers a fast elongation rate in vivo on the GAL1 gene,217 

thus strengthening the prediction that in vivo rates should generally mirror those measured in vitro. If 

we could directly measure gene-specific elongation rates in vivo, perhaps the kinetically coupled 

genes would be the only genes at which RNAPII elongation rate is altered in the direction and to the 
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degree expected based on in vitro elongation measurements. Alternatively, perhaps the genes that did 

not respond reciprocally to changes in RNAPII rate have an epistatic mechanism for maintaining 

normal RNAPII elongation rate even in the context of the RNAPII mutations. 

An important aspect of the integration between transcription and splicing is doubtless the 

chromatin environment in which both processes occur. In fact, it has long been understood that the 

chromatin environment - nucleosome distribution, histone modifications, and transcription factors 

more generally - confers gene-specific regulation of transcription initiation, elongation, and 

termination. Thus, an intriguing possibility is that the kinetically coupled genes we identified exist 

within chromatin environments that promote co-transcriptional spliceosome assembly and/or 

catalysis. Direct physical recruitment of splicing factors to histones bearing specific modifications 

has been reported in metazoans.99,149 Factors in the chromatin environment may directly or indirectly 

promote spliceosomal rearrangements that lead to a productive splicing reaction, as proposed in 

budding yeast for the cycle of histone acetylation and deacetylation.15,105  

Additional histone post-translational modifiers in yeast15,18,26,105 and metazoa126,145,239 affect 

splicing via mechanisms that remain poorly understood. These modifiers could act directly, as in the 

above examples, or indirectly, via altering RNAPII elongation in the vicinity of encoded splice sites. 

This latter example has been observed in a variety of scenarios, including histone acetylation level, 

positioning of nucleosomes, and slowing of RNAPII due to localized DNA damage.127  

Identifying transcription rate-sensitive factors 

An important experimental goal is to identify additional factors that regulate RNAPII 

elongation rate. In our study, we relied on the power of yeast genetics and performed high-

throughput genetic interaction mapping, in which double-mutant strains were generated by crossing a 

given RNAPII elongation rate mutant to an additional strain carrying a mutation in one of 1,200 

genes. The growth of the resulting double-mutant strains was then measured as a proxy for fitness. 

Two gene subsets of interest were identified by this analysis: (1) those whose mutation suppressed 
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the growth defect of the fast RNAPII mutants and exacerbated the growth defect of the slow mutants; 

(2) vice versa (mutation exacerbated growth in fast mutants and suppressed the growth defect of slow 

mutants).31 We proposed that these factors may either be sensitive to elongation rate, or might 

themselves directly influence RNAPII rate. We reasoned that this genetic dataset could provide a list 

of candidate factors that influence RNAPII dynamics, and therefore splicing, in site- or gene-specific 

ways. We discuss some of these candidates below. 

Transcription factors 

We identified two members of the PAF-Complex (Rtf1 and Cdc73) whose deletion adversely 

impacted growth in strains harboring a slow RNAPII mutant, but suppressed the growth defect of the 

fast RNAPII mutants.31 These genetic data are consistent with the known role of the PAF-C as a 

positively acting transcription factor that coordinates many events during elongation,240 and led us to 

suspect that strains lacking this complex would have slow elongation and improved splicing. As it 

turns out, however, rtf1∆ and cdc73∆ strains do not exhibit slow RNAPII elongation.196 And 

interestingly, two separate reports have shown that the PAF-C actually promotes splicing, as both 

observe data consistent with a splicing defect in strains lacking a functional PAF-C.19,30  

An additional factor, like members of the PAF-C, whose deletion caused synthetic lethality 

with the slow RNAPII alleles is Sub1, a gene so named due to its role in transcription initiation as a 

Suppressor of TFIIB.199 These genetic data prompted us to hypothesize that the sub1∆ strain might 

exhibit a slow elongation rate, which was confirmed by Garcia et al. while the work by Braberg et al. 

was under review: RNAPII elongates slowly on the GAL1 gene in the absence of SUB1.198 Consistent 

with our predictions, the sub1∆ strain exhibited improved splicing at a large number of genes, similar 

to what is observed in slow RNAPII mutant strains. It was previously reported that Sub1 localizes to 

ribosomal protein genes202 and consistent with this, the genes whose splicing is improved by deletion 

of SUB1 are enriched for genes encoding the cytosolic ribosome (data not shown). Therefore, the 

gene-specificity conferred by Sub1 localization may account for its intron specificity.  
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Histone modifiers 

Histone acetylation has been shown to promote transcription through nucleosomal 

templates,241 a function opposed by histone deacetylation; therefore, complexes harboring these 

histone acetyltransferases (HATs) and deacetylases (HDACs) are attractive candidates for gene-

specific regulators of RNAPII elongation rate and splicing efficiency. In fact, connections between 

histone acetylation and splicing have previously been observed.127 Our genetic interaction mapping 

identified SAS3, SAS4 and ESA1 (components of NuA3, SAS, and NuA4 histone acetyltransferase 

complexes, respectively) as causing synthetic lethality in combination with the fast RNAPII point 

mutant alleles. These data are tantalizing, but to the best of our knowledge, these complexes have not 

been examined with respect to their gene-specific effects on splicing. 

The existence of gene-specific histone modifiers and RNAPII elongation regulators raises the 

possibility that co-transcriptional splicing is regulated in a gene-specific fashion, depending on the 

nature of the co-transcriptional environment at each gene. In metazoans, this specificity has been 

proposed to occur at specific introns within genes.150  

 

Current questions and future directions  

Many questions remain about how splicing is regulated co-transcriptionally, and additional 

factors, not discussed above, are clearly also at play. For instance, not all splicing factors promote 

splicing upon binding a pre-mRNA - auxiliary splicing regulatory factors can also inhibit the use of 

specific splice sites. Thus, while the co-transcriptional nature of splicing has been generally thought 

to improve the recognition of transcribed splice sites to either modulate alternative splicing195 or 

increase splicing efficiency,129,138 perhaps ensuring that splicing occurs co-transcriptionally allows 

for broader regulation from the chromatin environment. 

Because completion of splicing often occurs co-transcriptionally, the quality control 

mechanisms required for splicing fidelity, i.e., the accurate recognition of exon/intron junctions in 
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pre-mRNA,1 must perforce operate co-transcriptionally as well. This raises the question of whether 

there is input from RNAPII or other co-transcriptional elements that promotes splicing fidelity. An 

transcription–splicing checkpoint has been proposed, during which RNAPII pauses briefly at the 3’ 

splice site, and which may promote splicing fidelity.36 Furthermore, the cycle of histone acetylation 

and deacetylation has been associated with specific spliceosomal rearrangements,105 and leaves open 

the possibility that each step in splicing is associated with a chromatin-specific quality control 

mechanism. In strains where RNAPII elongation is too fast or too slow, do these quality control steps 

occur faithfully? We are currently testing whether splicing fidelity is improved or hampered in 

strains harboring fast or slow RNAPII mutant alleles.  

Early experiments showed that mRNA secondary structure can impact alternative splicing via 

occlusion of alternative splice sites.242 RNA secondary structure may be stabilized by kinetic trapping 

during transcription,243 and therefore may be sensitive to RNAPII elongation rate. The degree to 

which RNA secondary structure changes in the RNAPII point mutant strains would be of great 

interest to determine.  

It also remains unknown whether the intron accumulation we observed by microarray in 

strains with fast RNAPII elongation31 is attributable to pre-mRNAs on which splicing factors have 

not acted, or to stalled splicing events that might have been released as splicing intermediate 

products, destined to be discarded from the spliceosome and degraded. In the future, the development 

of genome-wide assays to analyze the multiple steps in splicing – not only commitment to splicing, 

but both steps of splicing catalysis, will be critical for studying co-transcriptional splicing regulation. 

Furthermore, splicing has been called a co-transcriptional process, with the implication that it takes 

place prior to transcription termination.230 In some cases, transcripts are retained at the 3’ end of a 

chromatin locus after transcription termination,244-246 and therefore are still potentially subject to the 

same regulatory processes as during transcription elongation. With recent advances in chromatin-
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associated and RNAPII-associated transcript sequencing,34,35,108,247 the way co-transcriptionality is 

operationally defined may change.  

That splicing and transcription occur in the same space and time has allowed for functional 

coupling to occur. This has been revealed in experiments by us and others in which RNAPII 

elongation is directly or indirectly altered; this raises the possibility that the cell utilizes this coupling 

to maintain an efficient gene expression program or rapidly adapt this program in response to 

environmental variables. More generally, as additional factors that influence splicing efficiency are 

defined, and assays to better characterize the timing and nature of the co-transcriptional splicing 

reaction are developed, we anticipate that a more integrated picture of how individual steps in gene 

expression function together will emerge. 
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Figure 1. Hypothetical model of how RNAPII elongation rate impacts splicing efficiency.  

See text for details. 
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EPILOGUE 

The textbook view of gene expression presents transcription, pre-mRNA processing, export, 

and translation as independent, consecutive events; this is what I was taught as dogma in college. But 

in fact, this view is outdated, and all steps in the gene expression program engage in crosstalk at 

multiple levels with each other. For example, Crick’s classic statement that “once information gets 

into proteins it cannot get back into the DNA”248 has been modified by discoveries in the 1990s and 

2000s of chromatin modifying and remodeling enzymes that alter the functional state of the DNA. 

The general idea of crosstalk and integration in gene expression was very much in the air in 

2008 when I joined the Guthrie lab. There were many interesting and tantalizing observations, 

including those made by members of the Guthrie lab, that applied to splicing, but it felt like the tip of 

the iceberg. We now know this was very much the case: activities of the transcription, chromatin, and 

splicing machineries are closely spatiotemporally coordinated in the cell. What began as individual 

glimpses into this coordination 6 years ago has now become a deluge of individual connections 

between splicing and the co-transcriptional environment. The contribution my work has made in this 

regard is by revealing specific connections between pre-mRNA splicing and modification of 

chromatin, and with RNAPII speed. While there is, as of yet, no “central dogma of molecular biology 

version 2.0” as it applies to splicing, we have a much clearer view of what its components will be.  

Histone modifications 

Tools of yeast genetics allow comprehensive mapping of the genetic (and, by extension, 

functional) interaction space of a given protein. This analysis for Npl3, performed by Tracy Kress, 

revealed a wealth of chromatin and transcription factors that exhibit both positive and negative 

genetic interactions with npl3∆.26 This finding strengthens our view of this protein as a major co-

transcriptional player in budding yeast. While Npl3 does promote co-transcriptional spliceosome 

assembly,24 it was unreasonable to expect that all its genetic interaction partners affect that step and, 

in fact, targeted experiments with several of them showed that splicing was not affected when these 
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factors were deleted (chd1∆, eaf3∆, data not shown). In retrospect, our decision to focus on the 

interplay between Npl3 and the H2B ubiquitination machinery proved a productive one, especially 

considering our focus on splicing. Consistent with the synthetic lethality of alleles that abrogate the 

this mark (htb1K123R, bre1∆, lge1∆, rad6∆ and paf1∆) with a factor that promotes splicing (NPL3), 

we showed that a strain lacking H2B ubiquitination due to a mutation in the relevant residue 

(ht1b1K123R) has a mild but reproducible defect in splicing and in the association of U1 and U2 with 

intron-containing transcripts (Chapters 1 and 2).26,27 Furthermore, we observed negative genetic 

interactions between strains lacking H2B ubiquitination and deletions of splicing factors.26 The sum 

total of these data are consistent with the notion that H2B ubiquitination promotes splicing, and does 

this by promoting early association of the spliceosome with pre-mRNAs.  

Interestingly, this splicing defect caused by loss of H2B ubiquitination increases in severity 

with high temperatures; despite the fact that we could observe a splicing defect in a bre1∆ strain at 

37˚C, we were nonetheless only able to observe a decrease in recruitment of U1 and U2 after a shift 

to 39˚C for 3 hours, i.e., the conditions used in Chapter 2.27 That spliceosome association as 

measured by ChIP is not the more sensitive assay for studying mild effects on splicing was surprising 

(see below). 

Is spliceosome assembly on nascent transcripts promoted by ubiquitinated H2B itself or, 

alternatively, by the cycle of ubiquitination and de-ubiquitination? That deletion of UBP8, the H2B 

ubiquitin protease, exacerbated the splicing defect of npl3∆, suggests the entire cycle promotes 

splicing. The ubiquitin moiety is a bulky modification, far larger than, for example, tri-methyl groups 

that create specific binding surfaces for chromatin-associating factors.249 For that reason it does not 

seem well suited to be a landing pad that will directly recruit splicing factors to an actively 

transcribed locus. Rather, its role in changing the dynamics of RNAPII passage through nucleosomes 

seems a promising direction for model building. Results from biophysical studies on nucleosomes 

and nucleosomal arrays with ubiquitinated H2B have yielded conflicting results, with some showing 
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that ubiquitination increases chromatin compaction151,250 and one suggesting it leads to 

decondensation.251 Either scenario has the potential to impact how RNAPII traverses genes marked 

with ubiquitinated H2B. It has, in fact, been observed that ubiquitinated H2B aids in repression of 

silenced genes,95,252 even while it is enriched within the coding region of highly expressed genes.95,253 

Its interplay with the de-ubiquitination machinery and with transcription factors such as Spt16 and 

Ctk1 during transcription elongation107,254 suggests that this modification cycle occurs with the 

passage of RNAPII through every nucleosome. Therefore, ubiquitinated H2B must be a very 

dynamic modification, and its levels could quickly adapt to changes in the environment of the cell. 

Given that splicing is regulated in an equally dynamic fashion,4,5 it perhaps makes sense for a 

“regulatory partnership” to have developed between H2B ubiquitination and splicing, both in 

budding yeast26,104 and humans.144,145 

The question of whether the splicing defect in strains lacking ubiquitinated H2B is due to 

RNAPII elongating too quickly is still an open one; one way to address this experimentally is to use 

an inducible gene, but none of the intron-containing genes in yeast rigorously fit into that category. It 

had been shown that the speed of RNAPII can impact the usage of alternative splice sites in 

metazoans, which inspired the question of whether this phenomenon occurs in some form in budding 

yeast. It was for this reason that I was interested in determining whether changes in RNAPII speed 

could impact splicing, since this could be investigated directly using a panel of RNAPII point 

mutants isolated by the Kaplan lab.31,174,192  

RNA Polymerase II elongation  

Our splicing microarray data suggest a model in which splicing efficiency is generally anti-

correlated with transcription rate (i.e., increased splicing efficiency when RNAPII rate is decreased, 

and decreased splicing efficiency when RNAPII rate is increased). Thus our data provide 

experimental support for the prediction (previously untested directly) that transcription rate and 

splicing efficiency would be generally anti-correlated. The resulting model fits with data from 
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metazoans, where it has been shown that changing RNAPII elongation rate near specific encoded 

splice sites affects the balance of the use of upstream and downstream splice sites. Because the 

spliceosome assembles in a stepwise fashion onto each intron, slowing transcription can afford more 

time for formation of the catalytically active machine before transcription of a downstream, stronger 

site. While budding yeast lack alternative splicing, it nonetheless follows that the efficiency of co-

transcriptional splicing would be favored by allowing sufficient time for spliceosome assembly prior 

to transcription termination. Indeed, recent work suggests that RNAPII may slow down to favor co- 

versus post-transcriptional splicing.34,36,138  

Are there conditions in which RNAPII elongation rate is specifically altered to impact 

splicing in a chromatin-directed way? It has recently been observed in human cells that splicing 

patterns during development respond to specific chromatin signatures that exert their effect on 

splicing by impacting RNAPII elongation.255 These data provide a case-in-point study for a 

chromatin-RNAPII-splicing regulatory cascade during vertebrate development, and inspire the 

question of whether this phenomenon is a generally-applicable mechanism. The direct effect of 

changing RNAPII elongation rate on splicing in budding yeast31 leaves open this possibility for genes 

with single introns as well.  

Towards a “meta-model” of splicing within a chromatin environment 

When I started on these projects, the idea of histone modification impacting splicing was a 

pipe-dream. By now, it is very clear that H2B ubiquitination26,104,144,145 is not the only chromatin 

modification to have been tied in some way to splicing: the list now includes H3/H4 acetylation,15 

H2A.Z,18 H3K4 methylation and H3K36 methylation (Chapter 2) in budding yeast; H3K36 

methylation,99,139,140,143,256-259 H3K9 methylation,260 H3K4 methylation,149 H4 deacetylation,126 

H2A.Bbd,261 and H3K79 methylation143 in metazoans. How do all these modifications contribute to 

splicing? The set of key outstanding questions posed earlier still stands:  
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• Do specific histone modifications directly recruit individual splicing factors?  

• Do some modifications impact splicing indirectly, i.e., through an effect on RNAPII?  

• Does the logic of “chromatin – transcription” regulatory coupling apply to chromatin 

and splicing as well?  

In some of the studies cited above, a direct physical association was observed and in others, 

this has been proposed. Some authors inferred an effect of polymerase dynamics that impact splicing. 

Some showed a causative, gene-specific effect of abrogating the modification on splicing, while 

others simply observed that the location of the modification is sensitive to intron-exon structure. My 

emerging sense is that the answers to the aforementioned questions are likely “in some cases,” “in 

some cases,” and “probably.” The field of “coupling” is now in a remarkably similar position to 

where the “chromatin – transcription” field was 15 years ago: beginning to interpret the roles of 

myriad histone modifications together into a “meta-model” for how genes are transcribed. As the 

splicing field now approaches the need for a meta-model, I think it fair to hypothesize a complex and 

multi-factorial picture in which the spliceosome integrates multiple inputs from the chromatin 

landscape. Therefore, the landscape drawn in Chapter 1, Figure 626 is an apt one to generally describe 

this model, because it implies that at any given intron-containing gene there exists a dynamic, 

complex backdrop on which transcription and splicing occur. Because histone modifications and 

transcription are dynamic processes, the potential involvement of these factors may represent a way 

by which the cell rapidly adapts multiple steps of its gene expression program to changes in 

environmental stimuli. Because this chromatin landscape varies from gene to gene, this allows 

splicing of transcripts from different intron-containing genes to be coordinated with a different set of 

modifications. 

Digging deeper into specific connections 
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An issue that deserves some thought as the field moves forward is how to bridge what is 

being learned about how splicing is coupled to chromatin and transcription with what is known about 

the mechanism of splicing. An intriguing possibility, first suggested by the Johnson lab for histone 

acetylation and deacetylation,105 is that a specific modification during transcription could promote a 

specific spliceosome assembly step. Does each histone modification that has been connected to 

splicing make a contribution to a specific spliceosomal transition? This has been measured by 

chromatin immunoprecipitation (ChIP), which is an assay fraught with technical issues – poor spatial 

resolution, a signal-to-noise ratio difficult to work within, and the unpredictability of crosslinking. 

ChIP was originally used to conclude that completion of splicing could not possibly occur co-

transcriptionally because late splicing factors are rarely observed by ChIP;129 however, this 

conclusion was disproved by more recent reports using new and alternative assays.34,35,262 The 

problem of what proteins can be crosslinked and immunoprecipitated at a given time during the 

splicing cycle makes any lack of signal un-trustworthy. It was this, and the desire to follow the 

individual catalytic steps of splicing as they occur co-transcriptionally that inspired the assay 

proposed in the Appendix (NETseq).  

Much has been gleaned from in vitro systems about the mechanisms by which the 

spliceosome achieves its high fidelity.263 Because completion of splicing often occurs co-

transcriptionally,34 these quality control mechanisms, must necessarily operate co-transcriptionally as 

well. Is there input from RNAPII or other co-transcriptional elements that promotes splicing fidelity? 

A transcription–splicing checkpoint has been proposed, during which RNAPII pauses briefly at the 

3’ splice site, and which may promote splicing fidelity.36 As described above, the cycle of histone 

acetylation and deacetylation has been associated with specific spliceosomal rearrangements,105 and 

leaves open the possibility that each step in splicing is associated with a chromatin-specific quality 

control mechanism.  
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It a general sense, the field has completely moved away from the textbook idea that splicing 

is a separate process that occurs on fully transcribed pre-mRNA. Splicing is generally co-

transcriptional, and as I have shown, in some way integrates both the speed of RNAPII and the marks 

on the chromatin template that the polymerase transcribes. Do we have now a list of all the parts to 

build the model of how the integration occurs, or are we still at the tip of the iceberg? As the field 

progresses over the next decade, I am eager to see several specific directions that I believe will start 

to address the questions posed here: (1) a way to accurately model transcription-coupled splicing on 

physiological chromatin templates in vitro, in which to test specific predictions from modifying the 

chromatin structure or RNAPII, (2) a high-resolution structural understanding of spliceosome 

dynamics, and (3) novel high-resolution assays to measure progression through the splicing cycle in 

vivo. With these in hand, very specific questions can be asked about what precise step in splicing is 

affected when, for example, RNAPII is accelerated or slowed down, or when the histone 

ubiquitination cycle is impaired. 

I know from ten years of experience playing in a symphony orchestra that many different 

players, with very different instruments, can come together on the same stage and play cohesively. In 

the nucleus, there is no conductor, but somehow, everyone plays from the same score. I think that 

tremendous progress has been recently made toward understanding how many different players there 

are in the gene expression symphony, and I have very high hopes that its score will be revealed in the 

not-too-distant future. 
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APPENDICES 

ESS1 

 

Question: Does ESS1 play a role in splicing? 

Background: 

This experiment came out of a discussion with Steven Hanes at the ASBMB meeting at 

Granlibakken entitled "Transcriptional Regulation of Chromatin and RNA Polymerase II.” I was 

presenting work on Npl3 and its genetic interaction landscape. Dr. Hanes was looking at the 

transcription and chromatin genes that genetically interact with npl3∆ (See Chapter 1, Figures 1 and 

2), and noticed that a mutant that he has been studying, ess1-H164R, also exhibits genetic 

interactions with many of the same genes. ESS1, a gene so named because it is essential,1 is a prolyl 

isomerase that acts on the Ser5-Pro6 bond CTD of RNA Polymerase II (RNAPII).2 In turn, 

isomerization of the CTD controls de-phosphorylation of Ser5 by Ssu723-6 and is required for 

methylation of Histone H3 on K4.7 Through these connections and others, ESS1 has been implicated 

in multiple aspects of the RNAPII transcription cycle,7 specifically initiation,8,9 elongation,8 and 

termination.2,3,9,10  

Npl3 itself has been implicated in transcription elongation and termination, as mutations in 

NPL3 cause improved elongation and transcriptional read-through11-13 (also see Appendix – 

Transcription Termination). Npl3 also has connections to CTD phosphorylation: Npl3 preferentially 

binds Ser2-phosphorylated CTD over its unphosphorylated form.12 The similar genetic interactions 

and similar localization to elongating RNAPII, led me to ask whether, like Npl3,14 Ess1 might be 

involved in splicing. 

Experimental procedure: 

I received two ess1-H164R strains from Dr. Hanes, with 2 matched WT strains: 

EMy476: ess1-H164R MATα 
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EMy477: ESS1 WT MATα 

EMy478: ess1-H164R MATa 

EMy479: ESS1 WT MATa 

These strains were grown up and collected at logphase after growth at 25˚C, as well as after a 

30-minute temperature shift to 37˚C. RNA was extracted and cDNA was made, labeled and 

competitively hybridized to our in-house splicing microarrays.15 The results from both mating types 

for each condition were averaged together and are shown in Figure 1. These data are available in 

electronic form in the ESS1 folder in Erica’s Documents. 

Results: 

The different mating type strains yielded very similar microarray data (data not shown). 

Increases and decreases in the abundance of the exon probe suggest some mild transcriptional 

changes occurring in the ess1-H164R mutant (Figure 1). This is consistent with Ess1’s role in various 

transcriptional processes. On the backdrop of these changes, some interesting patterns can be 

discerned that are indicative of mild splicing phenotypes. At 25˚C, a subset of genes exhibit the 

characteristic pattern of a decrease in splicing efficiency: accumulation of the intron and a decrease 

in the abundance of the exon-exon junction feature (Figure 1C and 1E). At 37˚C, the ess1-H164R 

strain also contains some genes whose splicing efficiency may be decreased, as well as those whose 

splicing appears mildly improved (Figure 1D and 1F). Follow-up studies would be required to nail 

down a direct functional connection between Ess1 and splicing.   

Interestingly, the phenotypes from cells grown at 25˚C are distinct from those that have been 

shifted to 37˚C for 30 minutes. Whether this is due to different ESS1-dependent functions at these 

two temperatures is unknown.  
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Figure 1. Splicing phenotypes of ess1-H164R mutant 

(A.) Schematic of probes contained on the microarray 

(B.) The ess1-H164R strain and isogenic wild-type strains grown at the indicated temperatures 

were hybridized to the microarray. Shown is a heat map of log2 ratios. Gene order is the same 

for both arrays.  

(C.) Re-clustering of the ess1-H164R array at 25˚C from (B.). The grey lines to the left of the 

heatmap indicate intron-containing genes that may have a splicing defect, for which there is 

an accumulation of intron and a concomitant decrease in the abundance of the exon-exon 

junction.  

(D.) Re-clustering of the ess1-H164R array at 37˚C from (B.). The grey lines to the left of the 

heatmap indicate intron-containing genes that may have a splicing defect, for which there is 

an accumulation of intron and a concomitant decrease in the abundance of the exon-exon 

junction. The black line to the left of the heatmap indicates intron-containing genes that may 

have improved splicing, for which there is a decrease in the abundance of intron and 

concomitant increase of the exon-exon junction. 

(E.) Subset of genes from (C.). 

(F.) Subset of genes from (D.). 
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NETseq 

This is an extended experiment that I proposed to undertake in collaboration with Stirling 

Churchman, but I did not finish it, and it makes for an ideal “future direction.” I am including it here 

on the off-chance that someone will be inspired to pick it up. Experimental details are available in 

my NETseq notebook. 

 

Purpose: To characterize the influence of polymerase dynamics and chromatin on co-transcriptional 

splicing, by defining the factors and conditions that determine where RNA Polymerase II is during 

the transcription of a pre-mRNA when the two biochemical steps of co-transcriptional splicing occur. 

Part 1 

Develop and validate a high-throughput sequencing pipeline that will measure where RNA 

Polymerase II (RNAPII) is along a gene when the 1st and 2nd steps of splicing occur. Use this pipeline 

to determine for which genes the (a.) first or (b.) first and second steps of splicing occur co-

transcriptionally. Determine what cis elements best correspond to where RNAPII is when the steps of 

splicing occur. Characterize how tight the distribution of splice events is across a locus and how this 

distribution varies among spliced genes. 

Part 2 

Use this assay on strains with specific alterations in the co-transcriptional environment to dissect the 

cis elements and trans factors that regulate the 1st and 2nd steps of splicing. Identify factors that 

influence the frequency with which the two steps of splicing occur co-transcriptionally. Identify 

factors that influence the timing of when the 1st and 2nd steps of splicing occur along a gene. In the 

context of FAST and SLOW polymerases, do the steps of splicing occur at different locations along 

genes?  

Background: 
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There is growing interest in understanding the mechanisms by which co-transcriptional 

events are coordinated with each other. Assays have been developed to look at co-transcriptional 

splicing that have improved this understanding: the three most often discussed are from the Beggs, 

Neugebauer, and Black labs. The Beggs lab has developed an inducible reporter assay to study the 

dynamics of (a.) splicing factor association with nascent transcripts, (b.) RNAPII elongation, and (c.) 

splicing catalysis after induction of transcription. With this system, they see evidence suggesting that 

RNAPII pauses at the 3’ splice site, which depends on an intact 3’SS-U2 interaction.1 The 

Neugebauer lab uses steady state microarray measurements of chromatin-associated transcripts to 

infer dynamic information about RNAPII speed. These experiments also suggested that RNAPII 

pauses; however this pause occurs at a more or less defined distance from the 3’ end, and is specific 

for genes with short second exons. These experiments also led to measurements of “co-

transcriptional splicing efficiency,” i.e., the fraction of transcripts from a given locus that have 

undergone intron removal prior to release from the chromatin.2 The Black lab induces transcription 

of pro-inflammatory genes and isolates chromatin-associated transcripts to achieve a dynamic picture 

of when, temporally, introns are removed from transcripts. From these experiments, they see 

evidence suggesting that unspliced transcripts can be held at the 3’ end after polyadenylation and that 

completion of splicing likely occurs before release into the nucleoplasm.3,4 

The conclusions of these experiments add important nuances to the picture we previously had 

from straightforward chromatin immunoprecipitation assays of splicing factors5 of how the 

connection between transcription and co-transcriptional splicing is controlled. However, to really 

understand the complex interplay between splicing and various aspects of the co-transcriptional 

environment, it is not sufficient to just know the nature of the final spliced transcript, a limitation of 

current assays. Rather, we need a way to assess what factors affect the co-transcriptional regulation 

of individual steps of splicing. In addition, by specifying transcripts as co-transcriptional (i.e., 

associated with RNAPII) rather than chromatin-associated, we will focus only on transcripts that are 



	   188	  

actively being transcribed, rather than those that may be fully transcribed but are being held at the 3’ 

end. Lastly, next generation sequencing allows deep coverage at single nucleotide resolution. The 

experiments proposed here aim to address these issues. 

Proposed experiments: 

The assay builds on a robust technique called NETseq, developed at UCSF.6 NETseq maps 

the location of RNAPII genome-wide using purification of the ternary complex (RNAPII, chromatin, 

and RNA) followed by next-generation sequencing of the 3’ ends of each RNA. By virtue of the fact 

that each 3’ end represents the last nucleotide of a nascent transcript that RNAPII has transcribed, 

NETseq offers a view into the distribution of polymerases across genes.  

The proposed outline of this splicing-coupled NETseq is shown in Figure 2, and should 

theoretically allow pairing of the information about where RNAPII is to whether each transcript is 

spliced. Briefly, following isolation of nascent transcripts and ligation of a linker on the 3’ end is a 

debranching step. This should theoretically be performed using purified debranchase enzyme. The 

transcripts then need to be prepared for paired end sequencing. The spectrum of nascent transcripts 

we would expect to isolate are shown in Figure 3. 

There are two ways that splicing information can be determined from this type of experiment: 

from the 3’ reads or from the 5’ reads. In the Churchman dataset, a few genes showed evidence of the 

first step (free exon 1) and second step (lariat product) of splicing (see Supplement of Churchman et 

al.7) Furthermore, in an analysis performed by Vida Ahyong in her rotation in the lab, there was also 

evidence of lariat intermediate: 3’ ends just downstream of the 3’SS were enriched for having 5’ ends 

just short of the branch site A, suggesting that reverse transcription of those isolated RNAs had been 

blocked by the lariat branch (no debranching step had been performed). For further information, see 

Vida’s group meeting on the Guthrie lab server. In the case of quickly-splicing genes, or genes on 

which RNAPII slows or pauses in exon 2,2,8 the 3’ read may be a reasonable way of capturing 

splicing information. Increasing the read length from 30nt to 200nt will increase the number of reads 
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that can be analyzed this way. However, the number of reads that informed on splicing in this manner 

was very low, and unfortunately, these reads aren’t associated with information about the location of 

RNAPII.  

The goal for the protocol proposed here is to use information from the 5’ end, such that most 

transcripts are associated with splicing information. A prerequisite for this is that a 5’ sequencing 

read covers the 5’UTR and the intron (or second exon in the case of completed splicing). Using two 

separate transcription start site mapping studies,9,10 I calculated that the introns of ~75% of intron-

containing genes start within 200nt of the transcription start; this means that sequencing 200bp from 

the 5’ end should include sequencing through the first exon (Figure 4). The read will either continue 

into an intron (indicating the nascent transcript is unspliced) or into the second exon (indicating the 

nascent transcript had been fully spliced) (Figure 3). Any lariat-exon intermediates, which are the 

products of the 1st step of splicing, will have a 5’ end beginning at the first nucleotide of the intron if 

they have been debranched. Statistically, any enrichment of transcripts with the 5’ end being the start 

of the intron will represent lariat intermediates. By also sequencing from the 3’ end, splicing 

information will be paired with the location of that individual polymerase. 

In the published NETseq assay, a circularization step allows intra-molecular ligation of an 

adapter to the 5’ end. The longer sequence reads proposed here, as well as the distribution of lengths 

of transcripts in S. cerevisiae require the sequencing library to be as long as possible. The maximum 

length of a sequencing library is ~800bp, which means that the library preparation protocol will need 

a shortening step. A potential solution is to treat with limiting DNaseI after circularization, followed 

by re-circularization and size-selection on a gel. 

The 30nt reads used earlier did not always allow unique mapping to highly similar paralogs,6 

for example, the ribosomal protein genes, which exhibit limited sequence divergence, but which are a 

very biologically relevant class of spliced genes in budding yeast. Increasing the read length will 

address this issue. 
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Because of the massively parallel nature of high-throughput sequencing, each gene will 

contain a distribution of polymerase locations, each associated with fraction unspliced, partially 

spliced and fully spliced. 

Hypothetical Results: 

One result from the genome-wide dataset would be a nucleotide map of the location where 

the first and second steps of splicing begin to occur – this will result in a map that is different for 

each gene. A possible single-gene result is shown in Figure 5. In the example shown, the first and 

second steps of splicing are separated in space. If the splice events occur with a tight spatial 

distribution, one could infer that there is a specific signal directing the act of splicing. If the splicing 

events are widely distributed across a gene, then this might indicate that splicing is a more stochastic 

event in vivo.  

Meta-gene models should allow identification of which cis-element best correlate with 

appearance of splice intermediates and products.  

By performing these splicing-coupled NETseq experiments on the polymerase speed 

mutants, discussed in Chapter 3, it should be possible to resolve whether a simple timing mechanism 

or a signal/location mechanism is at play. The hypothesis is that if RNAPII is slowed, but splicing 

takes the same amount of time, both steps of splicing will occur more 5’ than in a wild-type strain 

(Compare Figures 6 and 7). In addition, by analyzing mutants or deletions in candidate chromatin 

genes, it should be possible to begin to define elements of the chromatin landscape that direct when 

and where co-transcriptional splicing occurs.  
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Figure 2. Proposed protocol for adapting NETseq to study splicing 

Based on the protocol from Churchman et al.,7 this protocol occurs after isolation of nascent RNAs 

that co-precipitate with RNAPII. The steps highlighted in grey are proposed additions to the original 

NETseq protocol. 

(A.)  Linker ligation and gel purification. The goal is to keep full transcripts, so the limiting 

hydrolysis step from Churchman et al.7 is left out. 

(B.)  Lariat debranching in vitro using debranchase enzyme 

(C.)  cDNA synthesis using primer complementary to 3’ linker and containing sequences 

necessary for paired-end Illumina sequencing 

(D.)  cDNA circularization 

(E.)  DNaseI treatment and recircularization to isolate cDNAs under 800bp 

(F.) PCR to make double-stranded cDNA to generate final library 

Circularize cDNA

3’ OH5’ 5’Applinker“nascent RNA”

sequencing
library

3’OH

5’ 3’OH

3’OH

3’OH

5’
PO35’3’

3’

ligated product

PO3 5’3’

Linker ligation

De-branch 1st step products

cDNA synthesis

Hydrolysis

5’SS

DNase treat and recircularize

PCR in preparation for sequencing

A

B

C

D

E

F



	   192	  

 

 

Figure 3. Schematic of pool of transcripts 

The left red arrow represents the length of the 5’ sequencing read; this read will encounter an intron 

(transcript not yet spliced) or the second exon (transcript was spliced during transcription). The right 

red arrow represents the length of the 3’ sequencing read; this read may or may not encounter an 

intron. Thin blue lines denote 5’ and 3’ UTRs. Thin black lines denote introns. Thick black lines 

denote exons.   
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Figure 4. Distribution of length of TSS-5’SS distance of intron-containing genes  

Many introns in S. cerevisiae contain introns toward the 5’ end, which allows for retrieval of splicing 

information from 5’ end sequencing. The length of Illumina sequencing read will change the number 

of intron-containing genes that can be analyzed with this technique. 

(A.) Schematic of the distance being measured 

(B.) Graph of the distribution of lengths using transcription start site information from Xu et al.10 

Genes are ordered based on this distance. The red bar at 200nt is the current reasonable limit 

for length of sequencing read from Illumina; 193 intron-containing genes can theoretically be 

analyzed using this assay. 
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Figure 5. Hypothetical single gene data 

Histogram mapping the 3’ ends of nascent transcripts. The 3’ ends of un-spliced and spliced 

transcripts are yellow and blue. These data would suggest that as RNAPII approaches the 3’ end of 

this gene, all transcripts undergo the first and second steps of splicing, and have completed splicing 

before release from RNAPII. 
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Figure 6. Hypothetical data showing cumulative splicing measurements 

Vertical arrow on the right indicates the percent of transcripts that are spliced prior to release from 

RNAPII. Horizontal arrow indicates the location that spliced transcripts first appear in a gene. Shape 

of curve may be specific for individual genes, or could indicate whether there are location-specific 

regulators of splicing. 
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Figure 7. Possible results of slowing RNAPII 

Slowing RNAPII could cause a 5’ shift in the location that splicing is completed and an increase in 

the degree of co-transcriptional splicing. If a cis-acting signal defines where splicing occurs, one 

might not expect these differences. 
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TRANSCRIPTION TERMINATION 

 

Question: Do the genes that genetically interact with Npl3 regulate transcription termination? 

 

Background: 

The npl3∆ strain exhibits positive and negative genetic interactions with multiple factors involved in 

chromatin and transcription (See chapter 1 for details). Because Npl3 has been shown to play a role 

in regulating the switch from transcription elongation to termination1-4 it was possible that these 

genetically interacting factors may play a role in that process as well.  

 

Experimental Approaches: 

A panel of ß-galactosidase reporters had been constructed in which the intron of RP51 (RPS17A/B)5 

was interrupted with a transcription terminator sequence.6 The termination signals in yeast are fairly 

degenerate; however, the termination site for the ADH2 gene has been mapped and it is known that it 

requires specific elements that are present within the reporter construct.6 ß-galactosidase activity in 

the extract from a given strain was calculated for both the WT reporter (pHZ18∆26) and the reporter 

with the ADH2 terminator (pL1016) (Figure 8). This ratio was compared to the ratio for each mutant 

versus a matched WT strain. In WT cells, the WT reporter is well spliced and translated, but pL101 

undergoes transcription termination in the intron and very little ß-galactosidase activity results. In a 

strain with defective transcription termination, readthrough occurs and an increase in ß-galactosidase 

activity is measured.  

  

Results: 

Strains with mutations in NPL3 are known to have defects in transcription termination, 

resulting in readthrough past termination signals.4 Our results with the ß-galactosidase reporters 
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revealed that when measuring the ratio of pL101/pHZ18∆2, the npl3∆ strain exhibited an increase in 

this ratio compared to WT (Figure 9A), suggesting a defect in termination. We next used these 

reporters in strains that exhibited suppressive genetic interactions with npl3∆ (i.e., deletion of these 

factors improved the npl3∆ growth defect). The genetics suggested that these genes/proteins might 

have opposing functions. However, we were surprised to find, like npl3∆, deletion of CHD1, CKB2, 

SET2, and EAF3 showed an increase in this ratio. Furthermore, when combining two deletions that 

each have a readthrough phenotype, one might expect an exacerbation; however, when analyzing the 

double mutants, we observed suppression of the npl3∆ readthrough phenotype.  

 In Chapter 1, we focused on the connection between Npl3 and the H2B ubiquitination 

machinery – we observed that by growth, abrogation of H2B ubiquitination exacerbated the growth 

defect of the npl3∆ strain, and deletion of factors responsible for removing the mark suppressed. 

Using the ß-galactosidase reporters, we saw that bre1∆ and htb1K123R caused improved 

transcription termination and ubp8∆ caused worse transcription termination. As above, the 

phenotypes of these single mutants are counter-intuitive considering their genetic interactions with 

npl3∆. When looking at the double mutants with npl3∆, there was no change with respect to the 

npl3∆ mutant alone, suggesting that these factors are not working together to regulate termination of 

this reporter gene. Lastly, if levels of ubiquitinated H2B are important for the behavior of this 

reporter we would expect bre1∆ to be epistatic to ubp8∆, as neither the bre1∆ and the bre1∆upb8∆ 

strains should have ubiquitinated H2B. Therefore, consistent with expectations, the double mutant 

strain phenocopied the bre1∆ strain (Figure 10). 

 While the reporter construct was designed to assay transcription termination, it is an unusual 

situation for the transcription machinery to encounter. Assuming that the 5’ splice site is bound by 

U1, the splicing reaction will be in competition with the termination machinery, a scenario that one 

can imagine only occurs when something has gone wrong during transcription. Furthermore, I was 

interested in the interplay between chromatin and splicing, and while plasmids are generally 
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chromatinized in yeast, there was no guarantee that this chromatin would appropriately recapitulate 

that at endogenous loci. I made an attempt to validate the results from the reporter assay on the 

endogenous GAL10/7 locus. Readthrough qPCR primers were designed such that the amplicon would 

span the intergenic space between GAL10 and GAL7. To correct for altered expression of GAL10 in 

the analyzed strains, the abundance of this amplicon was normalized to an amplicon that falls at the 

3’ end of the GAL10 open reading frame. As a positive control, rna14-64,7 a mutant in a component 

of the cleavage and polyadenylation factor, was analyzed – as expected, this mutant exhibits a 

readthrough phenotype (Figure 11): an increase in the ratio of readthrough product/expression. 

Furthermore, in agreement with the ß-galactosidase reporter assay, loss of NPL3 caused a 

readthrough phenotype. However, the genetic interacting partners of npl3∆ did not exhibit changes in 

readthrough when deleted individually. The double mutants of these with npl3∆ did not have any 

effect on the npl3∆ readthrough phenotype. I additionally performed this experiment to measure 

readthrough at the intron-containing RPS9B and made the same conclusion (data not shown). These 

data suggest either that these chromatin factors affect termination, but not at GAL10 or RPS9B, or 

that they are not involved in termination at all.  

These results further draw into question what the ß-galactosidase reporters are actually 

reporting on. There is the intriguing possibility that because of the unusual order of cis elements 

(5’SS – terminator – 3’SS), that these phenotypes are in some way reporting on a connection between 

splicing and transcription termination. In fact, in metazoans, in which exon definition occurs, the 

terminal exon is defined by an interaction between the spliceosome and the 3’ end processing 

machinery.8 Whether this coupling exists in S. cerevisiae is unknown. However, if this phenomenon 

does occur, perhaps mutation of one of the chromatin factors discussed here impacts this splicing/3’ 

end processing interaction. 

 It is important to note that it has been previously reported that deletion of NPL3 has the 

opposite phenotype to the one described here. Wong et al.4 found using an endogenous deletion of 
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the GAL10 terminator (GAL10-∆56) that the npl3∆ strain exhibits improved growth on galactose, a 

phenotype indicative of improved termination. Consistent with these results, the npl3∆ strain allowed 

early termination at the RNA14 gene, a gene that auto-regulates using several early and weak 

termination sites. A potentially important difference in the two studies is that Wong et al. have 

analyzed this strain in the context of defective or weak terminators, but the terminators in the ß-

galactosidase assay and at endogenous genes are strong. 

 Nevertheless, the phenotypes we found here were quite robust, and are very possibly 

indicative of some very interesting connections among chromatin, splicing, and transcription 

termination.  
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Figure 8. Schematic of ß-galactosidase reporter constructs used to assay transcription 

termination 

The parent plasmid, pHZ18∆2 contains the LacZ gene that is responsible for ß-galactosidase activity, 

interrupted by the intron of RP51. Upon being spliced, a functional LacZ transcript is made. In the 

termination reporter, the intron is interrupted by the terminator sequence of ADH2.  
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Figure 9. ß-galactosidase reporters illuminate strains with terminator readthrough. 

Shown is the ratio of ß-galactosidase activity from the pL101 reporter to that from the pHZ18∆2 

reporter. These ratios are normalized to WT. Height of bars indicates average; dots indicate 

individual measurements. **paired p<0.01 by paired student t-test. * p<0.05 by unpaired student t-

test.  
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Figure 10. H2B ubiquitination machinery influence readthrough in ß-galactosidase reporters. 

Shown is the ratio of ß-galactosidase activity from the pL101 reporter to that from the pHZ18∆2 

reporter. These ratios are normalized to WT and plotted on a log2 scale. Blue bars indicate increased 

readthrough was measured; white bars indicate decreased readthrough was measured. Height of bars 

indicates average; dots indicate individual measurements. 
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Figure 11. qPCR Readthrough assay at endogenous GAL10/7 locus 

(A.) Schematic of locus and location of qPCR amplicons. Arrows indicate direction of 

transcription. 

(B.) Shown is the ratio of the abundance of readthrough product to the abundance of GAL10 

transcription. The ratios are normalized to WT. Results of three independent experiments are 

shown. 
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