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0 0 STUDY OF DIPION PRODUCTION IN THE REACTION ~ p -~ n n n 

BETWEEN 1.6 AND 2.4 GeV/c 

_Andris Skuja 

Lawrence Berkeley Laboratory 
University of California 

Berkeley, California 

ABSTRACT 

An experiment was performed at the Berkeley Bevatron to study the 
. I 

0 0 
I = 0, J = 0 n-n system in the reaction n p ~ nn n , at beam momenta of 

1.60 to 2.40 GeV/c in 0.20-GeV/c inter~als. The reaction occurred in a 

20-cm liquid hydrogen target and the final state was identified by 

detecting the neutron and the y-rays from the n° decays. The detection 

system consisted of (a) a large cubic array of lead-plate optical spark 

chambers surrounding the target for converting y-rays and (b) a set of 

20 plastic-sciritillator neutron co~nters to measure time-of-flight and 

direction from the target, in the pmlar-lab-angle region of. 12 to 72 

degrees. The spark chambers were seven to eight radiation lengths 

thick and covered five sides of a cube, with the sixth side (beam 

entrance face) being nearly closed by lead~scintillator sandwich 

ganuna counters. A sample of 5000 four-ganuna events was obtained that 

passed the kinematic fit to the hypothesis n-p ~ n°:rr0 n with a 1% 

confidence level.. 

The total cross-sections for the production of n .p ~ n°n°n at each 

incident momentum were obtained. The dipion production distribution 

was. 'parametrized using a modified one pion exchange model with form 

factors, and the off-mass-shell nn scattering matrix element extracted. 

It was found that the n°n° production distribution was more peripheral 

than the·OPE model predictions and that above 850 MeV of the dipion mass, 

the matrix. element vari.ed rapidly, indicating a rapid variation of- the 
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I = 0, J := O, phase shift in this region" 

It was also found that at·.low t, the reaction had substantial 

6° production (~ 50%). 

/ 
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I. INTRODUCTION 

The existence of a resonant rr-rr interaction was postulated by 

various physicists before 1960, to explain a ntimber of effects in the 

1 
then known scattering data. Takeda, to explain the total cross-section 

in ftp ~cattering for both the isospin 3/2 and 1/2 case, pr~dicted a 

resonant amplitude .for I(f) = 1(1-) at a mass of ~ 600 MeV and a width 

of - 100 MeV in the rr-rr system. A similar resonant state was predicted 

2 by Frazer and Fulco to enable them to fit the known electron-nucleon 

scattering data. In addition, Nambu,3 to explain the electromagnetic 

form factor of the nucleon, postulated an I = 0 resonant amplitude in 

the rr-rr system. The subsequent study of the rr-rr system, in production 

. 4 
reactions of the type rrN ~ rrrrN by a number of experimenters . revealed a 

large enhancement in the rr-rr invariant mass at 760 MeV. That this resonl"' 

ance, named the p meson, had three charged states, and no others, 

implied that it had isospin quantum number I = 1. Additional investi-

gation revealed that indeed the p had the expected quantum numbers 

·P -J = 1 • Further resonances in the rr-rr system were also discovered at 

higher energies [e.g., the f(l260) meson I(Jp) = 0(1+)] 5• 

A m~re detailed examination of the rr-rr angular distributions in the 

region of the p meson showed that noticeable asymmetries existed in the 

decay distribution of the rr+rr- dipion, as the distributions were examined 

as a function of the rr-rr invariant mass. The asymmetry was attributed 

to the interference of the p with an I = 0, f = 0+ resonance (often 

called the epsilon or sigma) of about the same mass as the p. Subsequent 

+ -detailed examination of the rr-rr system, in the rr rr mode (using mainly 

bubble chamber techniques) yielded data that was interpreted to be 

evidence for a re~onance around the p mass, but -the results were 

ambiguous and inconsistent. 6 
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0 0 . 
An extensive examination of the :n: :n: state followed (in the reaction 

:rr p ~:rr0:rr0n)7 in which the epsilon (or sigma) should have been seen 

unambiguously, since the :rr0 :rr0 system, because of Bose statistics, can-

not have amplitudes for which I = 1. Thus the p cannot be observed in 

this reaction,.which simplifies the analysis considerably. In addition 

for invariant masses ~elow 1 GeV, it has been assumed that only s-wave 

angular momentum amplitudes contribute significantly, so that the Jp = 0+ 

state is well isolated (this last conjecture is not well founded, and 

indeed d-wave amplitudes may contribute to the :rr0 :rr0 system). The 

resulting data of the various experimental investigations, however, were 

not conclusive, and, in addition, were somewhat contradictory. 

To try to resolve these difficulties, an experiment was conducted 

at the Bevatron at the Lawrence Berkeley Laboratory, to study the 

reaction :re-p~ :rr
0

1t'
0 n with high resolution and good statistics. In the 

course of this study a parametrization of the :rr0 1t
0 final state was 

ob.tained. 
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A. Phenomenology of Dipion Production 

1. rr-rr Scattering Amplitudes 

Measurement of the S-matrix in formation.experiments resulting from 

rr-rr scattering are of great.interest in testing theoretical models of 

scattering of elementary particles. Because of the lack of complication 

introduced by spin or unequal masses, the parametrization of the 

scattering is especially simple. Assuming charge independence, we can 

write all the rr-rr scattering amplitudes, A(rrrr--? rrrr), as linear combin­

ations of three invariant amplitudes, fi( s, e), I = 0, 1, 2, where s is 

the square of the center of mass (c.m.) energy, e, the scattering angle, 

and I, the isotopic spin. 

A(rr+rr+--7 rr+rr+) = ~(s, e) 

A(rr+rr---? rr+rr-) = i ~~(s, 
l 

+o ±o 1J2 A(rr-rr .--? rr rr ) = -
2 1 

:r(s, 
. . . l 

. + - 0 0 1 f 2( A(n rr .--7 rr rr ) = } . :r s, 

11 ) 0( 
\ 

e) + 3f (s; e + 2f s, e)} 
e) + 

1 f ( s, e)} 
e) - 0 f ( s, e)} 

The differential cross-section is then given in terms of these 

amplitudes.by the expression 

da (rrrr--? rrrr) 
dD 

In the rrn c.m. system each of the invariant amplitudes can be 

expanded in the usual partial wave decomposition 

I 
f ( s, e) 

where 5 .e I are the phase shifts for the £th angular momentum partial wave 

in the expansion of the amplitude f1 of isospin I. If we keep only s 

and p, waves (£ = o, .e = 1) as is usual for c.in~ energies of the rr-rr sys-

tern below 1 GeV, we obtain for the differential cross-sections 



( 
d: 0 ± 0 

da ~ ~ ~.~ ~ ) 
d.Q' 

2 . 2 
F1 = sin 5 . 0 

9 
. 2 s::. 1 F 

3 
= s~n u 

1 
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+- + -) 2 da( ~ 11: ~ 11: ~ = 1
2 

( n
1 

+ n
2 

cos e + n
3 

cos e) 
dn K . 

4 . 2 0 1 . 2 s::. 2 n
1 

-
9 

s~n 5)
0 

+ 9 s~n u 
0 

+ !±.
9 

cos(5 ° -o 2 )sin 5 °· sin 5 
2 

'0 ' 0 0 0 

/ 

(1) 

(2) 

(2. 1) 

(2.2) 

(2.3) 

(3) 

(3.1) 

(3.2 

(4) 

+ + . It should be noted that ~ 1! elastic scattering (Eq. (1)] can be 

represented by a pure I = 2 state, while all the other amplitudes are 

a superposition of various isotopic spin states. + -The ~ 1! elastic 

scattering amplitude (Eq. (3)] is a superposition of all three isotopic 

± 0 
spin states, I = o, 1, 2; 1! ~ elastic scattering [Eq. (2)] is represented 

by a superposition of I = 1 and I 
+ -2 states; while 1! 1! charge exchange 

[Eq. ( 4 )] is a superposition of I = 0 and I = 2. states. 

Up to the present, pion targets of sufficient density to perform 

meaningful s-channel scattering experiments have not been constructed. 

Consequently, information on 1!1! scattering, and in particular the 
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resonance struc'ture of the :n:-:n: system, must he obtained by other means. 

2. Parametrization of Dipion Production 

Much of our knowledge of :n:-11: interactions is derived from production 

experiments of the form 

We consider only the first of these reactions and define the 

following variables (assuming charge independence): 

p,pl = four momenta of the initial and final statenucleons 

q 

q l .I I 
,q 

four momentum of the initial state pion 

four momenta of the final state pions 

w = (pi + 2 q I + ql I) 2 = (p + q) 

s = (ql + q 1 1 )2 

t 
2 (pi - p) 

where w, s, and t are Lorentz invariants, while the frame or frames in 

which th~ momenta are to be measured will be specified as we proceed. 

Of course, in forming the invariants all momenta should be measured in 

the same·. frame. If we represent the masses of the baryons and the pions 

cos 8 1/2 

where.El is the dipion production angle. is a 

function of w, t, and s. 

The amplitude for the three body' final state can be parameterized 
' 

in terms of a-channel helicity amplitudes. 8 

A(:n:N -) :n::n:N) 

' ( 5) 
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In this representation 8 is the production angle of the dipion system 

in the three body Como frame, While 8 I' f0 1 are the decay angleS Of the 
·~ ' 

dipion system measured in the dipion rest frame with respect to an axis 

of quantization paralli~l to the direction of the ,dipion momentum in the 

three body c.m. system. The quantities 1\ 1 and A 1 1 are the heH:cities 

of the initial and final nucleon states, while A is the helicity of the 

dipion system, all with respect to the beam direction. The symbol £ is 

the relative angular momentum of the two pions, while j is the relative 

angular momentum of the neutron-dipion system. 

To express this amplitude so-that the axis of quantization for the 

decay products of the dipion system lies parallel to the momentum of 

the initial pion, a·rotation must be performe@. We obtain 

i (B 1 )ei/\¢
1 

= L l (- t3(e))i (e)eim¢ 
1\o · Am mo 

m 

where t3 is the production angle as measured in the dipion rest frame. 

'It is preferable to express the ampii. tudes in terms of the rotated 

variables, since in the dipion rest frame the incident ~- momentum is 

equal and opposite to the momentum transfer three-vector, (e- £ 1
), 

( 

making the incident beam direction a convenient axis of quantization. 

This, in turn, will allow us later. to express the thre~ body amplitudes 

in terms of amplitudes which may be identified (taking into accounte 

certain assumptions) with ~-~ scattering amplitudes. We then have 

A(~N ~ ~~N) = L 
j£1\1\ lm 

J ( ) £ ( ) £ ( ) im¢ 
X d -A I' A-A" e d Am - t3 dmo e e (6) 

where e and ¢ are now the canonical scattering angles irt the di-pion c.m. 

system (see Fig. 1). We note that the 
I 

! 

·.~ 
' 
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p 

CM FRAME 

DIPION REST FRAME 

XBL 7111-1631 

Fig. 1. Dipionproduttion anq decay angles. The dipion q¢cay is 
shown to occur irt the.prodi.lction plane~for C'onveniente only--in· 
practice, any rotation of the plane (in the em frame) or the line (in 
the dipion rest ·frame) defined by the two :rr 0

' s around the dip ion 
direction is allowed. · 
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£ 
d (e) = p n (cos e) 

00 XI 

are the usual partialwaves of 1f-1f scattering, and that 

T~~''A'(w,s) = (f,AA''.ITjiA'). 

is a function of w and s only.· Sunnning over j, A, and A', we may write 

~(w, s, t) = 
m 

' ·p, 
L (2j + l)T~A''·''(w,s) 

jA 'A l\ 

(7) 

so that 

A ( 1fN -? rcrcN ' ) = L r! ( w, 
. . £m 

(8) 

£ . 
If the form of the T 's were known, it would be possible to extract the 

m 

1(-1( scattering amplitudes and information could be obtained on 1(-rc 
. ( 

scattering from dipion production experiments. 

3· The Chew-Low Conjecture 

Some light was shed on the structure of the ~'s by G. Chew and 
m 

F. Low.9 They considered the possibiJ.ity that the particle states 

repres;ented by a production amplitude could be split into two groups, 

each of the groups having at least one complete set of quantum numbers 

in connnon. It was conjectured that if a physical particle existed with 

this set of complete quantum numbers, then the.~'s would have a pole 
m 

term, at the mass of that particle, in the momentum transfer variable of 

the constituents of one of the groups. 

Clearly one possible co11figuration of the groups in the case of the 

dipion production amplitude corresponds to an exchanged pion• This case 

is shown schematically in Fig. 2a. 

Bf, (w, s, t) 
m 
' . 2 
( t - ~ ) 

In terms of the .J!•s we write 

£ + C (w,s,t) 
m 

m 

(9) 

.,, 
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The one pion exchange diagram. 

0=----------- -
I --------

1 
I 

. I 
I 
I 

.0 
1{ 

n 

0 
1{ 

Fig~ 2b~ The one pion exchange modified. by abs~rption~ 

Fig. 2c. 

1{ 
0 

1f. --- '-....... . . __ .,... 

p 

--9--- .. .. 
I P 
I 
I 
I 

n XBL 7110-1595 

. 0 0 
Other allowed exchanges in the reaction 1f p --~ 1f 1t n. 



-10 

where the B£'s and C.e 'shave no other poles in t near ~2 • Other poles ' 
m '!It 

in t may exist at the masses of other resonances, but there are further 

removed from the physical t(< 0) region, and should not influence the 

.£ 
observed T 's as much. 

m 

other groupings of the particle states represented by th~ dipion 

production amplitudes are also possible leading to 6(1238) production. 

These are indicated in Fig. 2c. Some of the possible exchanged particles 

are also indicated in thi~ figure. 

It is also assumed that at the pion pole 

lim(t -7 u2 )~(w,s,t). =·BN N(w,t = u
2

)A
2

(s) . m : :rr . · m :rr:rr (10) 
. I 

Thus the T.£'s factor at the pion pole into the N:rrN vertex function and 
m 

the :rr-:rr scattering amplitudes. ·It should be stressed that the existence 

of this limit does not imply that the T~(w,s,t)'s factor everywhere. In 
m 

particular we cannot necessarily assume that 

.£ . £ . 
T (w,s,t) = B(w,t)B (s) m m 

i (11) 

for physical values of t. In practice, however, it is often 

necessary to make this assumption to obtain a reasonably simple param-

etrization of the data (see Sec. r. B.)~ 

4. 
. . 10 

The OnePion Exchange Model with Absorption •. 

If we assume the usual pseudoscalar point coupling at the N:rrN 

vertex, we obtain near the pion pole 
= ig~y 5u A(:rrN -7 :rrri:N) 2 B(s,rt) · 

r(t- U ) 

where the coupling constant, g, can be written as 

2Mf(t) 
~ ' 

(with g =12 g ) ·n:rrp p:rrp 

with 

~2 ) = 0.0822 

( 12) 

( 12. 1) 

( 12.2) 

. ' 
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and ~ and u are the Dirac spinors. Since we want to write the total 

cross-sections as 

1 

(2n) 5 

the Dirac spinors must have the normalization uu = 2M. The one pion 

exchange model assumes that this is the correct form of the amplitude 

for physical values of t a's well. In this approximation we can write the 

differential cross-section of dipion production as 

1 1 

( 4n )'+ 8 

1 
= 

(4n) 2 
1 
2 

·f.· jq'l 

1 
· F hl 

ifplab 
2 

2 
g ( ":" t) 

2 2 
( t .,.. ~ ) 

( 13) 

where Flab is the magnitude of the incident nucleon three momentum 

measured in the laboratory, while q and q' are the magnitudes of the 

three momenta of the initial and final pion, respectively, measured in 

the dipion rest frame. 

It has been found experimentally, in those interactions in which 

one-pion exchange is allowed, that the differential cross-section, as a 
I 

function of t, falls much more rapidly than is exhibited by the t(t- f.J.
2

)""
2 

behavior of the mie pion exchange equations. This can be rephrased to 

say that most of the dipions are produced more peripherally (that is, 

for smaller values of momentum transfer), than predicted by the one­

pion exchange model. 

To account for the discrepancy between observed data and the one 
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pion exchange model, it was suggested, since many final states are 

acttially available to the initial state of the reaction, that the 

amplitude gets absorbed into competing channels, thus strongly attenu-

cting the one pion exchange amplitude. This effect is schematically 

presented in Fig. 2b where the absorption is indicated by initial and 

final state interactions modifying the one pion exchange amplitude. 

To obtain a semi-quantitative estimate of the effect of absorption 

we must expand the one pion exchange amplitude in terms of the helicity 

states. We have 

A(rrN ---:? rrrrN) 

l.:t 
£m AA 1 

If we integrate out the 0 dependence, we obtain 

A ( rrN ----:7 m<N) 
(") 

=L..r.-
£ AAI 

A(w t·£AA 11 A1 )d£ (e) 
. ' ' ' 00 

where 

A(w, t,£AA 1 1 A 1 ) 

A . . £ £A 
= u(p 1

,)\
1 1

) 
5 u(p,A 1 )d (- f3)B (s) 

( t - J..L 2) Ao 1!1! 

We note that 

8 
= Tj cos 2 

l 
- 1 . 1 

[ (E + M)(E 1 + H)J2(E p + PI 
M) 

8 
u ( p I '2 }y 5u ( p' - 2 ) sin -

+ M El 2 + 

8 
= Tj+ sin -

2 

~(pi,- 1 1 8 
2 )r 5 u( P' 2) = Tj+ sin -

2 

- 1 1 8 
u( pI' -2 )r5 u( p' -2 )= - Ti_ cos -'--

2 

We now expand the A(w,t;£,AA 11 ,A 1
) in terms of d~A A_ )\"(8) 

' 

( 14) 

AOPE(w,t,;£AA 11 ,A 1
) = 2~ ~(J + ~)a/w,,s;£AA 11 ,A 1 )d~~,A-AII(8) (15) 
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Absorption now modifies the a J' s by complex phase shifts representing 

the initial and flnal state ihteractions. 

AABS(w t·i?\"A'' )\') = ...!... L (J + 
. · ' ' ' 2n ·~ 

J 
J 

J . 
1 o.(w,s) 
~ )e 1. 
2 

of(w,s) J 
x,aJ(w,s;£7\)\' ',"A' )e d)\,~?\-?\''(8)' ( 16) 

oJ 
In practice the e are chosen to reproduce the observed exponential 

f 11 ff f h d h . b . 11 a o o t e ata, a common c o1.ce e1.ng 

This yields 

oi o~ 
An even cruder approximation to absorption assumes that the e e 

( 
ct dependence is equivalent to multiplication by a factor a + b • e ). 

Hence 

( 17) 

where a, b, and c may be slowly varying functions of w, s, and t. 

The main point to note in the absorptionmodel is that the n-n 

scattering amplitudes are always factors of the three body production 

helicity amplitudes, although it does not mean that the functions 

modifying the one pion exchange amplitudes are independent of s. Thus 

we have 

However.,. in the limit 

2 
lim t -> fJ. 
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still must hold, and the only s dependence of the amplitudes at the pion , 

pole is contained in the ~-~ scattering amplitudes. 

5. Extrapolation 

write 

We note from the one pion exchange model, that 

If we now assume that thecross-section is analytic in t, we may 

a.;.2 (w,s,D) 

2 2 
( t - JJ. ) 

00 

+ 
a....; 

1 
( w, I>, D) · 

· , 
2 

+a (w,s,D). 
( t i- JJ. ) 0 

: . 

(18) 

· · 2 n 
+ L an(w,s,D)(t- JJ. ) (19) 

n=l . · · 
·.. . . ' i .· 2 2 

Then multiplying both sides of the p:revious equation by ( t - JJ. ) and 

taking the limit as t ~ J-!
2 we obta~n 

jB~~i 2 = a_2(w,s,n) 

Except for the factor of 1/t, this method of obtaining the IB 1
2 

is 
.1(~ 

independent of the one pion exchange model and only depends on how 
3 

1 b . . h . f d (J accurate y we can o ta~n t e expans~on o dtdsdD in terms of a power 

2 . ~~ 
series in,(t- JJ. ) from the data. However many terms may have to be 

kept in the expansion yielding many parameters a (w,s;D). In addition 
n 

possible experimental values of t may be far removed from the pion pole, 

making the fit rather ambiguous •. Since we want a_2 (w,s,D) at .the pole, 

this may introduce large errors· in In particular, in the 

- 0 0 reaction ~ p ~ ~ ~ n, the physical final state may be dominated by 
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6(1238) production, which may obscure the correct expansion of the 1(-1( 

cross-section as a function of t. 

Recently it has been suggested that instead of using ( t - 1-L 
2 ) as 

the expansion variable, a conformal mapping of the cross-section should 

be made which would emphasiz~ the small t values of the data, making the 

.d 12 convergence more rap~ • 

6. Form Factors 

We may write the differential cross-section for dipion production 

as 

1 1 1 2 
. 8 . 2 2 • fS . I q I II A( 1tN -4 1(1(N) I 

~Plab (20) 

We have observed that using the Chew-Low conjecture the amplitude may 

be written as 

A( 1tN -4 1t1tN) 
B

2 
( w, s, t) £ . ¢ 

= -L _m ____ d (e)e~m 
£in ( t _ I-L2 ) roo "' 

= I~ 
£m AA I 

. d2 (e )eim¢ 
£ ) roo 

B "" I ( w' s' t 2 m, ( t - 1-L ) 

(21) 

near the pion pole. If the strong variation of the amplitude in t (for 

physical t) can be represented by a set of functions F~A 1 m(s, t), cal led 

form factors, then we may_ write 

(t- ~-t2 )A(1tN -41t1tN) = L{. r F~/\ 1 m (s,t)S~/\~m(w,s,t)) 
£m AA I 

X d£ (e)eim¢ 
roo · 

(22) 

£ . 
where S/\A. 1 m (w, s,t) is now only a slowly varying function of t. It is 

the functions s~" lm. that we riow expand in a power series 
£ . 2 

SAAim(w,s,t) = a
0

(w,s;2m,A.A 1
) + a1(w,s;Jm,A A1 )(t- ·fl) + ••• 

If we further insist that ~A 1m( t = I-L
2

) = 1, then the coefficients 

b£ (w, s) = r a (w;s ;£m, AA I) 
m /\A' o . 
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are the appropriate partial wave amplitudes for :n:-:n: scattering. 
' 

It is assumed that by int~oducing the functions F~?\ 1 m(s,t), the 

power series expansion of S~A 1 m will converge very rapidly, so that only 

a few terms must be kept in the expansion. This is a considerable advan-, 

tage, ~hen extrapolation techniques are to b~ used to obtain the :n:-:n: 

phase shifts from dipion pr~duction data. 

It is, of course, the f:iJquare of the amplitude that is obtained from, 

the data, so that we have 

( t - ~ 2 
)
2

1A(nN ~ nnN) 1
2

= ~ r r;~ :,.,~A 'm 

X 

Writing 

·and 

l'm'KK 1 

*nl n *ill· 0 "( l)ri S )J s"' d "' ( e )d'' · e~ m -:- m · · Y-J -
KK.1m 1 

)\)\
1m m 1 o mo 

s(w, s, t ;£mAA I;£ 1m I KK') 
'*£I £ = s s 
KK 1m' )\)\ 1m 

we now form the expansion 
()() 

(23) 

S(w, s, t;£m)\)\ 1 ;£ 1m 1 KK 1
) L an(w,s;£m?\?\';£'m 1 KK')(t -li2 )n (24) 

m=O 

This expansion also will-converge rapidly, if the power series 

expansion of S~?\'m did so. (rn practice, the expansion is truncated 

for some f, = .e , max so that we obtain only a finite number of functions 

CXl 
F(£m)\)\ 1 ;£ 1m 1 KK 1 

). ] We then obtain 

(t- f-l.
2

)
2

jA(;cN --7 :rt:JtN)I
2

= L ) F(s,t;PmAA 1 ;£ 1m1 Kk 1
) 

.em.e 1m 1 n=O 
)\)\'KK 1 

X an(w,s;£.£nAA 1 ;£ 1m1 KK 1 )(t - f-l.
2 )n 

x d*£ 
1 

(e)dp, (e)ei(m- m
1 
)¢ 

mo mo · 
(25) 

Additional simplifying assumptions are often made •. Usually, when the 
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functions F(s,t;£mAA 1 ;£ 1 m'KK 1
} are chosen to fit the data:, one sets 

F(s,t;£m"A"A 1 ;£ 1m1 KK 1
) = f(w,s,t) 

for all the angular momentum quantum numbers. We then have 

2 21 12 ( t ... f.l ) A (:n:N --7 :n::n:N) , 

00 

= f(w,s,t) L 
n=O 

L {r an(w'' s ;£mAA I ;.e 1 m 1KK 1 
)} ( t~ l) n 

fm lAA 1 

f'm 1 KK' 

x d*£ 
1 

(e)d2 (e)ei(m - m' ):6 
m'o mo 

= 

CXI • 

f(w,s,t) m~ .et a .em,£'m
1

(w s)d*.e
1

(8)d' (e) 
n , ' m1 o mo 

X, ei(m- m')¢(t- f.l2)n (26) e 'm' { } 

If we now assume that we can truncate the expansion in (t -·f.l2 ) after 

n = 0, we obtain 

2 2 • 2 
(t- f.l) jA(:n:N -7 :n::n:N)j 

.em 
a.em,.e lm I (w, S) ci*1l ( e )d.e ( e )ei(m - m I )¢ 

o , m o mo = f (w,s,t) r 
.e 'm I 

= f(w,s,t:)l B (s,D)j
2 

:n::n: (27) 

and we see, that' the ri-:n: scattering amplitudes differ from the production 

amplitudes by a factor f(w, s, t). In this case, we may write 

and 

1 1 1 1 22 
4 .-8 · 2 2 • lcs • I q 

1 I g f.l 
(4:n:) , . ~plab iw 

dJ(J ( ""d?2 s,D ) = 
< :n::n: 

( 4:n: t ~ 
ifp. 2 

2 • ,' , lab 

rs 'q' 
1 

< 2"2 
g f.l 

< 2 
2 -:;.3(J 

(t- f.L ) 0 

f(t,s,w) dt~s~D:n::n: (28) 

so that the :n:,.on scattering cross-sections can be obtained directly from 

the dipion production cross~sections. 
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It is with these very particular assumptions, that the method of 

form factors has achieved its widest use. The prescription, followed 

by most data analyses of production cross-sections, parametrizes a 

2 
function f(w,s,t), such that f(w,s,t = 1J.) = 1, whichapproximates the 

projected t distributions quite well. Then the deviation away from this 

distribution of the remaining projections of the Dalitz plot is 

attributed to pure :rr:...:rr scattering. It should be noted that the form 

' · factors can be different .for each cofficient modifying the helicity 

amplitudes, as displayed expliciting in Eq. (25). A number of 

collaborations have aiso attempted to parametrize the :rr +~- final state 

. h". . 13 1.n t 1.s manner. 

A commonly used form factor for dipion production cross-sections has 

the form 
. . 2 
f(w,s,t) = ea(s)(t- IJ.) • ~ (29) 

"' IJ. 
where a is usually chosen to be a constant over the energy range of 

the fitted dat~. It is, of course, not necessary for a to be constant 

l. 
for the form factor method to be valid. It should be noted, that this 

functional form, in a crude sense, attempts to take into account 

deviations away from the one-pion exchange model by representing 

absorption by the exponential fall-off of the form factor. 

A form factor that often fits the data well, has the form 

f(t,s) = 
t a(t - tmin) 
2 e 

IJ. 

t e 
2 

IJ. 

where t . 
m1.n 

= t(~) 
m1.n is the minimum momentum transfer possible for a 

given value of s. In this case 

djCT i 
a(t - tmin) 

1 1 ::.!._ jq'j 2 2 t e 
f( s) d td sdD 

(4:rr)4 2 .;p2 
g IJ. 2 ( t - IJ.2 )2 :rr:rr 

lab 
r; . IJ. 

and going to the pion pole we have 
'. 

(30) 
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but not 

IB 1
2 J f(s) :rr:rr 

as might be expected. 

More complicated form factOrs have been introduced by DUrr and 

. . 14 . 15 P1lkuhn, Kane and Ross, and others, to take into account threshold 

effects, angular momentum barriers, and kinematic singularities in the 

t-channel. For a description of these particular types of form factors, 

one should refer to the literature. 

7· 
0 0 

Parametrization . of Dipion Production in the Reaction :rr p .----7 :rr :rr n 

Following the previous section, we write 

( 2 )21 ( - 0 0 ~ 2 t - 1-l A :rr p ----7 :rr :rr nA = 

(l() 

L F(s,t;.£mXA 1 ;i 1 m1 KK 1
) 

£m.£ 1m. 1 n=O 
AA 1 KK 1 

x an(s,w;.£mAA 1 ;.£ 1m1KK 1 )(t - i-l
2 )n,. 

For c.m. energies in the dipion rest fram below 1 GeV; we may· truncate 

the series after £ = 0 (since odd, P states cannot contribute to the 

:rr
0

:rr
0

n final state and we have assumed that only .£ = 0 and I = 1 partial 

wave amplitudes contribute in this energy range). We then obtain 

( 2 )21 ( - 0 0 12 t-1-l·. A:rrp.----7:rr:rtn) 
00 

[ F ( s' t; AA I' KK I ) 

n=O "'A-"'A-
1 

KK 1 

Performing the summation over the nucleon helicity states, we may recast 

this equation in the form (by redefining variables if necessal:y) 
oo . 

2 
n 

(t - ,?)21A(:rr-p _, :rro:rro.n)l2 't"' f( ) ( ).( ) ,... , L t, s an w, s t - 1-l 
n=O 

(where f(t,s) J L 
;...;...1 F(t,s;AA 1 

;KK
1

) necessarily). 
KK' 
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It should be noted that the only assumption we have introduced so far 

is the one that only £ = 0 states contribute to the final state. Hence 

• 8 .· 

' 

·r, 

ifp 2 ..fi_ 1 ·( t - .,_/- t c3cr 
lab . 2 2 fciT f(t,s). ctCsdD 

g J.l .· . :ror 

00 

IB:rr:rr(s,n)l
2 

+ 

. . n 
2 

a (w,s)(t- J.l ) 
n [ 

:0.=1 

(31) 

If we also assume that the series tenninates after n = 0, we 

innnediately .obtain IB (s,n)l 2 from the <lata, provided we can obtain 
:rr:rr 

a parameterization of f(w,s,t). In this case, we have 

where 

X 
f(t,s) 

( t - J.l2 )2 

1 1 
2 

1 

1 4 . 2 0 2) ----::.....::- · - s~n (5 .., 5. 
lq' 12 9 0 0 

I + - o o 12 lq' I _1_ A( :rr :rr ·-7 :rr :rr ) = -..L...:l-~-

1 q' I 2 ( 8:rr )2s I q I 

... 

2 2 
g J.l 

(32) 

! 
~·! 

i 
'1J," 

i 
I 
I 
I 
i 
I 
I 
I 
i 

' ! 
I 
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B• Experimental Status of Jr-Jr Scattering Amplitudes 

The invariant isotopic spin amplitudes fi(s,e) of Jr-Jr scattering 

are usually represented, below 1 GeV of the dipion mass, by the first 

term in the partial wave expansion, yielding 

io 
0 

f
0 

2e 
0 

sin 5~ 
• ..,_1 
~u, l 

f1 6e 1sin 51 cos e 
i5

2 
2 2 0 • 2 r = e s~n 5 

0 

so that each of the amplitudes is completely specified by a. single phase 

I shift 5£. Considerable effort has been expanded over a ten year period 

to measure the 5: 1 s as a function of the invariant dipion mass, these 

measurements being mainly derived from produ~tiort experiments. 

2 
Examination of Eqs. (i) - (4) of Sec. I. A. 1. shows that 5 can 

0 

be unambiguously obtained from 1r \c + elastic scattering experiments. 

Unfortunately, no experimental determination of 52 using this interaction, 
0 

or the corresponding production reaction 1r+p ~ Jr+Jr+n, has been done. On 

. 16 
the other hand, Baton et al. have recently extracted the I = 2, £ = 0 

0 - ) phase shifts as a function of the 1! 1! mass (see Fig. 3 from the 

- 0 -production reaction 1r p -? 1r 1r p. It is relatively flat and structure-

less and also negative in the dipion mass region below 1 GeV. 

l 
From the same equations, it can be seen that o.1 can be obtained 

from 1!:!:7!
0 

elastic scattering by a partL:J.l wave analysis of the angular 

distribution of the final state (the corresponding production experiments 

+ + 0 + 0 
being 1!-p-? 1r 1r·p). It has been easily observed that 1!-1! production is 

dominated by a resonant state of mass 760 MeV, subsequently named the p, 

even without using the more sophisticated extrapolation or form factor 

techniques. An examination of the pion angular distribution in the 

.dipion rest frame revealed a forward-backward asynnnetry that changed 
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DIPION MASS (MeV) 
XBL 7!111-1630 

Fig. 3· _The ·s-wave phase shifts. The down-up and up-down solutions · 
of Schlein et al. ( +) and the solutions of Gutay et al. (Y') are shown -
for 5 0 °. The two solutions of Baton ef al. for 5 2 are also shown 
(~,$). - 0 

_j 
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sign as it passed through the p region. This asymmetry has been 

attributed to the interference of the f 1 with the f2 amplitudes in the 

r/Jt
0 

scattering. The p parameters (mass and width) obtained using 

extrapolation artd form factor techniques on the production amplitudes 

can be directly compared to those obtained in p photoproduction 

( e + e- --7 p --7 rt+ rt-) thus yielding a measure of the effectiveness of 

obtaining rt-rt ~cattering information from production experiments. The 

results are in reasonable agreement. 17 

+ -: The p meson can also be ob~erved to dominate rt rt elastic scattering 

[ J - + -Eq. (3) as observed in production experiments of the type rt p --7 rt rt n. 

In this case the pion decay distributions in the dipion rest frame show 

a persistent forward-backward asymmetry that retains the same sign as it 

passes through the p regi.on. This asymm~try has been attributed to a 

resonant f0 amplitude, interfering with the f 1 amplitude in the proximity 

of the p mass. 

It has been the f0 amplitude, and consequently 5°, that has been 
0 

the most difficult to extract from ~he experimental data. The phase 

shift 5° 'can be measured in rt + rt- elastic scattering (in the production 
0 

+ - + + - . . 
experiments rt p --7 rt rt n, .rt n --7 rt rt p) and charge exchange (in the 

d . . - 0 0 + 0 0 ) correspon ~ng exper~ments rt p --7 rt rt n, rt n --7 rt rt p • Since the elastic 

scattering has charged pions in the final state, it has been more 

amenable for bubble chamber analysis than has been charge exchange 

scattering. A number of groups have collaborated to analyze the world's 

+ -sample of rt rt bubble chamber data. All these analyses, however, have 

been plagued by a number of problems. 
/ 

.·Upon examination of Eq. (3) agairi, 

(3) 
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4 . 2 50 1 . 252 4 
Dl = - s~n + 9 s~n o +-

9 0 9 

4 I 0 1 0 
D2 = cos(5 - c 1 )sin 5 sin 

0 0 

D 9 
. 2 -~ 1 

3 
= s~n u 

1 

0 
cos(5 0 

1 o
1 

+ 2 

52) . ~ 0 52 .;. . s~n b sin 0 0 0 

. ( 2 1) . 2 coso -o 1 s~no 0 . 0 

(3.1) 

. 1 
s~n 51 

(3.2) 

(3-3) 

we observe that the cross-section is dominated by the p meson in the 

p-wave (n
3

). The_ s-p interference term, n2 , however, can be used to 

obtain 5~(s), if we assume that oi(~) is ,adeq~ately represented by the 

p resonance ~reit-Wigner and that o
2

(s) is correc~ly represente~ by the 
. 0 

data of Baton et al. This proceedure, however, yields two ambiguities. 

(a) 
o" o 

If we set 5 = 5 + rc, then n
2 

is invariant under this substi-o o, 

tution. The correct choice of o 0 in this case can be ~ade by a careful 
0 

d f h 
0 0/ + + · t · t · f 1 Cline et a1. 18 

stu y o t e rc rc rc rc ~n ens~ty ra ~o or ow rcrc masses. L 

I' 

have studied this problem and have shown that 5° 'is initially positive 
. I I ,, I . . I I , 0 -

i , 2 
ap.d remains positive if We assume the 50(s) phase shift of Baton e:t al. 

i (b) If we make the substitution 
ol I 

5 
0 

· rc o 1 
= - - (5 - 5 ) 2 0 , 1 

in Eq. (3.2), we obtain 

2 ( 2 1) . 2 . l + cos 50- 51 s~n 50 s~n 51 

(33) 

4 , 0 I I ( 0 II 1) , 1 2 ( 2 1) , 2 i 1 
= s~n 5 0 cos 50 - 51 s~n 51 + cos 50 - 51 s~n 50 s n 51 

and we see that n2 is invariant under the transformation. n
1

, of course, 

is not invariant under this substitution of variables. It has been 

argued by Gutay et al. l9 and generally accepted by others, however, that 

the,observed n
1 

is strongly affected by incoherent background and the 

depolarization of the p due to absorption. Hence, it cannot be used to 

resolve reliably the ambiguity inherently present in n
2

• 

-" 
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1 
From Eq. (33 ), we see that for o

1 
( s) 

o 2 o'' 2 ·. 
5 (s = m ) + 5 (s = m ) = n 

0 p 0 p 

~ (at s 

0 0 I I 

If, in addition, 5
0 

= 5
0 

, 
o n . 

then 5 = - and we have a resonance in 
0 2' 

0 . 2 
f (s,e) at m as well. In 

p 
+ -fact the n n data indicate that the various 

0 . 
solutions for 5 do cross at approximately the mass of the p meson and 

0 

hence £
0 

does resonate at this mass. Figure 3' illustrates the experi-

o . + -
mental situation for the measurement of 5 (as obtained from n n data), 

0 . 

showing explicitly the various passible solut'ions. Since the various 

solution curves cross at 5~ ~ ~' within experimental error, they cannot 

be connected ~nambiguous.ly (using continuity arguments) above and below 

the crossing point. Thus there are foui possible solutions in all for 

the I = O, '" = 0, phase shift; picturesquely called the up-up, up-down, 

down-up,. and down-down solutions. Furthermore if the solutions are 

interpreted to represent a resonant state at the mass of the meson, the 

width of the resonan.ce depends on which of the four possible soluti,ons 

is favored to be correct. + -Despite many attempts, at present then n 

data has not yielded a convincing unique solution for the 5° phase shift. 
0 

. .· + - . . 
Two major compilations of the world's n n bubble chamber data have 

b 1 d b 1 20 . d hl . 1 21 een ana yze y Gutay et a • an Sc e1.n et a • The two analyses 

differ in their method of extracting the n-n scattering amplitudes .from 

the production interaction data, and subsequently differ in their four 

• • ··0 
poss1ble solut1.ons for 5

0
• Thus there exists, not only a fourfold 

ambiguity due to the functional form of the n+n .. scattering cross-section, 

but also, a discrepancy in the results of the fits to the data (in many 

cases, the same data), yielding different results for the four possible 

solutions. 

20 . . 
Gutay et al. calculate their n""n scattering amplitude in the Born 
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approximation (one pion exchange model) and apply absorption corrections 

as outlined in sec. I.A.4 to take into account the t dependence of the 

observed cross-sections. Keeping only s and p waves and using the dipion 

decay distribution for only small t values (on the assumption that these 

amplitudes extrapolate correctly to the rr~rr scattering amplitudes in the 

limit oft= m
2

rr)' they fit their data to the ratio n2 /n
3

• They use a 

l 
Breit-Wigner resonance corresponding to the p to represent the 51 phase 

shift. Obtaining 52 from other experiments (or neglecting it entirely) 
0 

they are then able to get 5~ from the ratio n
2

/n
3

• 

. 21 
Schlein and Malamud, on the other hand, assume that the helicity 

amplitudes of Eq. (8) factor, so that writing 

A(rrN ~ rtrtN) = [ . .-/ ( w, s ; t )Y£ ( D ) 
£m m m 

they obtain 

' £ ( B!(w, t)~(D) ) 
= LB (s) [ 2 

f, . rtrt m ( t - 1-L ) 
A(rtN ~ rtrtN) 

They then set B£ = (a(t) + b(t)ect) where a(t) and b(t) are polynomials 
m 

in t, while c is a constant ( b ) d h I B£ ( s) 12 it may e zero an extract t e 
rtrt 

from the moments (Yf,(D)) of the rr-rr decay distributions. 
m 

Gutay
1 

et al. favor their down-up solution for 5° while Schlein et 
0 

al. favor their up-up solution. It should be pointed out that the up-up 

solution of Schlein et al. is consistently 15 tri 20 deg greater thari the 

dowri-up solution of Gutay et al. in the dipion region below the p mass. 

The two solutions appear to agree in the region from 750 to 1000 MeV. It 

should be emphasized that all these analyses assume negligible contri-

butions from rrp ~6rt to the data. An analysis similar to the one outlined 

22 + -has been carried out by Schlein et al. for the reaction rr p ~6rt rr 

with similar results. 

In summary, all these efforts have had to contend with the funda-
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0 + -mental ambiguity of the fourfold solution for 5 as obtained from n: n: 
0 

scattering data, and while the various analyses have favored various 

solutions (not necessarily the same), none has provided a convincing 

unique solution. 
0 

To overcome this problem one must isolate the f from 

the f 1 amplitude, by studying a n:-n: reaction inwhich the p does not 

+ - 0 0 occur, namely JC n: ~ n: n: • Because the final state pions are identical, 

the dipion canonly have the quantum numbers I= 0, or 2. Thus 

dcr (n:+n:- ~ n:0 n: 0
) 1 4 sin2 (o2 -5°) 

dl1 = K 2 • §" • . . o . o 

for events below 1 GeV in the dipion inass. The corresponding production 

- . 0 0 reaction is n: p ~ nn: n , having a completely neutral final state. Each 

of the n°'s decays into two gamma rays with a mean life of 0.76 X lo-
16 

seconds in its own rest frame. Thus, to observe the reaction unambig-

uously we have to detect a neutron and four gamma rays" 
. . 

A number of experiments have been done to observe the reaction 

0 0 + 0 0 ) X p ~ rr n n (or n n ~ rr n p • These can be group~d into three categories. 

(a) Only the gamma rays arising from the n°n:0 final state are 

detected in the course of data taking. If both energy and direction of 

all four photons can be measured, then it is possible to reconstruct the 

~ntire final state. Usually, it is difficult to measure the gamma ray 

energies very accurately and at the same time ·obtain good angular 

resolution on th~ gamma ray dir~ctions. It is; however, possible to 

reconstruct the final statewithout obtaining the photon energies (and 

hence, the entire· final state). 

If a particle, like the n:0
, decays isotropically into two massless 

particles in its own rest frame, then fromkineinatics, it is possible to 

show that in any other reference frame in which the particle moves with 

a velocity [3 there is a minimum opening angle between the decay products. 
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It is ·a function only of the rest mass of the particle and its velocity 

in the g~ven reference frame. Furthermore,· the probability distribution 

of opening angles peaks sharply at minimum opening angle. In addition, 

at minimum opening angle, the direction and energy of the parent 

particle can be uniquely determined from the direction of the decay 

products. 23 Thus, if it is assumed that all opening angles are minimum 

opening angles, in the c.m. frame, say, then it is possible to recon­

struct: the :rr
0 four momentum by using only the gamma ray directions. 

0 0. 0 
In the case of the :rr :rr final state, there are in fact two :rr 's 

that have to be reconstructed from the gamma ray directional information, 

so that three possible pairings of the four gamma rays exist, which will 

yield different momenta for the final state :rr
0 's, and hence, different 

dipion invariant masses. A criterion must be established, in this case, 

to choose which of the pairings is appropriate (the requirement that the 

neutron energy, by momentum conservation, be positive, is usually not 

enough). The criteria are all, more or less, arbitrary. A choice that 

is sometimes made requires one to select that pairing of the gamma rays 

which will yield a dipion having its momentum as similar to that of 

the incident ~ as possible. This choice reflects the peripheral nature 

of the interaction (but may tend to force the data to ~ppear more 

peripheral than it actually was, in fact). 

The pairing ambiguity can still exist if the gamma ray energies 

are measured with large errors, although in this case the ambiguity 

should riot occur as often. 

Iri addition, the method of detecting only four gamma rays cannot 

distinguish those events which he1.ve six gammas, say, in the final state, 

only four of which are observed. (This process we will call feed..:down.) 

Thus ·the final results depend heavily on Monte Carlo calculations 
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yielding the correct background distributions for multi-gannna events 

that are detected as four gamma events (or ignore this possibility 

entirely). 

(b) The gannna rays as well as the neutron are detected, but only the 

neutron time of flight and direction are measured. This type of experi-

ment is, in essence, a missing mass experiment for four photon events. 

It cannot reconstruct the entire final state, and, in particular, cannot 

estimate the amount of ~(1238) background that may be present. It also 

suffers from the problem that multi-photon events that are detected as 

four gannna events will be treated identically to the legitimate data, 

yielding a (possibly) large and usually unknown background. 

(c) All four gannnas and the neutron are detected and measured yielding 

a complete measurement of the final state. Unfortunately, all experiments 

that have attempted to measure the total final state suffer from limited 

statistics (a few hundred events). 

The experiment of Wahlig et ·. al.,24 Corbett et al. 25 and the first 

experiment of Sonderegger et a1o
26 

fall within category (a). 

24 
Wahlig et al. observed the gannnas of the final state using brass 

plate spark chambers, but did not observe the recoil rieutron. Using a 

form factor of the type of Eq. (29), and assuming that the production 

amplitudes factor, they were able to determine a broad resonance in the 

0 0 
1r ,-r mass spectrum centered at 600 + 100 MeV with a full width of 

4oo + 100 MeV. Their mass resolution was of the order of 100 MeV. The 
. . . 

data was taken at an incident beam momentum of 10 GeV/c, and beca~se of 

their restricted geometrical acceptance they could not observe the n,-r 

channel below 1. 5 GeV thus limiting any~( 1238) events. 

C b 1 
2 5 h d . . d - b. f 1 7 1 88 2 1 2 3 or et et a • a ~nc1. ent ,-r eam momet1ta o • , • , .• , • 

and 2.46 GeV/c in their experiment. They observed the four gannns of the 
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final state in a cubical array of thin plate spark chambers, but did not 

detect. the recoil neutron. The final state was reconstructed using the 

minimum opening angle assumption, giving a (n°n°) mass resolution of 

100 MeV. Rejecting all events in the L.( 1238) region (1.2 < ~n 2 < 1. 7 ), 

their data was consistent with a broad resonance at. 600 MeV with a full 

width of 400 MeV. Although it was never stated, the statistics of the 

fit is consistent with a total sample of 100 events. 

. . 26 0 0 
Sonderegger et al. have observed the nn n .final state in two 

different experiments using a single stack of lead plate spark chambers 

exposed to a beam momentum ranging from 3 to 18 GeV/c. They did not 

observe the recoil neutron in the first of their experiments, but 

obtained an estimate of the garrnna ray energies by counting the number of 

sparks in each shower. Obtaining a three constraint fit to the kine~ 

matics {they assUm.e that the particle recoiling against the n°n° system 

is a neutron), they saw no L.( 1238) contribution in their final state, 

0 but did find that their estimate of 5 is consistent with the up-down 
0 

solution of Schlein et a1. They assumed that the form of the cross-

section was the same as that used by Wahl:lg et al. 

The experiment of Deinet et al. 27 and the first experiment of 

Feldman et al. 28 fall within the second category. 

28 0 0 Feldman et al. have 9one two experiments to look at the nn n 

final state at incident n":" momenta of 1.52, 1.53, and 1.27 GeV/c. They 

used spark chambers consisting of four radiation lengths of lead and an 

annular ring of neutron detection counters .at a laboratory angle of 

24 deg with respect to the beam line. In their first experiment they 

measured the time of flight .of theneutron, but did not fit the entire 

final state. Instead; they observed if they .had .f four gamma event in 

the spark chambers and then looked at the time of flight distribution of 
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the neutrons, in essence doing a missing mass experiment for four gannna 

events. This prevented them from observing 6(1238) background. They 

did observe a narrow resonance at a dipion mass of 700 MeV and -a width 

of 50 MeV. They did not observe it in their subsequent experiment. 

Deinet et al. 27 observed the nrr0 rr0 final state in a cubical array 

of spark chambers and a system of neutron detection counters, monitoring 

the neutron time of flight as well. However, they did not fit the entire 

final state doing only a missing mass experiment for four gamma events. 

Again, as in the case of the first experiment of Feldman et al., this 

prevented them from observing the 6( 1238) content of the final state. 

Their data was consistent with a resonance near the p mass with a width 

of 300 MeV. 

In the third 

and Sonderegger et 

category fall the second experiments of Feldman et a1.
28 

26 al. and a bubble chamber experiment of Besinger et 

al. 29 studying the interaction rr+n ~ rr 0 rr0 p. 

. 28 
Feldman et al. repeated their first experiment but added more 

neutron counters so that the neutron detection system consisted of two 

annular rings at 20 and 40 deg. They then did a kinematic fit of the 

entire final state with two constraints (not measuring the energies of 

the gamma rays). They found that their distributions were consistent 

) 0 0) with a large 6(1238 contribution and a (rr rr resonance centered at 

715 ±. 3 MeV with a width of 150 ± 150 Mev. However, this fit was based 

on only 250 events that passed the two constraint fits, out of an 

initial 113,000 triggers. 

Sonderegger et ~1. repeated their first ex~eriment, adding a set 

of 32 neutron counters and an LMN polarized target. They then attempted 

a 6c fit to the data, assuming the target to be a stationary proton. 

Because of large background effects, they analyzed the nrr0
;r

0 state. for 
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asymmetry due to the polarization of the target only. 

An experiment using tantalum plates ina hydrogen bubble chamber 

f . h b d b . 1. . 29 . or gamma conversJ.on as een one y BesJ.nger et a • · J.n an attempt 

b .0 0 1 to o serve the pn n fina state. They however were unable to extract 

phase shtfts successfully from their data because of low statistics and 

poor gamma detection efficiency. Iri addition they observed only a small 

contribution of 6(1238) to the final state. 

In summary, there exists disagreement on the measured values for 

5~(s) in the region below 1 GeV of the dipion mass, and there is a large 

discrepancy as to the amount of 6( 1238) present in the nn°n° final state. 

It would appear that an experiment observing the interaction::n- p -7 n°n°n 

with high statistics and good resolution would resolve these problems. 

.A 



-33~ 

II. DESCRIPTION OF EXPERIMENT 

A. General 

0 0 
The production reaction :rr p --7 n:rr :rr was studied at the Bevatron of 

the Lawrence Radiation Laboratory at Berkeley. A :rr beam varying in 

momentum from 1.6 to 2.4 GeV/c in 0.2 GeV/c steps was incident on a 

liquid hydrogen target 20 em long. The beam cross-section was defined 

by ~ three counter beam telescope, wh{le the direction of each incident 

beam particle was defined by a set of scintillation counter beam 

hodoscopes. Beam contamination of !1-'s and e-'s was monitored by a 

threshold Cerenkov counter (see Fig. 4). 

A neutral final statewas assured by anticoincidence counters 

surrounding the hydrogen target that vetoed any interaction in which 

charged particles were observed. 

The gamma rays from the decays of the two :rr 0 Is were detected by 

photographing the showers produced by their conversion into electron-

positron pairs iri the lead plates of the spark chambers. The spark 

chambers contained seven to eight radiation lengths of lead and formed 

five faces. of a cube surrounding the hydrogen target. The non-interact-

ing beam particles and the neutrons had to pass through the spark 

chambers. Gamma detection counters, constructed of lead scintillator 

sandwiches, and placed in the upstream face of the cube, detected gannna 

rays escaping the spark chamber volume in this direction. In this manner 

3·7 :rr steredians were sensitive to gamma detection. The energies of the 

gamma rays were estimated by counting the number of sparks observed in 

each chamber and comparing this number with empirically determined curves. 

The neutron was detected by 20 large scintillation counters, and its 

time of flight measured, the first beamcounter defining the timing origin. 

The neutron detection counters were placed roughly in a semicircle 15 ft 
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from the center of the target, such that they covered a region of 12 to 

72 deg of the neutron production angle in the laboratory. 

Each of the neutron counters had a veto counter in anticoincidence 

in front of it to prevent any charged particle triggers that could 

result from electron production by gamma ray conversion in the spark 

chambers surrounding the target. The veto counters also prevented 

charged particle triggers in the more unlikely case of neutron inter-

actions in the.lead plate spark chambers producing charged particles that 

could escape the chamber volume. 

An acceptable event which triggered the spark chambers consisted of 

the beam counters in coincidence with the neutron counter signal, and 

no count in either the target or neutron counter antis. The neutron 

time of flight also had to lie within a predetermined timing gate approx-

imately 100 nsec wide. 

Possible neutral final states which have sufficient cross-section to 

be non-negligible at these ~ energies are 

0 
rrp-7 ~n 

Tjn 

wn 

Tj~(960)ri (i£ the Tj 1 -77t decay mode exists) 

0 0 
~ ~ n 

0 0 6 
~ ~ ~ n 

0 0 0 
~ ~ :rr n 

All the·mesons in these final s~tes decay so rapidly.that they do not 

emerge from the target and only the reaction 

can be observed. Thus an n~0~0 final state was observed as a neutron 

and four gammas in the final state. 0 0 
Background events to the n~.:rr 
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final state arise if not all the r's from the events that have more than 

four gannna rays in their final state are observed (3:rr0 's, 4:rr0 's, etc.) 

or if a single shower is counted as more than one shower in events that 

have fewer than four gannna rays in the final state (w, :n:
0

, TJ)· 

In this experiment all the four ganuna events at all momenta were 

0 0 . 
kinematically fitted to the hypotheses :rr p -> :rr :rr n using the kinematic 

fitting program SQAw. 30 Since the four momenta of all the particles 

iri both the initial and final state are known, a six constraint fit was 

obtained. The resulting kinematically fitted events were then fit to 

various theoretical models.using the maximum-likelihood maximization 

program OPTIME.3l 

1. Feasibility Studies 

The deployment of the neutron counters was motivated by the desire 

to get as large a spread of the invariant mass of the dipion system 

around a central value of 700 MeV as possible. Also it was desired to 

get as high a mass of the dipion system as possible. This meant that 

~t least 60 deg of the polar angle h~d to be subtended by the neutron 

counters in the laboratory, and that the first neutron counter should be 

placed as tlose to zero degrees as practical. It was decided that 20 

cylindrical neutron counters 8-in. in diameter placed at 15 ft from the 

hydrogen target would satisfy the requirements (with this geometry each 

neutron counter subtended approximately three degrees in the lab with a 

timing resolution of 2/3 nsec). The relative timing error, 6.t/t, would 

have been improved by increasing the distance of the counters from the 

target, but this lowered both the solid angle subtended and polar angle 

subtended in the lab by a single counter necessitating a larger number 

of counters to cover the same kinematic region. The kinematics of 

the. o·o dipion production in reaction :rrp -+ :rr :rr n, for a beam momentum of 
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2.4 GeV/c, have been displayed iri Fig. 17a (page 85a) both as a function 

of laboratory production angle and c.m. production angle. The neutron 

counter cylindrical geometry was chosen because of the existence of 

well-tested programs to calculate their detection efficiency for this 

geometry. 

The size of the hydrogen target was chosen to maximize the inter­

action rate along with good resolution of the interaction point. It was 

found by Monte Carlo studies that, given the directional resolution of 

the neutron counters and the showers in the spark chambers, an B~in long 

target did not significiantly alter this resolution when compared to 

that obtained for a 4-in. target. However, when even larger targets 

were contemplated (12-iri. for example) it was found that the resolution 

did get substantially worse. Hence an 8-in. long cylindrical target, 

4-in. in diameter, was chosen. 

The maximum beam momentum, and hence obtainable dipion mass, was 

dictated by the physical layout of the experiment. The large lead plate 

spark chambers were already in position when the experiment was being 

planned, and hence the beam line had to be such that beam could be 

brought to the chamber volume from the Bevatron. It was found that with 

the beam elements available at the Bevatron, 2.4 GeV/c was.the highest 

beam momentum that could be obtained. 

It was decided to conduct the experiment at five different beam 

momenta to investigate the possibility that the dipion amplitude was a 

function of the three body final state center .of mass energy. It usually 

had been assumed in most theoretical discussions that this was not the 

case. 
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B. Apparatus 

Much of the detailed description of the apparatus employed in this 

32 experiment has already been presented elsewhere. It is included in 
'.-.· 

this ;write-up for completeness. 

1. The Beam 

The :rr secondary beam was collected from an aluminum internal travel 

target in the Bevatron of dimensions 1/4-in. vertically, 1/2-in. 

horizontally, and 10-in. along the internal circulating proton beam 

direction. Aluminum was selected as the target material to try to 

minimize the electron contamination of the beam resulting from gamma ray 

conversion within the target which resulted from the decay of :rr0 's 

produced within the target. In addition aluminum has a: high cross-

section for :rr production for the purposes of this experiment. The 

field values of the beam elements (see Fig. 5) were predetermined using 

the program OPTIK33 and were within the expected errors of the final 

settings. 

The beam line could be divided into two halves at the momentum 

defining slit (sl). The beam was taken from the target at zero degre1es, 

was steered into the first quadrupole doublet (Ql) by a bending magnet 

(Bl). The quadrupole doublet focussed the beam on the momentum defining 

slit, located between two H magnets (bending magnets). The first of 

these H magnets (B2), run with a 6.:.in;, gap,· did some momentum selection 

before the momentum slit, and bEmt the beam onto the brass collimating 

slit. The second H magnet (B3), which had a 4-:Ln~· gap, completed the 

momentum selection. The final focus on the hydrogen target was achieved 

by a quadrupole triplet (Q2). 

The beam line through the second and third bending magnets, defined 

upstream of the H magnets by the axis of the quadrupole doublet and 
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downstream by the axis of the quadrupole triplet was wire orbited for 

the five central momenta of the experime!lt, such that the beam line 

passed through the center of the momentum defining slit. Each of the 

H magnets was wire orbited individually, this measurement agree·i:ng very 

well with that obtained when the two magnets were wire orbited in tandem. 

A 4 by 4 in. lead collimator was placed downstream of the final triplet 

but well before the hydrogen target to minimize the beam halo. 

The IJ. and e beam contamination was monitored through out the 

experiment by a threshold Cerenkov counter. The complete beam compo-

sitionwas also measured at the outset and the finish of the experiment. 

It was found that the electron contamination was 8.5%, 5.6%, 4.6%, 3-0%, 

2-3% while the IJ. contamination was 2.6%, 2.0%, l.O'fa, 0.8%, 0-5%, at 

1.6, 1.8, 2.0, 2.2, and·2.4 GeV/c respectively. 

Beam profile studies indicated that the angular divergence of the 

beam was less than ±. 1 degree. The momentum dispersion was lsp/p = ±.0· 015. 

To minimize small angle multiple scattering the beam was run through a 

helium bag system for most of the beam path. The final beam cross-section 
I 

at the target was roughly elliptical in sbape, such that the area, 

within which the beam intensity was half of its maximum value or greater, 

had a major axis, horl:zontally, of 3 ino, and a minor axis, vertically, 

of 1/2 in. 

The average beam intensity was 250 x 103 picims per second during a 

Bevatron spill ranging from 0.8 to 1.2 secondso Roughl:Y .. 25% of the beam 

particles were vetoed by electronics designed to render the data 

collection independent o£ the beam rate (see the section on electronics). 

As a result the net· useable flux was of the order of 190 X 103 pions 

per pulse. The data taking rate was about two pictures per Bevatron 

pulse. 

-·· '· 
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2. The Cerenkov Counter 

The Cerenkov counter consisted of an aluminum cylinder 72-in. long 

and 8-in. in diameter, with explosively formed domed ·aluminum entrance 

and exit windows 3/64-in. thick. Inside the cylinder, at a distance of 

about 12-in. from the downstream face of the counter was placed an 

aluminized Mylar mirror, 1/4-mil in thickness and inclined 45 deg to 

the axis of the tube. The Cerenkov light produced by an incident beam 

particle would be reflected by the aluminized Mylar mirror through a 

3/4-in. thick quartz pressure window into a single Aril.perex XPlo40 5-in. 

photomultiplier tube placed in contact with the window and run at a 

positive high voltage. The counter, except for the domed windows, was 

completely lined with Alzac to aid in the light collection efficiency of 

the counter. It was filled with Freon 12 (Ccl2F2 ) and was run at 

pressures ranging from 0 to 50 psig. During data taking the Cerenkov 

counter was run at pressures of 32, 22, 18, 14, and 6 psig for a beam 

momentum of 1.6, 1.8, 2.0, 2.2, and 2.4 GeV/c respectively. 

A schematic of the Cerenkov counter has b~en dis~layed in Fig. 6. 

3. Liquid Hydrogen Target 

The liquid hydrogen target was a cylinder of 0. 0075 in. Mylar, 

8.0 in. long and 4.0 in. in diameter. The flask was placed in an 

evacuated jacket of 0.030 in. spun aluminum, the beam passing through 

entrance and exit windows of 0.01 in. Mylar. A long pipe was connected 

to the re-enforced upstream end of the aluminum jacket. It served to 

support the target and the counters surrounding it, as well as contain­

ing the delivery lines of liquid hydrogen to and from the Mylar flask. 

The re-enforced section of the aluminum jacket had a re-entrant 

hole of 4-in. diameter, allowing the placement of the last beam counter 

unusually near the liquid hydrogen flask. This counter (:M3) consisted of 
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a scintillator mounted 1.7-in. from the flask and an air light pipe 

through which the beam passed. (See Fig. 7. ) 

Beam particles could scatter in the last beam counter, the Mylar 

walls of the hydrogen flask, and the Mylar windows. of the aluminum 

jacket, .as well as the hydrogen contained in the flask. Counting rates 

with and without hydrogen in the flask were measured. Defining the 

ratio R 

R = rate 
rate 

it was found that for the pro~ess :n:-p -7 (neutrals), R ranged from 0.11 

to 0.12. If it was required that a neutron was detected as well, this 

ratio increased, presumably, because of room background, and ranged 

from 0.13 to 0.16 as the incident Jr- momentum changed from 2.4 GeV/c to 

1.6 GeV/c. 

4. Spark Chambers and Optics 

The spark chambers and optics were constructed for a prior experi-

ment. A complete description of the physical layout can be found in the 

published reports on that experiment. 34 The spark chamber pulser and 

discharge gaps have also been described elsewhere. 35 

There were five spark chambers, each forming one face of a cube, 

which enclosed a free volume of approximately .one cubic meter and which 

contained the liquid hydrogen target. Each spark chamber was viewed in 

orthogonal stereo" A system of 46 mirrors brought all 10 views to a 

single Flight Research camera. An array of data lights and a clock 

recording PST were also incldded in the photograph. 

Each of the four side chambers contained 42 lead and 12 aluminum 

plates of dimension 4 by 5 ft. The back chamber contained 48 lead and 

13 aluminum plates 6.5 ft. squareo These plates were separated by 
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optically clear Lucite frames with a gap spacing of 5/16-in. The lead 

plates were in reality a lamination of 1/32-in. lead between two sheets 

of 1/64-in. aluminum. Because of the use of such very thin lead plates, 

the detection efficiency for low energy showers was quite high. The 

threshold for detection was E ~ 10 MeV, while the probability of 
r 

detection for Er of,20, 4o, 60 and 80 MeV was 0.35, 0.75, 0.90, and 

0.95 respectively. However the use of such thin plates meant that a 

large number had to be used to achieve the desired radiation length of 

~ 7 in the side chambers, and ~ 8 in the back chamber. 

Because the detection efficiency for a single photon was high, the 

number of photon events having j-gannnas in the final state that would 

be observed as k-gannna events, where k was less than j (because the 

missing gannns failed to convert in the lead plates of the spark chambers), 

was relatively small. (The process of a j..;gannna event being detected as 

a k-gannna event, k < j, because some of the photons failed to convert 

will be called feed-~own.) 

The first five plates of each chamber were 3/64-in. aluminum. The 

probability of gamma rays converting in this region was very small, 

since it constituted a total thickness of only 0.07 radiation le-ggths. 

It was thus possible to as~ure that a particle with a visible tratk in 

the first four gaps of the chamber was charged. Especially in the back 

chamber, this aided in the elimination of electron showers produced by 

the electron contamination in the beam. It also aided in the identi-

fication of old non-interacting beai:n tracks passing through the back 

chamber. 

Figure 8 shows the arrangement of the five spark chambers in space 

and on film, while Figa. 14a, b (pages 56a, b) show an actual photograph 

of a good four shower event. 

.! 
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5· Scintillation Counters 

All scintillation counters were made from "Pilot B" scintillator 

consisting of polyvinyltoluene doped with p-terphenyl and p, p'-diphenyl-

stibene. 

The beam defining counters (Ml, M2, M3) and the anti-coincidence 

counters surrounding the hydrogen target (Al, .A2.) were all viewed by 

RCA8575 photomul'tiplier tubes, and, all, except for M3, had twisted 

Lucite strip light gt:lides. Since M3 was very close to the hydrogen 

target, being physically buried in the target jacket structure, the 

pion beam had to pass through its lightguide. For this reason, the 

light guide was an air filled cylinder of aluminized Mylar, with thin 

(0.0005 in.) 45-deg mirrors, also of aluminized Mylar, reflecting the 

light to a photomultiplier· tube outside the beam region (Figs. 9, 10). 

Each of the three beam defining counters was a plane disc of 

descending size, defining the convergence of the beam onto the target. 

The counters Ml, M2, and M3 were 4.0, 3.5, and 3.0 in. in diameter 

respectively. Ml was 1/2-in. thick producing a pulse of good stability 

for timing purposes, while M2 and M3 were each 1/16-in •. in thickness 

to minimize scattering. 
. 

A beam hodoscope system of two arrays of eight sciritillators each, 

arranged in four by four banks, was also included. The eight scintil.,-

lators were 1/8-in. thick, the dimensions of the upstream counters 

being h 5 X 6 in. while those· of the downstream counters 3/4 x 3 in. 

Theywere used to define the direction of the beam, but were not 

required in the beam trigger. Physically they straddled the beam 

counter Ml. 

The veto counter surrounding the hydrogen target (Al) was a 1/4-in. 

thick hexagonal cylinder viewed by three tubes (Fig. 10), while the 
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veto coUIJ.ter downstream of the target (A2.) was an i-in., 1/4-in. thick, 

square. The veto system was more than.99·9tfo efficient since the neutral 

counting rate with the target empty was of the order of 0.03% of the 

beam rate. 

The neutron counters (N.) were cylinders of scintillator 8-in. in 
.l. 

diameter and 8-in. long. Amperex XPlo40 photomultiplier tubes (5-in. in 

diameter) viewed the scintillator through truncated cones of Lucite 

Fig. 13a, page 45a). The entrant face of each neutron counter was 

covered by a 10-in. square scintillation counter (Vi) viewed by 

twisted light pipes and either Amperex 56 AVP's or RCA 6810A's. 

Four gannna ray detection counters, partially covered the open 

upstream face of the spark chamber system (Gl - G4). Each was a multi-

layer sandwich of 1/4-in. sheets of scintillator alternating with 1/8-in. 

sheets of lead. There were eight such rectangular sheets of each 

material. The dimensions of each of the counters were Gl = 5· 5 X 20 in.; 
\ 

G2 = 26 X 12.5 in.; G3 = 7 X 20 in.; G4 = 25.5 X 12 in. G2, G3, and G4 

were each viewed by two Amperex 58 AVP's placed directly in contact with 

the smallest side of the sandwich, while Gl used a single photomultiplier 

similarly mounted. These tubes were 5-in. in di~ineter. The exact 

position of each of these counters has been shown in Fig. 11. 

The gannna ray detection counters were calibrated to respond to a 

minimuril. ionizing particle passing through any one of the eight sheets 

of scintillator. During the calibration proceedure, each of the four 

counters was placed in the pion beam so that the pions were normally 

incident on each of the scintillator sheets. The counter was then 

plateaued with the signal attenuated by a factor of eight at the 

discriminator input. In normal operation the attenuation was discarded 

and the counter responded to 1/8 of the energy deposited by a minimum 
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ionizing particle travelling through eight sheets.of scintillator. 

6. Electronics and TriggerLogic 

The first coincidence required was denoted by B (for beam) in 

Fig. 12 and was a simple triple coincidence between Ml; M2, and M3· The 

timing was such that the output of the coincidence unit was determined 

by Ml and the beam particle timing was as accurate as the timing of Ml 

(±. 0.25 nsec ). 

The signal from B was then fed into a second coincidence unit M 

(for monitor) where it could be vetoed by a DT (for dead time) pulse. 

The DT signal was generated from the Ml output pulse and was designed 

to prevent jamm:ing of the system by beam particles too closely spaced in 

time. To accomplish this, Ml generated a pulse in a special no dead-time 

discriminator, DTl, 52 nsec earlier than in the re·gular Ml discriminator. 

One output of DTl was delayed and then used to trigger a similar unit 

DT2. The outputs of DTl and DT2 were then added, and when appearing at 

the input of M, they constituted the DT signal. This pulse began 67 

nsec before Ml (at M), ends 2 nsec before Ml, resumes.2 nsec after Ml 

has terminated, and persists for another 600 nsec. Each B signal was 

thus accompanied by its own early and late DT signal which was used as 

a veto at the M coincidence unit. It could not eliminate !i:tself, but 

it would veto beam particles nearly coincident in time. This arrange­

ment prevented the jamming of electronics at the experimental beam 

rates, reduced the possibility of finding beam tracks in the back 

chambers, and lowered the rate of accidental triggering. 

The rate independent output of M was fed into another coincidence 

unit, GO, where the target veto counters were in anticoincidence 

(A = Al + A2). The output of this unit represented a "neutral final 

stateh--a reaction in ~hich a beam particle, suitably spaced in time, 

.... 
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entered the target region arid no charged particles emerged. 

In addition to the "neutral final state" signal, a signal from at 

least one of the neutron counters in anti-coincidence with its own veto 

counter was necessary to trigger the spark chambers. The neutron 

counter signal had to satisfy certain timing criteria as well. The 

coincidence ,between GO and the neutron counter signal was labelled NC 

(for neutron counter). The GO pulse was 140 nsec wide at thi~ unit and 

arrived well before the neutron signal, thus preserving the neutron 

timing at the output of NC. 

Another signal, logically equivalent to GO, was clipped to a width 

of four nsec, and suitably delayed, was used in coincidence with (~N.) 
1 

at PPK. The 27 nsec wide PPK output pulse was then used in antico~nci-

dence at NC to veto events for,which ~ = 1 particles (gamma rays) may 

have triggered the neutron counters. The use of the coincidence-anti-

coincidence combination ensured that no slewing in timing would be 

observed. The PPK (for Prompt Peak Killer) was effectively used to 

reduce the number of background events. The time region of the time of 

flight spectrum before the prompt peak represented neutron events having 

~ > 1, and, consequently, had to be accidental background. These events 

were recorded ~nd photographed for possible use in data analysis. 

The output pulse from NC was all that was logically required for 

triggering the spark chambers. In practice, however, the signal from 

NC went to another discriminator, N, (for neutron) to be stretched into 

a signal of length suitable for time-to-amplitude converter (TAC). The 

TAC determined the timing from the overlap of two long (2:. 100 nsec) 

pulses. In addition toN it had to receive a signal, suchas B, 

representing the timing of the beam. For this purpose, a circuit 

paralleling B and called FIRE was used. FIRE consisted of a fourfold 

coincidence between Ml, M2, M3, and N, with A in anti-coincidence. It 
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had its timing determined by Ml and was logically equivalent to N or NC. 

FIRE, rather than B, was used for the beam timing in order to avoid 

extraneous "start" pulses to the TAC. The TAC determined the timing 

difference between FIRE, which preserved the timing of Ml, and N, which 

preserved the timing of the individual neutron counter. 

The FIRE unit performed a variety of tasks: (1) it fired the 

spark chambers, the fiducial lights, the event number lights, and the 

data light array, (2) it advanced the camera, (3) it provided one signal 

to the TAC, and (4) it initiated an 80 msec gate to shut the whole system 

down during pulsing and recovery of the spark chambers, (5) it provided 

interrogate pulses for various bits of information to be displayed on 

the data light array. 

The TAC output werit to an analog-to-digital converter (ADC) where 

it was transformed into a binary number appearing on the data light 

array. The TAC and ADC had a minimum·time resolution of.±. 0.17 nsec. 

The data light array displayed the frame number in binary form, 

which neutron counter fired, the ADC number (the tiiue of flight of the 

neutron in arbitrary units), which gamma detection counter had fired (if 

. any), which beam hodoscope counter.s had fired, as well as an indicator, 

if a FIRE signal had been given to the chambers, if the frame in 

question was the first of a series of events for a particular beam spill, 

and a parity light (to maintain the parity of the data light array 

·always even). The data lights were Xenon flash lamps. When a counter 

. or some other informational signal was iri coincidence with FIRE the 

pertinent light was enabled. Each time the spark chambers were fired, 

all the enabled lights would receive a high voltage pulse and were 

flashed, thus recording them .on film. 
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7• The Neutron Counters 

The neutron counters detected the neutrons indirectly--scintillation 

light being produced only when the neutron interacted with a nucleus 

in the scintillator and produced a charged recoil. Such recoils varied 

greatly in energy and hence the amplitudes of the photomultiplier pulses 

had a broad range. A description of the physical construction of the 

counters has been presented in the section on scintillation counters. 

In this experiment, pulse shape stability of the neutron recoils 

was achieved by providing a tapered voltage divider in the photo­

multiplier base, thus avoiding space charge shielding with the growing 

electron cloud as it cascaded from dynode to dynode. There then was 

little distortion of the pulse shape. 

The concept of "zero crossing" was used to obtain accurate neutron 

timing, independent of the amplitude of the photomultiplier pulse. The 

anode signal was delayed by 6 nsec and was added to an inverted and 

attenuated (6 db) signal from the 14th dynode of the photomultiplier. 

The addition was"done by a passive mixer composed of 24 ohm resistors 

and HP2303 hot carrier diodes, the latter being present to limit the 

position and negative excursion of the pulse without affecting the slope 

near zero. At the point of anode-dynode mixing, there was also added a 

-100 mV bias pulse from a THRESHOLD discriminator triggered by a second 

pulse from the 14th dynode. This combined pulse was fed into a second 

discriminator, the TIMING discriminator whose threshold was set at 

-120 mV, so that as the bipolar pulse, biased by a -100 mV, passed 

through - 120 mV, the second discriminator was triggered. The trigger 

point was 20 mV below the point of zero crossing, so that if the 

crossing slope was steep enough, itwas independent of the amplitude of 

of the pulse. 

~i 

' . 
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The output of the THRESHOLD discriminator was also required in 

coincidence with the TIMING discriminator atrlanticoincidence with the 

neutron veto counter signal to constitute a valid neutron counter 

signal. The signals from the 20 neutron counters were then fanned in 

by a series of OR circuits to constitute a single input to the 

coincidence unit NC. (See Figs. 12 and 13b. ) 

In the experimental setup, the neutron counters were placed roughly 

in a plane 30 in. above the beam line, such that each of the neutron 

counters pointed· towards the center of the target.; Each counter was 

approximately 15 ft from target center and subtended and angle of 

3 degrees. The neutron production angles covered by the neutron counters 

ranged from 12 to 72 deg in the laboratory. 

Special care was taken to ensure uniform efficienc)' for neutron 

detection fro all neutron counters and to maintain this detection 

efficiency constant for the duration of the experiment. 32 The efficien­

cies were calculated using the program TOTEFF,36 the calculation 

depending on the counter dimensions, the mean threshold for the 

detection of a neutron of minimum kinetic energy T , and the fractional . 0 

resolution J cr/T , where cr was the standard deviation of the minimum 
0 

threshold setting. The calculated efficiencies were of the order of 

20% ± 2% and did not depend on J very sensitively (see Fig.l6b for the 

neutron counter efficiency as a function of the neutron kinetic energy). 

The mean threshold was set uniformly for all counters to twice the 

maximum energy of the recoil electron (2.37 MeV) from the Compton 

scattering of 2. 62 MeV gannna rays (obtained from the decay of an 

excited state of.Pb208, the end product of a ~nd ~ dec~ys beginning with 

the parent nucleus Th238 ). The threshold setting was achieved by setting 

the THRESHOLD discriminator at the Compton edge of the 2.62 MeV gannna 
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rays and then attenuating the signal by 6 db at the discriminator output 

to raise the corresponding neutron detection threshold by a factor of two. 

It was·fou:nd that the threshold had to be set at this level to prevent 

the accidental triggering of the neutron counters by low energy gannna 

rays. 

Once the thresholds had been set for all counters, a secondary 

calibration was obtained by monitoring the counting rate when all 

counters were exposed simultaneously to a standard Th238 source. These 

counting rates were monitored at least once a day to compensate for 

-
fluctuations in the gain of the photomultipliers. These counting rates 

were then maintained at a constant level by slightly adjusting the 

threshold settings of the discriminators. This daily recalibration 

appeared to keep the thresholds to within±. 2% of their nominal values. 
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III. DATA COLLECTION 

The experiment to investigate the reaction n: p -4 (neutrals) was 

conducted at the Bevatron of the Lawrence Berkeley Laboratory. Data of 

the interaction were collected from October 29, 1969 to February 25, 1970. 

This period included approximately three weeks of shutdown of the Bev-

atron at the end of December of 1969 and at the beginning of January of 

1970. Set-up time, be-fore actual data collection commenced, took a 

period of two and a half months. 

Data were taken with and without the neutron counter coincidence 

in the spark chamber trigger. The data without the neutron counter 

0 coincidence in the trigger were taken to obtain a complete sample of nn: 

final state events, which were mainly eliminated by the angular and 

PPk-timing cuts in the normal trigger mode. The comparison of the data 

· for the two trigger modes in the case of the charge exchange interaction 

proved to be a very sensitive method for the calibration of systematic 

effects in the normal trigger mode data. The data without the neutron 

counter in coincidence in the trigger were also used to obtain the total 
"' 

0 0 . 
nn: n: cross-section to eliminate the angular cuts and timing cuts intro-

duced by the neutron counter trigger requirements. 

The amount of data accumulated at each momentum, with and without 

the neutron counter coincidence in the spark chamber trigger has_been 

tabul~ted in Table 1. A total of 496 x 103 pictures were taken in this 

experiment; with 281 x 103 of the pictures being taken in the normal 

running mode and 215 X 103 of the pictures being taken in the neutral-

final state trigger mode (no neutron counter coincidence in the spark 

chamber trigger). The amo).mt of data taken at each beam momentum, and 

the relevant normalization to the incident beam has been displayed in 

Table Ia. The amount of data that has been analyzed is presented in 

:; .. ; 



Table Ia. Data accumulated. 

Normal 
Target Full Targ_et Empty 

2.4 

2.2 

2.0 

1.8 

1.6 

#of 
pictures 

77•7.X 103 

51.4 X 103 

55•8 X 103 

. 3 
56.7 X 10 

30.0 X 103 

Total 271.6 X 103 

# of inci­
dent beam 
particles 

# of # of inci-
pictures dent beam 

particles 

4 9 3 l ·9 X 10 ·2.3 X 10 2.9 X 10 9 

9· 3 X 109 2o2 X 103 3· 0 X 109 

10.2 X 109 1. 8 X 103 2.4 X 109 

9· 6 X 109 1.7 X 103 1. 7 X 109 

4.2 X 109 1. 3 X 103 1.2 X 109 

9-3 X 103 

Neutral 
Target Full 

# of # of inci-
pictures dent beam 

particles 

4 . 3 3-3 X 10 18.7 X 106 

4o.8x103 15.3 X 10 
6 

45. 1 X 103 15.4 X 10 6 

38.5 X 103 12.3 X 10 
6 

37 • 6 X 103 10.7 X 10 
6 

205.4 X 103 

Table Ib. Data analyzed. 

Normal 
Target Full Target Empty 

2.4 

2.2 

2.0 

1.8 

1.6 

#of 
pictures 

62.0 X 103 

37 • 3 X 103 

32.8 X 103 

31.7 X 10 3 

/' 3 2o.9 x 10 

Total 190.7 X 103 

1f of inci­
dent beam 
earticles 

12.0 X 109 

7.2 X 109 

6.1 X. 109 

ffOf_____ ff of Inci-
pictures dent beam 

particles . 

1. 7 X 103 3.1 X 109 

0.9 X 103 1.2 X 109 

9 3 5.6 X 10 · 0.8 X 10 0. 8 X 109 

1.1 X 109 3.8 X 109 1.2 X 103 

4.6 X 103 

Neutral 
Target Full 

lfo£ ---- - 11 of Inci-
pictures dent beam 

eartic1es 

18.0 X 103 . 6 
7.8 X 10 

19.2 X 103 7.2 X 10
6 

17 • 9 X 103 6.2 X 10 6 

17 •9 X 103 5· 7 X 10 
6 

17 • 7 X 103 5.0 X 10 
6 

90•7 X 103 

Final States 
Targ_~t Empty 

# of # of incident 
pictures beam 

1. 8 X 103 

1. 7 X 103 

1. 8 X 103 

3. 5 X 103 

0, 8 X 103 

9.6 X 103 

Final States 

particles 

6 
6.5 X 10 

6 
5·5 X 10 

6 
5· 5 X 10 

6 
8. 9 X 10 

6 
1. 8 X 10 

Target Empty 
if-o-f -ff of Inci-
pictures dent beam 

Eartic1es 

1. 8 X 103 6 
6. 5 X 10 

1. 7 X 103 5· 5 X 10 
6 

1.8 X 10 3 5.5 X 10 
6 

1. 3 X 103 5~5 X 10
6 

0.8 X 103 1. 8 X 10 6 

7.4 X 103 

I 
0\ 
I-' 
I 
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Table Ib. It should be noted that data was obtained both with the target 

flask filled with hydrogen (477 x 103 pictures) and also with the target 

flask empty (18. 9 X 103 pictures). 

Tables Ia and Ib showed that 70% of the normal trigger data and 

41% of the neutral final state trigger film had been analyzed. 
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A. Data Analysis 

The film taken.during·the Bevatron experimental run of rc p ~ 

(neutrals) was scanhed and measured by the LBL Group A scanning and 

measuring staff. The lata frbrn the film that; was taken without the 

neutron coincidence in the spark chamber trigger were used to obtain 

the total cross-sections for ·the reaction rc p. ---':> rc 0 rc 0n~ The no'nnal 

trigger data (i.e. with the ~eutron couriter coincidence in the trigger) 

were kinematically fitted and those events satisfying the nrc 0 rc 0 final 

state hypothesis were examined and then utilized to obtain various 

parametrizations of the nrc 0 rc 0 production amplitudes. The normal 

trigger data Dalitz plotwas also compared to that of the neutral final 

state trigger data for consistency both in the case of the reaction 

- d 0 0 
rc p ---7 nrc and rc p ~>nrc rc • This comparison represented a sensitive 

calibration of possible systematic effects which ·could affect the 

results, and yielded an empirical test of these effects as compared to 

the more usual approach of relying solely on Monte Carlo simulation. 

The data on film were scanned by scanners who recorded the numbers 

of observed gammas in each frame (the number of showers in the chambers 

plus the number of gamma detection counters triggered). In addition, 

the scanners recorded the initial point of each shower in the spark 

chambers in terms·of a coarse grid corresponding to a spatial reso-

lution of 3 in. by 2 in. as well as the appropriate pairing of showers 

in the two stereo views of each chamber. The f:ilm was also processed 

automatically by the SASS system,37 a precision cathode ray tube and 

photomultiplier system linked to a DDP-24 computer. SASS digitized the 

position of all spark~, fiducial lights, and data box lights for each 

f d 
. 38 

rame an ~tored this information on tape via the program FLICKERS. 

The FLICKERS output tape.inform~tion, in prinCiple, could have 
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been used to reconstruct the showers in three dimensional space without 

any of the scanning infonnation having been used. In 'practice, however, 

it was found, because of the very complex geometric co,nfigurations of 

multi-shower events (in the energy range of the experiment), that it 

' ' 
wa~:? difficult to filter the FLICKERS output tape infonnation to obtain 

sufficient accuracy in grouping the observed sparks into their corres-

pending showers without any additional infonnation. However, by adding 

the scanning information on the grid parameter of the initial spark of 

each shower (appropriately specifying the pairing of the two stereo 

views), along with the total number of showers in each frame, it 

became relatively easy to reconstruct the gannna ray directions in three 

space. The LBL program DHARMA-HS39 was developed 'for this purpose" This 

program, utilizing the scanning information, found the shower directions 

with an average error of ± 3 deg, as well as the location of the first 

spark of each shower with an error average error of + 1 inch. The 

angular error arose mainly from the lateral spread of the shower, while 

the first spark error was due to an ambiguity in the selection of one 

of the sparks within the grid zone identifying the shower as the first 

one. Usually the spark closest to the target of the densest cluster of 

sparks within the grid zone was chosen. Some of the error also could · 

be attributed to local optical distortions. 

DHARMA-HS included a first order trapezoidal optical correction to 

take into account distortions due to the mirror~lens system in the final 

shower coordinates. The number of sparks in each shower, later used 

for energy estimates, was also obtained. 

The geometric reco~struction and kinematic fitting of events from 

DHARMA-HS output was then performed by the LBL Group A bubble-chamber 

fitting program SIOUX:, 40 suitably modified for the use in spark chamber-



counter experiments. 

The status of each event was stored on tape, called the Master 

List, using the program SCALP.
41 

On the SCALP output was recorded the 

progress of each ~vent as it was scanned, digitized by SASS, measured 

by DHARMA-HS, and kinematically fitted by SIOUX. The SCALP tape also 

contained the data box informa,tion as obtained frOm the FLICKERS tape, 
! ' 

as well as the scanning information. From the Master List one could 

also determine, for each frame number, the beam momentum, whether or 

not the hydrogen target was full, and whether or not the picture was 

taken with all the apparatus functioning properly. 

It was the SCALP output tape that was used to obtain the total 

rr
0

rr0 n cross-section from the sample of data which was obtained without 

a neutron counter coincidence in the spark chamber trigger. From this 

data, for which the neutrons were produceci for all azimuthal angl~s, the 

total cross-sections were obtained by counting the number of gamma rays 

. (showers and gamma counters triggered) for each event. 

On the other hand, it was the SIOUX output for the four shower 

events in the normal trigger data, that was used to obtain the parame­

trization of the nrr0 rr 0 final state. The parametrization was obtained 

utilizing the maximum likelihood fitting program OPTIME. 42 · 

The kinematically fitted'data were observed to have peripheral 

behaviour, as.would be expected if the reaction proceeded by simple 

exchange mechanisms. 

The Dalitz plot projections, in addition, showed a large 6 (1238) 

contribution to the final state. 

The analysis of the rr0 rr0 n final state was first done with a cut in 

the invariant mass of the pi-neutron system corresponding to the 6(1238) 

region (1100 MeV to 1300 MeV). This cut ensured that the final state 
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would contain a clean sample of (rc
0

rc
0

) events which could easily be 

related to rc-rc scattering amplitudes. Fits to the observed final state 

data were then performed using one of the theoretical models discussed 

i:b. 'Sec. I.A. 7 which seemed to fit the data well. 

The corresponding rc-rc phase shifts were extracted (this, by no 

means, ensured that the rc-rc phase shifts were meaningful but that, if 

the data was to be interpreted in terms of ~-rc scattering, they were the 

best parametrization of the data). 

Finally. the relative amount of D.( 1238) present in the final state 

was obtained. The 6(1238) amplitudes and the rc-rc scattering amplitudes 

were.assumed to add incoherently. 

1. F .l . 43 · 1. m Scann1.ng · 

Each frame of film displayed two views of each of the spark chamb-

ers in orthogonal stereo as well as the data light array in the upper 

left hand corner. The orientation of the chambers in space and on the 

film has been snown in Fig. 8. 

The scanner first recorded the gannna detection counter information 

(from the data light array) and extraneous charged track information 

(e.g. beam tracks or neutron recoils). He then scanned the frame for 

showers, pairing the two views of the same. physical shower appropriately, 

and recording the coarse grid information for both views. Each shower 

record was annotated by one of the following coded statements (yielding 

more information about the shower): 

a. The shower was "normal." That is, it began in the active 

region of the chamber (but not in the first four gaps defined by the 

aluminum chamber plates), had more than two sparks, and pointed towards 

the hydrogen target. 

b. The shower converted in the corners between two chambers. Such 
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a shower could originate in the dead extremities o.f one chamber and 

first appear in another chamber (in this case there could be sparks in 

the first four gaps of the second chamber and the shower still be a 

valid one). 

c. The shower had only two sparks. 

d. The shower did not point to the hydrogen target. 

e. The shower was probably a fragment of another shower rather 

than an independent one. 

f. The. shower was probably an old beam track fragment. 

g. The shower was probably produced by the same photon which 

triggered a gamma counter. 

In cases a, b, and g we would call the track observed a valid 

shower, the·number of triggered gamma counters being added to the 

number of showers :to obtain the total number of detected gamma rays for 

that ·evento in the special case of showers of type g the gannna detect­

ion counter responsible for producing the showers was not counted. 

on the average the scanners showed good judgement in separating the 

showers into the seven categories, most events falling into categories 

a and b. Some difficulty in scanning was encountered, however, in the 

relatively unusual cases listed as d and g. 

In particular, in the case of category d, too stringent a criteria 

was generally exercised in labelling showers as having "vertex problems," 

that is, not pointing towards the hydrogen target. · Showers that first 

materialized in dead spaces of the chambers could have only a partial 

branch in an adjacent chamber which would not necessarily point towards 

the hydrogen target. Also showers that first materialized in gamma 

counters would not point towards the target for _the same reasons. In 

addition the gamma detection counters themselves-consisted ofdead 
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regions (the support brackets) in which showers could have converted 

without triggering the gannna counters themselves, but would then enter 
,··~ . 
·.the chambers, the observed sparks pointing towards the counters and not 

. th.e target. 

In the relatively rare case of showers triggering both the gannna 

counters and being observed in the chambers (3% of the data), it was 

found that if the gannna event was labelled as a "doubly-detected gannna," 

it was done so reliably. However:, not many showers were thus labelled. 

It appeared that the scanners often failed to recognize cases where the 

gannna counter was triggered and that a shower detected in a chamber 

adjacent to the counter was associated with it. 

In the case of f, the beam track was not, of course, associated 

with the event. Since the active time of the spark chambers was approx-

imately 2.5 ~sec, a beam pion (or muon), passing through the downstream 

chambers up to one ~sec before the occurence of the event triggering the 

spark chambers, would appear as a very straight track with sparks in 

every gap. If such a beam particle passed 1. 0 to 2. 5 ~sec before the 

triggering event, it would appear disjointed and dispersed, and could 

be irtterpreted as a forward produced gannna ray shower~ 

Thirty-five percent of the scanned film had a beam track passing 

through chamber five [- 14% of the film having a "new" track (less than 

1 ~sec old), and 21% of the frames having an old track (1 to 2.5 ~sec 

old)]. Three types ofbeam tracks were observed--non-interacting pions 

or muons (- 52%), electrons (- 22%), and pions which interacted in the 

spark chamber plates (- 26tfc,). 

The non-interacting pions and muons produced straight well-defined 

tracks and were easily distinguishable from showers. The beam electrons 

caused showers in chamber five, these being well-collimated and passing 
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completely through the chamber for "new" tracks, but, again, being 

dispersed for "old" tracks. Here, the criterion, that valid showers 

could not materialize in the firs,t four gaps of the chamber, proved 
ii .. 

quite valuable in discarding electron showers. 

Approximately 60% of the interacting pions sc~ttered elastically, 

the remaining 4o% charge-exchanged. The latter events often consisted 

of a beam track abruptly ending in the chamber, with the resulting 

showers pointing back to the endpoint of the beam track. New charge-

exchang~ tracks were easily recognized, while old and dispersed ones 

were harder to distinguish from target associated showers. 

It was the old charge-exchange and. electron shower tracks that 

caused the most difficulty in scanning, the only special feature of the 

tracks being the large splotchy and disjointed appearance of the sparks 

that constituted the tracks. Since old beam tracks occurred in a 

localized region in chamber five, they were well isolated by the scanners 

who exercised special care when scanning this region. 

Showers with only two sparks (category c) were not counted. This 

meant that some genuine low energy gannna rays were not recorded; on the 

other hand, it prevented brehmsstrahlung produced gannnas associated 
.. 

with the conversion of high energy photons from being considered as 

separate showers (often having "vertex problems"). The fact that true 

two spark showers were dropped could.adequately be 'compensated by the 

feed-down corrections applied to the data. 

Figure 14 shows 
.. 

a typical four, sinwer event. Figure 14a shows 

it as it was·recorded on film, while Fig. i4b·had the spark chamber 

boundaries superimposed. . The shower labelled as (2) in Fig. 14b 

converted in the luci te between chambers 3 and 4 and was a good example 

of a corner shower. 
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2. Scanning Efficiency and Corrections 

Two rolls at each of the incident momenta were independently triple 

scanned. To determine the scanning efficiency for the experiment, three 

of these triple scanned rolls were also scanned by the most competent 

of the scanners as well as a sample cros·s-checked by a physicist in an 

attempt to resolve the discrepancies among the three sans. (This so­

called conflict scan was done for normally triggered data and data 

without the neutron couriter coincidence requirement. ) If all three 

scans (excluding the conflict scan) agreed on the number of showers, their 

type, and their grid locations, the event was considered to have been 

correctly scanned. lf a conflict appeared between any two of the three 

scans for a given event, that event was scanned for the fourth time and 

an attempt was made to resolve the discrepancy among the previous three 

scans and to define, within the scanning criterion, a correct scan. 

It was found that the largest discrepancies in scanning arose in 

mislabelled grid zones (adjacent ones being confused) and, less oft~n, 

mislabelled chamber number. As long as the grid labels were not 

incorrect by more than a zone, ~he measuring program DHARMA-HS could 

still locate the shower correctly in the chambers, thus introducing 

little error in the analysis in this case. Mislabelled chamber number, 

however, lost the event completely. 

A much more important discrepancy arose if the triple scans dis­

agreed on the number of gamma rays present. This disagreement occurred 

at the 10% level for the low multiplicity showers but became as high as 

35% for events having six or more showers in the final state. In 

scanning a true j-gamma event (i.e. an event with ( j-g) showers in the 

chambers and g triggered gamma counters) the scanner would generally 

observe the proper number of gamma rays. If he failed to observe the 
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correct number of gamma counters that had triggered, the SASS system 

would· invariably pick them up from the film, so that in all cases it was 

in the shower misidentification that the wrong number of gamma events 

would be entered on the Master List. Some fraction of the time the 

scanner would fail to notice one or two showers and the event would 

appear as a (]-1) or (j-2) gamma event on the Master List. Similarly, 

the scanner could mistake one or two old beam track remnants as 

showers and the Master List would show a (j + 1) or (j + 2) gamma event. 

Thus, given a true j-gannna event, there was a probability E .. that, 
l.J 

after scanning, it would be recorded on the Master List as an i-gamma 

event. Hence 

S. = E .. T. 
1. l.J J 

where S. was the recorded number of i-gannna events on the Master List, 
1. 

while T. was the true number of j-gannna events. It was the matrix E .. 
J l.J 

that was obtained from- the conflict scan. 

Defining n .. to be the number of true j-gannna events as established 
. .1. J 

by the conflict scan which had been' recorded by the scanner as an i-gamma 

event, one obtained 

so that E .. ·- n .. 
l.J 2;.L 

I:n .. 
1. l.J 

It should be observed that the columns of E .. were normalized to 1. The 
l.J 

normalization could be easily understood if it were realized that if 

there were T. true j-gamma events, the number. of j-:gannna mis-scanned 
J 

events plus the number of j-gannna correctly_ scanned events had to add up 

toT.. In addition 
J 

L:S. E .. T. = 2:( t E .. )T. = L:T. 
1. l.J J J 1. l.J J J 
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and the total number of observed events equalled the total number of 

true events. This equality expresses mathematically the fact that in 

this experiment every event was scanned, and there was no possibility 

of losing an event, only misreporting it. 

The scanning efficiency matrix has been displayed in Table II. 

The event matrix, n .. , from which the scanning efficiency matrix 
~J . 

was obt~ined has been displayed in. Table III. It proved useful in the 

estimation of possible background for the fitted data as well as for 

the calculation of the scanning efficiency. 

To obtain the true number of j-gamma events, one solved the matrix 

equation 

-1 
T. = E.. Si 

J J~ 

To obtain the e~ror in the estimation ofT., one wrote 
. J 

and differentiated 

yielding 

Making the assumption 

One finally obtained 

(5TK5Tj) = EiK-l 

S. E .. T. 
~ ~J J 

E .. 5T. =58. - SE .. Tj 
~J J ~ ~J 

(5S.5E.) = 0 
~ JK 

The error in SK was assumed to be purely statistical, so that 

To obtain the error (5E 5En ) one considered n true events being 
Km x.-m . m 

distributed with some probability eKm into a finite number of bins. One 

standard deviation away from having e n events (no summation over m) 
Km m . 

in bin K was then given by e (1 - e )/n • This was taken to be the 
Km Km m 
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Table II. The scanning probability matrix E 

Observed number True n:i..lmber of gamma rays. 
of garnma rays 0 1 2 · 3 4 5 6 7 8 9 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

' 

·944 

.o4o 

.001 

.00( 

.003 

.o66 

.871 

.056 

.oo4 

.• 003 

.003 

.033 

·939 

.024 

.002 

.002 

.007 

.124 

.820 

.o42 

.003 

.001 

. 002 

.012 

.099 

.857 

.026 

.003 

.003 

.001 

.005 

.o24 

.243 

.675 

.047 

.003 

"" 

.002 

.001 

.oo6 

-056 

-196 

~696 

.037 

.oo6 

.001 

.005 

.023 

.o88 

-327 

. 509 

.050 

.003 

.oo8 

.005 

.018 

.120 

.272 

. 533 

.o41 

.005 

. 033 

. 087 

.273 

.601 

I 
-;j 
\Jl 
I 



Table III. The event matrix n ..• (Note that the average of three scans was used for the observed 1J - . . . 
number of gammas. ) 

Observed number True number·of gamma-rays 
of garrnna rays · 0 1 2 3 4 ·5 6 1 . 8 >2 

0 61.0 8.7 3·3 1.3 2.3 1.0 1.3 0.7 .J -3 

1 1.3 160.7 52.0 ·3 ·3 ·3 -3 

2 ·7 13.0 1631.3 121.6 18.0 2.7 ·7 

3 ·7 41.7 755.· 3 148.7 14.0 2-3 1.0 

4 3·0 41.0 1382.0 . 133·3 23.3 ·3 - . 7 I 
......::j 
0'\ 
I 

5 ·7 ·7 2.7 43·7 377·0 94·3 14.3 3·3 

6 ·3 ·7 5·7 29·3 331.0 50·3 17 .o 1.7 

7 ·3 1.3 20.7 83.0 36·7 6.0 

8 2.3 7·3 76·7 22.0 

2 9 ·7 ·3 6.3 51.0 

.. 
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error for bin K. To obtain the correlation terms between eKm and e.£m 

one considered the sum 

e + e + e = 1 
Km fm 

Following the usual techniques of differentiation,. squaring, and 

aVeraging one could obtain 

So that finally 

1 
n 

m 

- e .e 
Km .em 

n m 

This calculation yielded errors for the diagonal terms of the efficiency 

matrix between 1 and 2rfa. 

3· Gannna Ray Detection Efficiency and Corrections 

Once the scanning efficiency correction had been obtained the 

sample T. of true j-gannna-events did not necessarily represent the true 
J 

number of j-gannna events produced by the beam in the target. 

There was still a possibility that some individual gannna rays could 

have been counted as two gammas (legitimately within the scanning 

criteria) as well as that there were present a number of non-event 

associated (real) tracks_ in the chamber that looked like showers. Thus 

more ganunas could be p-resent after the scanning efficiency correction 

than were actually prodficed by the particular n~p interaction in the 

target. This process of observing extraneous gamma rays was termed 

feed up. 

In addition, not all gannna rays produced in the interaction con-

verted in the chamb~rs or gamma detection counters. Thus a four shower 

event could be observed as a three shower event because one of the gannnas 

failed to convert or was lost through the upstream opening in the gannna 
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detection equipment. The process of observing less gamma rays than 

produced by the beam particle interacting in the target was termed 

feed-down. 

The feedup processes were considered first. There was a small but 

non_;'zero probability that showers could be observed from a previous 

event because of the long active time of the chambers (2.5 J..LSec). A 

study of this possibility had been made in a previous experiment with 

the same apparatus,32 triggering the spark chambers randomly and 

normalizing this data by counting the number of accidental beam tracks. 

At the momentum and intensity of that experiment (716 MeV/c) it was 

found that there was a single shower in 2% of the frames, two showers 

in 0-5% of the frames, and three showers in 0.2% of the frames. Thus 

there was an accid~ntal~ feedup at the level of 2-7%· This effect, 

however, should have been beam energy and beam intensity dependent and 

therefore different at higher beam intensities and energies.· Unfortu­

nately, no film was taken in this mode at the higher beam momenta, 

preventing a study of thepossible change in the number cif observed 

showers in the chambers due to non-event associated' tracks. The 

absolute number of extraneous tracks should have .increased with the 

higher beam intensity, but decreased with the total scattering cross-

section at the higher beam energies. Also the multiplicity ratios should 

have tended to favor larger·numbers of extraneous showers in the chambers 

at the higher beam energies~ 

There was also the probability that within the defined scanning 

criteria there was room for misidentification of a j-gamiil.a event as a 

(j + 1)-gamma event or (j + 2)-g~mma event. These could result from a 

gamma ray triggering a gamma counter as well as being observed as a 

shower in the chamber and not being properly associated wi'th ·'the gamma 

··~· 
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detection counter; a double gannna counter trigger--a gamma ray triggering 

two garrima counters; shower fragmentation--one "real" shower being 

considered as two showers; and, misidentification of old beam tracks at 

a level hLgher than could be corrected by the conflict scan. It was 

found impossible to correct any of these cases adequately, for, if they 

escaped detection in the conflict scan, it meant that they satisfied 

a:ny reasonable criteria for a j-ganuna event. 

To further study the.feed-up process the three and four ganuna 

0 events were fit to the hypothesis n- p -) nrr and the n- region studied in 

the rr opening angle distribution. It was found that there was an 
. -

enhancement above background in the three gamma: events (see Figo 15a) 

at ~he n-0 ope~ing angle, which also corresponded to the correct n-0 
mass 

I . i 
and timing distributions. For four ganuna events no such enhancement was 

found. The total mu:riber of events .above background in the three gannna 

data was estimated to be 16% of the two shower events in the same region. 

The scanning efficiency event matrix showed that only 3% of the two 

shower events were mis-scanned as three showers (this ratio could be 
. . 

obtained from the fraction n
32

Jn
22 

of the event matrix nij) so that a 

large fraction of the three gannna events in the opening angle region 

were still unaccounted for. These events were rescanned and it was 

found that indeed, in most cases one of the showers appeared of dubious 

nature (an old track, a two spark shower, or possibly a charged track) 

which within the scanning criteria constituted a legitimate shower. This 

feed-up, however, appeared .to be beam associated and hence a function of 

the beam intensity. It could not be interpreted to be a single shower 

' appearing as two showers. Hence most of the events above background 

were attributed to consta·rit feed.:..up per evento It was expected that 

this large feed-up would not be seen in the data taken without the 
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Fig. 15a. 
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Fig. 15a. The opening angle distributions in the c.m. (in degrees) for four 
and three gamma events fit to the hypothesis rr-p ~ nyy. 

Fie;. 15b. The.time·of flight distribution for two gamma events (no fits). 
One nsec is equal to 6 ADC units: 

Fig. 15c. The /'/' invariant mass for two gamina events fit to the hypothesis 
rr-p ~. nyy. The rr0 peak indicates a mass resolution of 20 MeV 
(half width). 
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neutron counter coincidence in the spark chamber trigger since these 

data were taken at much lower intensities (a factor of 10) than the 

normal trigger data. 

Thus no estimate of feed-up per shower could be unambiguously 

determined from the low gamma multiplicity events. Since it was 
r.~ 

suspected that some of the feed-up was due to difficulties with the 

gamma detection counter triggers for high multiplicities the data was 

not inconsistent with a small feed-up of 0.5% to lofo per shower. This 

method of the feed-up depending on the shower multiplicities would 

reflect the fact that higher multiplicities also had a higher probability 

of triggering the gamma detection counters, being confused with old beam 

tracks, or appearing as unassociated fragments. 

To correct for the feed-up due to non-event associated gammas, the 

matrix equation was formulated where s. was the number of observed 
~· ·.). 

i-gamma events ·. (after scanning corrections) and T. was the number of 
J 

j-gamma events associated with an interaction in the target. The matrix 

U .. was displayed as 
~J 

r~-- (ul + u2) 

I ul 1 - (ul + u2) 0 
.I 
! 
I 
I 

u2 ul 

u ~~ u2 i 
r • I 

1 - ( \.11 + u2) 
I 

0 ul 1 - (ul + u2) .I 

l u2 ul 1 - ul 

u2 ul 1 ; 

J 
where ul was the probability of an event having one shower too many, 

while u~ was the probability of an event having two showers too many. 
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If it was assumed that there was a non-zero probability per gamma 

ray that it would be seen as two gammas, then we again obtain the matrix 

equation 

where 

v 

,-
l 1 
! 
l 
' i 
i 
' ' . i 

' ! 
f 
I ·• 

0 

S. = V .. T. 
~ ~J J 

(1 - v) 

v ( 1 

2v( 1 - v) 

( 1 - v )3 

( 1 - v )n-2 

1 - ( 1 - v )n- 2 

0 
' ' I 
I 
l 

I 
I 

:j 
The entries in the nth column and (n + m)-th row of V is just the mth 

Of h b . · 1 · f [(1- v) + v]n- 1 term t e ~nom~a expans~on o The final row 

of V is the sum of the previous entires in the appropriate column 

subtracted from 1. The term was interpreted as the probability of 

observing an n-gamma event as an (n + k)-gamma event. 

Thus by applying the scanning efficiency corrections and the 

feed-up corrections, the statistical gamma multiplicity distribution of 

target associated events as really existed in the chambers, could be 

obtained. However, this did not as yet represent the true gamma-

multiplicity distribution produced in the target because of showers not 

converting in the chambers. Therefore the last correction to be made, 

was for feed-down of events into lower gamma multiplicity categorieso 

Two approaches could have been used to determine feed-down. An 

elaborate Monte Carlo program existed44 taking into account the spark 

,. 



-83-

chamher geometry and a detailed semi-empirical model for shower prod-

uction. The program could have been used to determine the amou~t of 

feed-down of the various gamma multiplicities •.. 

The second approach assumed that ( 1) there was some (unknown) 

average gamma ray detection efficiency, d, and (2) that the probability 

of a single ganrrna not being detected, ( 1 - d ~ did not depend on what 

happened to the other gammas. In this case the probability of detect-

ing n gammas when m were produced could be given: by 

D == run 

D = 0 run 

Ill~ d n ( 1 - d. r - n 
(m - n)~n! 

n >m 

n<m 

The first assumption always had to be true since it was only the fraction 

of gamma rays detected. The second, on the other hand, was only 

arproximately true, for if some of the gamma rays were to escape upstream, 

. then the remaining ones would certainly have a smaller probability of 

doing so. However, if the probability of detection were large, then the 

relationship for .Drun would also be a good approximation for the feed­

down correction. The Monte Carlo calculations for feed-down also agreed 

well with the binomial coefficient estimates. 

It was found that the shower detection efficiency could be estimated 

at 89% per shower agreeing closely with the results obtained in a 

.previous experiment using the same apparatus.32 It was found however, 

that for charge exchange (1L-p --7 1r
0 n) the production distribution of the 

gammas was sufficiently different from the other higher gamma multi­

plicity production mechanisms that a feed-down of only 5 to 6% had to 

be used to explain the observed ratio of two to one shower events. (It 

should be noted that the shower detection efficiency as calculated by 
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the Monte Carlo programs was very sensitive to the dynamics of the 

production mechanism of the gamma rays.) 

4. Geometric Reconstruction of the Showers 

The film was processed automatically by the SASS system, 37 which 

digitized the position of all sparks, fiducial lights, and data box 

lights for each frame, and stored the information on tape via the program 

FLICKERS. 

The program DHARMA-HS used the FLICKERS output tape and the Master 

List -to locate and then reconstruct the shower directions and energies 

in three space. The reconstruction program associated the scanning 

information on the Master List with the appropriate record on FLICKERS 

and then using the grid zone information grouped the digitized spark 

position into the appropriate showers. Each stereo view was treated 

independently, and then later combined to yield a complete description. 

The conversion point of a gamma ray and hence the initial point of 

the shower was found by searching for dense disjoint clusters of sparks 

within an areadefined by a square of sides approximately 1 1/2 times 

the size of one of the scanning grid zones. If one or more such 

disjoint clusters was found, the one nearest the grid zone center was 

taken to be the init-ial part of the shower, and its leading spark--the 

conversion point of the gamma ray. 

In most cases the program was able to locate the conversion point 

rather readily. However, if the shower converted near the center of 

chamber five (as do 50% of the showers of multiplicity greater than 

three), the conversion point was associated with an old beam track 

rather than the initial point of the shower 10 to 15% of the time. In 

the rarer case of showers converting in the lucite between chamber edges, 

the program would systematically pick the point that occurred first in 
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the SASS scan for that region. Both of these fail~res contributed to 

the large·error of +1 inch for the conversion point that had to be used 

for the subsequent-.kinematic fits. 

The number of sparks constituting the shower was then found by 

forming a cone beginning at the gamma conversion point. The axis of the 

. cone was defined by the nominal target center and the conversion point, 

and the area by a three degree opening angle. The area around the 

first spark was slightly en;l:arged to allow more sparks in this region to 

be allocated to the shower. All sparks lying within the cone were 

assigned to a single shower defined by the conversion point. Since the 

spark allocation occurred in the order in which the initial points of 

the showers were found, in the case of overlapping showers, the second 

of the two would systematically have fewer sparks assigned to it than 

nominally required~ This depletion of sparks could have led to small 

biases in the shower directions, since sparks would have been prefer-

entially dropped from certain areas of the shower development. · The 

underestimating oroverestimating of the number of sparks per shower 

also led to the large errors in the determination of the shower energy. 

To obtain the direction of the gamma ray, a least squares fit was 

made to the slope and the initial point of the shower. A set of 

coordinates un and vn' measured perpendicular and parallel to the 

chamber face and corrected for first order optical. distortions, were 

obtained for each spark within a shower from FLICKERS output tape 

information. Then, if any point on the best straight line approximating 

the direction of the gannna ray was given by (u,v), the distance from a 

spark (u1,vi) to the straight line, as measured parallel to the chamber 

plates, was obtained to be (v. - v) = (v; - v ) - m(u. - u ), (u ,v ) 
~ ~ 0 ~ 0 0 0 ' 

being the conversion point. It was assumed that the best estimate for 
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the direction of the gamma ray was that line which minimized the 

parallel displacement of each of the sparks in the shower from the 

central value. A quadratic function of the form 

( u - v)2 r [ (un v ) . ] 2 
x2 t 

m( u - u
0

) n 0 
= = 

a 2 n ·cr n n n 

was constructed and minimized with respect to v and m, giving the best 
0 

fit to the transverse coordinate of the conversion point and the slope 

of the gamma ray in that view. 

Defining A r· 1 
= 2 0 

n C5 n 

Al [ ·vn 
2 

n C5 
n 
2 

A2 ~ vn 
2 

n C5 n 

L 
(u - u ) 

B n 0 - 2 0 n C5 n 

r v (u -n n 
u ) 

0 
Bl = 2 

n C5 

(u 
n 2 

- u ) 
c I 

n· 0 

0 2 
C5 n n 

The minimization yielded 

with the errors 

Bl BO - Al CO 

B02 - AOCO 

B - B v · 
1 0 0 

~~2 (5v 
2

) = r o 
0 . dV. 

l. l. 

dV 
(5v 5 ) L 

0 = 
~ om 

i l. 

rJ. 
l. 

0:. 
l. 

2 
co 

= B 2 AOCO - 0 

2 dm 
Bo 

dV. = B 2 AOCO -l. 0 
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2 
cr. 
~ 

Only the transverse coordinate of the conversion point was allowed to 

vary in the fit, because, to first order, it was more sensitive in 

deterplining the shower direction with respect to the target than was the 

perpendicular coordinate. This method also had the important attribute, 

that it ~aintained the linearity of the fit. 

The error for each spark was written as 

2 
(j 

n 
cr 

2 
+ tan

2
(e /2)/cos

2
¢(u. 

0 \_ 0 ~ 

The first term in the sum, 2 cr , represented a constant error per spark, 
0 

while the second term diverged as the shower length increased, reflect-

ing the spread of the sparks away from the.central value. The angle y5 

measured the obliquity of the shower with respect to the perpendicular 

to the chamber plates, while B was a measure of the opening angle of 
0 

the conical spread of the shower. It was found that the best fits, were 

obtained for cr = 0.2 and B 
0 

= 24 deg. · This farge opening angle, B 
0

, 

reflected the fact that the shower direction was most accurately 

obtained from the first four or five colinear sparks of the shower. 

The information from the two views could easily be combined, to 

obtain the direction cosines 

where 

a; = + 1/p 

2 1 . 2 
p + ml 

I = ~/p 

and m1 and m
2 

were the slopes of each of the projections of the shower. 

The errors for the direction cosines for the shower in three space 

could easily be calculated 

1 
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r: 

r(l
. 2 2 2 2 2 2 1 

l + m
2 

) (om1 ) + m1 m2 (o~ ) j 

\ 

2 1 2 2 2 .2 21 
(or ) = b ( m1 m2 (om1 ) + (1 + m1 ) (o~ )j 

p 

If the same shower was observed in two different chambers (corner 

shower), its direction cosines, ~' were found from the direction 

cosines ~l and ~2 of the two shower segments, as determined in the two 

chambers independently, by standard techniques. If the error matrices 

for the two sets of direction cosines were E
1 

and E
2

, while E was the 

final error matrix, ~e could write 

-1 -1 -1 
E = El + E2 

-1 
E ex = El 

-1 -1 
ex 
~1 + E2 ~2 

Since the direction cosines were not linearly independent, the outlined 

method had to be applied to two of the cosines, while the third was 

calcula t.ed from the other two~ 

' 
The production,version of DBARMA-HS used to measure the data 

sample did not include many of the features of the fitting process as 

previously outlined. Itdid not obtain the best fit to the conversion 

point, but rather, in turn, set it equal to the eoordinaies of the 

first spark in the shower as located by the spark search, the coordinates 

of the second spark, and the average of the two. The fit was attempted 

for all three combinations and the slope for tbe combination having the 

2 
minimum X was used. However, the coordinates, retained for the 

conversion point itself for the kinematic fits, were those of the first 

spark, and not of the combination that minimized x2 • This contributed 

to the large error on the intersection point. 

In the fit itself, the errqrs were set constant so that all sparks 

., 
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obtained equal weights. This meant that the shower direction was 

determined by the preponderance of sparks in the rear of the shower, 

again leading to a larger error for the direction of the showers than 

necessary. The error itself was displayed as a constant angular error 

for the shower direction in three space, and was set to b/N , where b s 

was a constant and N was the number of sparks in the shower (an average 
s 

of the number of sparks found in the two stereo views). This method 

eliminated all information on the errors of the independent fits in 

the two stereo views of the shower and tended to increase the size of 

the errors on the direction of the showers. In the case of corner 

showers, since no error was obtained until after the entire shower was 

reconstructed in three dimensions, the direction cosines for the 

segments of the shower observed in the two different chambers were 

·approximately averaged, but not combined using a method reflecting the 

goodness of the fit of each constituent segm.ent. Again this tended to 

increase the angular error for the shower. 

An experimental version of DllARMA-HS was written45 correcting most 

of the diScrepencies of the production version of the reconstruction 

program. Once the errors in the experimental version had been optimized, 

it was found that no severe biases existed in the production version, 

but that there was a tendency to lose information on the shower and 

hence· increase the error on both the conversion point and the shower 

direction. These larger errors were reflected in th~ resolution obtained 

in the kinematic fits. 

In the study of the reaction 
0 0 

n p ~ n n n the large directional 

errors resulting fromthe reconstruction of the gamma rays affected 

·1 h 1· fh( 0
)· • ma1n y t e reso ut1on o t e n n 1nvar1ant mass. The dipion invariant 

mass, on the other hand, was determined mainly by the direction and 
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timing of the detected neutron, so that the large directional errors for 

the gamma rays were of limited importance in the determination of the 

n-n scattering cross-section. 

5· Kinematic Fitting 

The method of least squares with constraints to obtain kinematic 

46 fits to data has been well documented. The LBL Group A kinematic 

4o 
fitting program SIOUX was used to generate a set of kinematically 

compatible four vectors for the reaction n p -7 n°n°n with the subsequent 

0 decay n -7 TY· All the initial and final four vectors of the interaction 

in question were measured, so that, with the usual assumptions about 

Gaussian errors for the measured quantities, the subsequent kinematic 

fit had six constraints (a 6c fit in the jargon). It was also possible, 

by excludi'hg the neutron information, to do a 3C fit to the data and 

compare it directly to similarly fitted neutral final state trigger 

data. 

The method of least squares assumes Gaussian errors in the measured 

quantities, ~o that special care had to be exercised to ensure that the 

variable that was used in the fit had a scatter around a central 

(fitted) value that came closest in approximating a Gaussian distri-

but ion. 

Since the SIOUX package (including the kinematic fitting program 

SQAW) was originally written as a bubble chamber data fitting routine, 

a number of variables that had Gaussian errors in measurements associated 

with the bubble chamber detection techniques, no longer did so in the 

present experiment. For instance, within the standard SIOUX program 

the variable 1/pj_ (where p j_ is the projection of the monientum perpen­

dicular to the magnetic field in the chamber) was considered to have 

Gaussian errors, whereas, in the present case, since it was the time of 

·' 
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flight of the neutron that was measured and the energies of the gamma 

rays that were estimated directly, it was the velocity of the neutron 

and the momenta of the photons that were considered to be Gaussianly 

distributed about their central (fitted) values. In all these cases 

SIOUX was changed accoraingly, to correspond to these differences in 

mea"surement techniques. 47 

In addition, in this experiment a number of the particle directions 

were measured by a series of scintillation counters. The particles 

could have traversed along any trajectory which was compatible with all 

counters that were triggered by it, but certainly not along any other 

trajectory. This fini ~e region of allowed trajectories with sharp 

boundaries, with the traj~ctbries having a fla~ distribution over the 

allowed region, seemed at first glance to be incompatible with the use 

of central trajectories with Gaussian distributions as was requited by 

SQUAW. To overcome this difficulty, all initial values of particle 

directions as measured by counters, were taken to be the central values 

compatible with the counters that had triggered. The errors were 

estimated to be equal to the second moments of a flat probability distri-

bution defined by the size of the counter and zero everywhere else. 

Thus, for instance, in determining the path of a beam particle through 

a beam hodoscope element of dimension £.X £ inches, the beam trajectory 

was estimated to pass through the center of that square with an error of 

2 1 .e 12 
(J = - J 

.e -£ /2 
2 2 1 ( £ )

3 
x dx = 3 • i 2 

in the horizontal direction, _perpendicular to the beam. 

The gamma ray directions and conversion points were obtained by 

the shower reconstruction program DHARMA-HS as outlined in Sec.n.A.4 and 

passed on to SIOUX, along with the data box information, on its output 
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tape. 

The SIOUX fit was done in two parts. The shawer directions and 

conversion points from DHARMA-HS, along with the beam trajectory, as 

' determined from the hodoscope information, were employed to obtain the 

best intersection point (and hence interaction point) of the rays. New 

directions were then calculated for the ganuna rays .and the beam traj-

ectory. The showers were constrained to pass through the intersection 

point and their respective conversion points, while the beam trajectory 

was defined by the intersection point and a pseudo.,.stationary poirit 

compatible with the beam hodoscope information. If the beam hodoscope 

information was ambiguous--not enough or too many beam hodoscope counters 

had triggered-- the initial beam direction was taken to be equal to the 

average beam direction and not used in the interaction point calculation. 

It was these directions for the particles, along with the additional 

energy information that was used in the least squares fit to obtain the 

··•,.. particle four vectors. 

To obtain the intersection point, the quantity 

s 

was minimized, where we defined the variables 

s 
z. 

l. 

0 = X. 
l. 

s 
- X·. 

l. 

0 
x. intersection point 

l. 

s x. 
l. 

conversion point or stationary point on 

beam trajectory 

As scaling parameter for the.length of the 

shower 

x2 was minimized with respect to As to obtain 
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0 and with respect to x. to obtain 
1 

where 

and 

0 -1 
X. = M .. b. 

1 1J J 

M •. 
1J 

b = 
i 

s 

s 

s-1 
E. 

1K 
s s) s (o . - o: o:. . x. 

KJ K J J 

The error matrix E .. s was obtained by considering 
1J 

Differentiating 

£. = t a 
1 i 

ot. = .eoa. + a.ot. 1 1 1 1 

Squaring, averaging, and assuming that (o£of:3 .) = o 
1 

2( ' . ( 2). E .. =£ 50:.50:.) + 5£ 0:.0:. 
1J 1 J 1 J 

. £2A 2 = ... + f:, 0:.0:. 
1J 1 J 

By multiplication, if necessary, 

E .. -1 = £-2 [(A .. + o:.o:.)""l 
lJ . 1J 1 J 

it could be shown that 

- o:.o:.] 
1 J 

-2 + f:, 0:.0:. 
1 J 

The error matrix for the intersection point was obtained i~ the usual 

manner. 

0 0 (ox. 5x. ) 
1 J 

s . 

' 0 
. dX l 

E s -­
K m ()£ s 

m 

I h 1 . . h 2 
n t e 1m1 t w en t:, -'-7 .oo the expressions simplified considerably to 

yield 

2 _ \ SJ;-1 S 
X - L. z. E.. z. 

s' 1 1J J 

E .. -1 = .e-2·[(A,. + o:io:.fl- o:io:.] 
1J ·. ' 1J J . J. 

It was in this limit that th~ intersection point was .calculated and its 
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error matrix obtained. 

The previous method of obtaining the intersection point did not 

include the knowledge that for a good event, the interaction point had 

to be withfn the target. Using the usual techniques of averaging, a 

a 
target averaged intersection point, xi , was obtained. Setting 

a-1 
E ... 

l.J 

and 

a-1 
E .. 

l.J 

where t 
the x. was target 

J 

o-1 
E .. 

l.J 
t-1 

+E .. 
l.J 

a o-1 0 
X. == E .. X. + 

J l.J ] 

and E .• 
t 

its center 
l.J 

t-1 
E .. 

l.J 

error 

t 
X. 

J 

matrix. 
t 

E .. was 
l.J 

obtained from the second moments of the spatial coordinates for a flat 

probability distribution over the volume of the target. 

As already mentioned, the intersection point calculation required 

a stationary point on the beam trajectory. If the beam trajectory 

passed through the two points whose components perpendicular to the beam 

trajectory were given as (x
1

, z
1

) and (x
2

, z
2 

), then any other point on 

the trajectory could be found. Thus by geometry (similar traingles) 

and one obtained 

Making the usual assumptions, and calling z. the stationary point, while 
0 

zt the target center, one obtained 

0 t 1 [ . . 2 
(oz oz ) == 2. (yo- yl)(yf- yl)(ozl) 

(y2 - yl) . . 

+(yo- yl)(yt- y2)(ozl)
2

) 

Setting 
0 
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Then x and z could be calculated from the known slope of the trajectory. 
0 0 

The point (x , y , z ) was interpreted to be that point which remained 
0 0 0 

stationary while the target center was allowed to move. It was the 

priint used in the intersection point calculation for the stationary 

point on the beam trajectory. 

The least squares fit to the target averaged intersection point was 

equivalent to a 2n constraint fit, where n was the number of rays used 

in the fit. The intersection point fit without the target averaging was 

equivalent to a (2n - 3) constraint fit. Confidence levels were 

·calculated for the fits and were found to exhibit the usual character-

istics...:-a relatively smooth behaviour above the one percent level and a 

sudden rise in the number of events having a confidence level of less 

than 1% for the fit. In the data sample used for the analysis of the 

differential cross-sections, a 1% confidence level cut on the inter-

action point fit was imposed to obtain a cleaner sample of data. 

The interaction point as well as the first spark in each shower 

were then used to define the gamma ray direction, while the neutron 

directionwas determined by the interaction point and the center of the 

neutrrin counter that had fired (if more than one counter had triggered, 

the event was discarded). The directional errors frir the showers were 

calculated from the errors for the interaction point (n + 2 in. ) and 

for the first spark of each shower (± 1 in. ), while the errors for the 

neutrondirection'were those obtained from the interaction point error 

and the error introduced by assuming that the neutron had interacted at 

the center of the scintillator of the neutrondetection counter (these 
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errors were again set equal to the second moments of a flat probability 

distribution over the volume of the scintillator). 

Once the directions of the initial and final state particles had 

been established, it only remained to obtain their energies. The.energy 

of the incfd.ent Jt was obtained from the wire-orbit information, already 

outlined in Sec. II.B.l. The error in the.central value was taken to be 

equal to the momentum bite of ,0,p/p = + 1~ O%, while the central value 

itself was set to 10 MeV below the nominal wire orbit data to account 

for the energy loss because of the rna terial in the beam, L e., the 

scintillation counters, the gaseous freon of the Cerenkov counter, the 

liquid hydrogen of the target. 

The energy of the neutron was obtained from the time of flight 

measurements, while the gamma ray energies were estimated from the number 

of sparks observed within a shower. The absolute calibration for the 

time of· flight as well as the relationship of gamma ray energies to the 

number of sparks in the corresponding shower was obtained from the charge 

0 exchange data :rr p -7 :rr n. 

The time of flight measurement yielded a number in arbitrary units 

(ADC units on'the data light array) which had to be calibrated to yield 

true timing information. Essentially one had to obtain two parameters, 

s and n
0

, for each counter to yield the formula 

t = s(n - n ) = sn - sn 
0 0 

The slope, s, was a function of the electronic setup only, and was 

independ~ntly obtained using a light pulser and suitable delays in the 

cabling connecting the ADC unit to the rest of the electronics. It was 

found, as expected, that s was the same for all counters. The zero 

point, sn
0

, depended on the geometry. It was found by considering the 

PPK .. . · . . . 
position of the prompt peak, t. , for each counter, as.sum1.ng 1.t 

l. . 
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travelled with the speed of light, and calculating the time taken for it 

to arrive at the neutron counter under question, from the target center. 

A cross-check of the formula was obtained from fits to the charge 

exchange data. 

The two shower events were fitted using directional information only 

. 0 0 
to a 2C fit for the hypotheses :rr p -7 :rr n and J! -'---7· II. Since the neutron 

velocity for this reaction was a unique function of the laboratory angle, 

the position of the :rr0
.peak for the passing events determined another 

point for the calibration of the tim;i.ng formula. The zero point was 

. . 0 
adjusted to yield the best value for both the prompt peak and the :rr 

peak. The position of the calibration points for the timing formula 

were considered to be sufficientlywell determined, that the only error 

considered in the time of flight measureme·rit was that introduced by 

electronic jitter (± 2/3 nsec). It should be noted that the calculated 

velocity of the neutron from the timing formula took into account the 

variation in the position of the interaction point as well as the 

neutron scatt~ring point in the scintillator of the neutron counter. 

It eveh considered the velocity of the light signal in the scintillator 

that triggered the phototube. 

0 The raw time of flight spectrum of the :rr for charge exchange was 

displayed in Fig. 15lP This· time of flight spectrum was obtained from a 

. . 32 . h h. . . prev1.ous exper1.ment us1.ng t e same equipment as t e present one, 1.n 

which all the neutron counters were set at.the same neutron production 

angle. 

The charge exchange reaction was also used to obtain a calibration 

of the gamma ray energies as a function of the number of sparks 

deposited in the spark chambers by the showers. The spark chamber 

system was divided into four regions. In the last of these regions, 
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corresponding to backwar<} going gammas, no spark-energy calibration 

could be made, since most of these photons deposited their energy in 

the gamma counters and not within the active part of the chambers. In 

all other sections a successful fit was made to the empirical two 

parameter formula 

E/cos B = (E/cos B) sinh (n/n ) 
0 0 

where E was the energy of the gamma ray as obtained from the charge 

exchange fit, e was the obliquity of the gamma ray to the chamber face, 

and n was the number of sparks in the shower as obtained by DHARMA-HS. 

The factor of.l/cos B appeared in the expression because the gamma rays 

travelling obliquely to the chamber faces tr·aversed more radiation 

lengths of lead than those normally incident • 

. The errors, 6E/E, obtained fat this energy calibration ranged from 

40 to 100%, being the largest for the very energetic showers which had 

a tendency to leave the chambers through the back face. 

The resolution of the kinematic fitting was liiest illustrated by 

the invariant mass distribution of the (yy) system in the fit to the 

hypothesis n- p ·--"· n17 for the two shower events. The ( yy) mass spectrum 

displayed a n° peak of half width of 20 MeV centered around 135 MeV 

(see Fig.l5c). 

It should be noted that all errorS used in the fits, that were not 

set by the geometry, were optimized using the method of pull quantities
46 

so that they represented a consistent set of Gaussian errors. 

6. Geometric Acceptance and Kinematic Cuts 

The neutron counter geometry distorted the phase space of the final 

states of the reactions studied. This occurred because each counter 

subterided a small fraction of the 2n radian interv~l in azimuth and this 

fraction varied from counter to counter. Other factors which contri-

:~ 
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buted slightly to the phase space distortion were the variation of the 

• 
neutron .counter detection efficiency with neutron·energy, and the neutron 

timing acceptance gate. In particul~r 

neutron flux detected b . a counter at an an le 
(area of counter) • (detection efficiency 

total neutron flux at an an 
of annular ring intersecting neutron counter 

Defining the symbols (see Fig. 16a) 

neutron flux detected by a counter at an angle 

total neutron flux at an angle 

r distance of counter from the i'nteraction point 

D diameter of the face of the counter 

neutron counter efficiency 

we could rewrite the previous expression as 

where 

Then· 

Setting the 

F (8) 
n 

2· 
:n:D 
4 T] 

rt:.8 :::::;, 

8r 
D 

1 
T] 

distance 

180 
T] 

D 

sin 8 F (8)·= F (8) 
n t 

r to 15 ft. and D to 8 in. yielded 

sin 8 F (8) ~ F (8) 
n t 

,The calculation previ6u~ly outli~ed, did not account for the fact 

that .. the neutron counters were not exactly touching one another and 

therefore some of the neutrons could be lost in the small spaces 
\ 

between the·counters. Another effect not included, which was also 

small, was the variation of the ratio of the neutron counter area to that 

of the annular ring over the face of the counter. A complete Monte 

Carlo integration for the neutron counter geometry yielded 
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Circumference 
annular ring = 

2vr Sin® 
Neutron 

counter 

·Neutron 
direction 

Fig. 16a •. The neutron counter geometry L the laboratory. 
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Fig. 16b~ The neutron counter detection efficiency as a function 
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212 
11 

sin e Fn(e) = Ft(e) 

Th . ( 2 ~2 .. ) s1.·n cH was t.h t · · · f us 'I a e geome r1.c acceptance correct1.on actor · 

expressed as a function of the neutron production angle in the laboratory 

frame. 

In addition to the distortions introduced by the geometric accept-

'ance, events with both small and very large neutron kinetic energies 

were lost. 

The neutron counters had an efficiency, T), of 200/o for the detection 

of neutrons of kinetic energies above 20 M~V (see Fig. 16b). However, 

below this energy cutoff, the efficiencies dropped rapidly so that very 

few neutrons could be observed of small kinetic energies. To prevent 

uncertainties in the data that could be introduced by the uncertainty 

in the'rapid variation in detection efficiency; a cutoff in the timing 

gate was set so that no neutrons of t3 < 0.17 could be observed. For the 

- 0 0 interaction under study, :n: p -7:Jt: :n: n, the momentum transfer to the 

nucle'on was directly related to the neutron kinetic energy in the 

laboratory, so that a cutoff in the neutron kinetic energy would also 

yield a cutoff in the momentum transfer. The cutoff would also distort 

the dipion mass spectrum accepted by the system. The t3 cutoff did not 

affect the fits to the theoretical distributitins, Since it could be 

taken into account in the fitting process. It did, however, have a 

small affect on the calculation of the :n: :n: scatte~irig cross-section. 

The Prompt Peak Killer (PPK) timing cut to eliminate t3 = 1 particles, 

also eliminated a number of fast neutrons associated with the inter-

·action :n: p -7 :n:
0

:n:
0 n. This timing cut did not affect the dipion mass 

spectrum of·interest, since only peripheral events (corresponding to 

slow neutrons) were.under study. However, it did have an affect on the 

total number of detected events and hence on the absolute normalization 
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of the ~-~ scattering cross-sections. 

Fig. 17a displays the neutron kinematics in the c.m. and lab frames 

CE a function of the dipion mass for a ~- momentum of 2.4 GeV/c. In the 

figure the neutron c.m. angle was measured with respect to the proton 

direction. In particular, it could be seen that the timing cut restrict-

ing the neutron velocities to 13 > o.n distorted the low end of the 

dipion mass spectrum, whereas the PPK cut did not appear to have much of 

an affecto In addition the polar angular region subtending 12 to 72 in 

the laboratory restricted the observation of the high end of the mass 

spectrum. Since phase space for the reaction, even at 2.4 GeV/c, was 
. . 

rapidly falling in this region, the cut did not cause much distortion 

in the shape of the spectrum. 

7· Neutron Scattering Corrections 

The neutron produced in the hydrogen target by a ~ interaction, at 

a laboratory angle of 8, had to traverse the lead and aluminum plates 

of the spark chambers before they could be detected by the neutron 

detection counters. This meant that part of the neutron flux seen by 

the counters was scattered because of neutron-Ph and neutron-Al inter-

actions. The ratio of unscattered neutrons, N,·detected at an angle 8, 

to the total number of neutrons produced at that angle, and for a neutron 

kinetic energy E, was then 

~ 
N~) 

0 

-aPbxPb( 8 )aPb (E) 
e 

where, xPb(8) and xA
1

(8) were the amounts of lead and aluminum, respect­

ively, at an angle 8 between the interaction point and the neutron 

detection couriter; while aPb(E) and aA1(e) were the neutron scatt~ring 

cross-sections as a function of the incident neutron kinetic energy. 

Since crpb(E) and aA1 (E) both increase by approximately a factor of two 
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Fig. 17a. Kinematics for. the reaction :rr p ~ nX at an incident :rr­
momentum of 2.4 GeV/c •. 
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as E decreases from 100 MeV to 20 MeV, the scattering corrections were 

highly energy dependent below'lOO MeV. On the other hand, above 100 MeV 

of neutron kinetic energy; the cross-sections remain relatively flat, 

and the corrections depended only on the neutron laboratory production 

where 

and 

Hence 

.e(e) - ax(e)cr(E ) 
p 

s(E) = cr(E)/cr(E ) 
... 0 

where sA1(E) = 1 forE greater than 100 MeV. 

E . = 100 MeV 
b 

Figure l7c displays the ratioN /N as a function of the neutron 
0 

production angle, e, for both 100 MeV and 30 MeV neutron kinetic energies. 

The number of neutrons detected, however, increased, rather than 

decreased because of the neutron scatters in the spark chambers. A 

neutron inelastically scattered by a heavy nucleus, would often have a 

number of relatively energetic neutrons and protons in the final state. 

In fact the number of neutrons produced of similar kinetic energies in 

n-Pb and n-Al interactions ranged.from one to three as the incident 

neutron kinetic energies ranged from 20 MeV to 700 Mev. 48 Any one of 

these neutrons could trigger the neutron counters, so that the number of 

triggers was larger than it would have been if no neutron inelastic 

scattering had occurred. 
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The predicted amount of neutron scattering in the chambers was 

consistent with the observed data. For the incident :rr- momentum of 

o4 - 0 1 0 MeV, the t:Wo shower events fit to the hypothesis :rr p = n:rr , were 

compared for both triggering modes (normal and without the neutron 

coinc{dence in·the £inal trigger) as a function of the laboratory angle 

8 for the first 10 neutron counters. Once the normal trigger mode data 

had been corrected for the geometric acceptance and neutron counter 

efficiency, and the data without the neutron coincidence in the trigger 

had been subjected to the timing cuts of the normal date, the two 

sample of events, normalized to the same number of incident beam particles, 

agreed within 5% in predicting the neutron scattering correction. This 

confirmed the expectationthat the neutron scatters were reasonably well 

understood. 
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IV. TOTAL CROSS SECTIONS 

The data for which there was no neutron coincidence in the trigger 

were used to calculate the total neutron cross-sections and also the 

partial cross-sections for rc p-> n + y's. The four gamma production 

' . h k b h f 0 0 
. h' cross-sett1on was t en ta en to e t at o rc p -t nrc rc , s1nce t 1s was 

the only neutral final state that could be produced as a neutron and four 

gamma rays. (Recent measurements of the decay mode~ ->rc
0
yy had shown 

that it was consistent with zero?
2 

) 

The data without the neutron coincidence in the trigger were used 

to determine the cross-sections since they did not have the drawback 

of the geometric and kinematic cuts that were'imposed on the normal 

trigger data. Furthermore every final state was of interest and the 

cross-sections could be obtained by counting events of a particular 

gantrna ray multiplicity and applying known corrections to it. These 

correttions could be easily summarized: 

a. Not all the gamma events·resulted from the interaction of the 

beam with the liquid hydrogen. Some number of the beam particles inter-

acted with the target casing. This number was measured by taking data 

with the ,target empty for a certain number of incident beam particles 

at each momentum, and normalizing it to the number of incident beam 

particles of the target full data. 

b. The number of observed m-gamma events,· m , had to be corrected 
my 

for scanriing efficiency and gamma detection efficiency. 

c. The neutral final state requirement in the trigger vetoed some 

legitimate events because some of the particles associated with the 

primary reaction re-p-> (neutrals) occasionally underwent an additional 

scatter with charged particles iri the target or target casing. These 

scattered charged particles would th~n cause the event to be vetoed. 
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The corrections in this case were small and well understood. 

In Sees. III.A.2 and III.A.3 we obtained the scanning efficiency 

matrix, E; the probability matrix, U, of observing one or two additional 

showers-per event because of the long active time of the spark chambers; 

and the probability matrix, D, of a single gamma not converting or being 

lost upstream. (The probability of observing a single gamma ray as two 

gammas was set to zero, since no concrete evidence could be found in the 

data of this form of feedup.) If m was the number of m-gamma events 
my 

after the target empty subtraction, we had 

-1 -1 -1 
~y' = D U E ~)' 

Since the correction matrices did not commute, the order of applying 

the corre~tio~ matrices had to be consid~red. 
-1 -1 

The matrices D and U 

corrected for either losing or gaining gamma rays because_of the physical 

characteristics of the spark chambers, so that (UDm') was the number of 

gamma rays that should have been observed in the-spark chambers. On the 

. -1 
other hand the matrix E corrected the number that was observed to the 

number that should have been. observed. Thus the order as indicated above. 

was correct. The number of gamma events that were not vetoed by the 

neutral final sta.te trigger was then m I. However, a number of 
"?' 

legitimate events were lost because of the anticounters surrounding the 

target. 

a. The gamma rays of the neutral final state converted in the 

target, the target casing, or the anti-counters, vetoing the event. 

This correction is of the order of 0-9% per gamma ray in the final state. 

b. The incident n which interacted to produce a neutral final 

state also produced at least one delta ray e~e:tgetic enough not to be 

stopped within the hydrogen target and was instrumental inthe vetoing 

of the event. A Monte Carlo study of this possibility yielded a 
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correction of 1. 5% for the hydrogen target geometry of this experiment. 

c. The final state neutron elastically scattered with another 

proton within the target, which then e~caped and vetoed the event. This 

problem was also resolved using a Monte Carlo method, and was found to 

yield a correction of lr{o. 

d. Each :rr 0 produced in the final state decayed by the mode 

0 + -:rr -'> e e 1 1.16% of the time, so that the observed cross-section had to 

be corrected by 0.0116 for each :rr0 in the final state. 

Tables IVa through IVe showed the number of scanned events and the 

corrections as they were applied to the data. The gamma multiplicities 

were obtained from four rolls of film for each momentum. They were then 

corrected for non-hydrogen associated events bynormalizing the target 

empty data to correspond to the same number of incident beam particles 

as the target full data, and subtracting the extraneous events. 

The uncertainties in the number of events for each gamma multi-

plicity a~ present~d in Tables IVa through IVe were purely statistical 

resulting from the statistical fluctuation in the number of observed 
. ' 

events as well as those in the sample being used in the scanning 

efficiency correction matrix. If the conversion efficiency was mis-

estimated by 1%, . an error 1 1/2 times as large as the one presented 

in the tables was introduced. However, even a large error in the 

feedup esti~ation (- 50%) did not change the errors as presented in the 

tables significantly. Thus the error in the number of events in each 

gamma multiplicity category was due to the statistical fluctuation of 

the observed events as well as the error in the estimation of the 

conversion efficiency. The error.used in the cr'oss-sectibn calculations. 

w_as 1 1/2 times the statistical error presented in the tables. 

The cross-sections for re-p-'> n +my's could be easily .calculated, 
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by setting 

where n 
0 

qo 

~ 

.e 

p 

N 

K 

(J 
Ill)' 

n . 1 
== _.!!!2::. 

n £pN 
0 

1 
K 

tota.l number of incident 1f s == (1 - ql)~ 

the fraction of 1-l and 
-

e contamination in 

the number of incident beam particles 

the effective length of the hydrogen target 

the beam 

(19-75 ern) 

density of liquid hydrogen at boiling ( 0. 0708 g ern- 3 ) 

number of particles per mole (6.02 x 1023) 

fa~tor to correct for events lost due to the anticounters 

The number n was just the number of rn-gamma events obtained from the 
rn 

number scanned after the target empty subtraction, and the scanning 

efficiency and gamma detection efficiency corrections. In addition 

where 

-~ fraction of events vetoed due to energetic delta ray 

production (0.015) 

q
3 

== fraction of events vetoed due to the scattering of the final 

state neutron in the liquid hydrogen (0.01) 

q4 conversion probability for a single gamma ray in the target, 

target casing, and anticounter sci~tillator (0.009) 

Hence for the four shower events the cross-sections were given by 

n4r 1 1 1 1 
== nB(l- q1 ) (19.75)(0.0708)(6.02 X 1023) • 0.985 • 0.99 • 0.964 

The scanning and gamma detection efficiencycorrections were 

applied next. The scanning efficiency matrix, as displayed in Sec. 

was inverted and applied to the gamma multiplicity vector. No feedup 

correction on a shower by shower basis was applied since no clearcut 

evidence existed to substantiate its use. A non--event associated 

.•. 
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feedup of a 4% probability for an additional gamma, and a 1% probability 

for an addition two gannnas was used. This reflected the ratio that was 

obtained by experimental means and incorporated a magnitude that had 

been found reasonable in a previous calibration of the detection effi­

ciency. 32 .. The probability for a gannna ray converting in the chambers 

was then taken to be 89% per gannna ray. This was the best value 

consistent for all momenta and also agreed closely with a previous 

calibration of the chambers for lower energy gannnas that obtained 87%. 32 

It was found by Monte Carlo studies, and also optimization of the ganuna 

mul tiplicites of the data that a larger conversion probability of 94% 

had to be taken for the two shower events because of the very specialized 

topology of the two body kinematics producing them. Both these numbers 

were incorporated in the detection efficiency corrections. 

Table V shows the cross-sections for 1C p -> n + my's as well as. the 

beam contamination at each momentum. There was a lOrJo error in the beam 

contamination measurements.) For cr
9

)' the correction for gannna conversion 

in the target and the surrounding anticounters was ta~en to be that for 

nine gannna rays in the final state. · 

To obtain the total neutrals cross-sections the cross-sections 

obtained above had to be corrected for the probability of Dalitz pair 

production from the decay in i::he final state. In all cases, except for 

the case of the two gannna events, it was assumedthat the number of n:'s 

in the final state was equal to the maximum number compatible with the 

gannna multiplicity, i.e., even number of.gammas were assumed to have 

m/2n:0
' s in the final state; while the small odd number of gannnas, 

(m - 1)/2n:0
' s in the final state. The two shower events were produced 

. 0 .· . + -
both from n: decay and ~ decay, where the mode ~ ~ e e y was negligible. 

Since about 75% of the two shower events were·n:0 's the correction to 



Table IVa. Garmna multiplicites at 1590 MeV/c. 

No. of incident beam particles for target full = 3.4· X 10
6 

No. of incident beam particles for target empty = 0.464 x 106 

#o-f # of events # of events Hydrogen # of events after·. # of events after # of events after 
garmnas target full target empty associated scanning effie- feed-up feed-down 

events iency corrections corrections corrections 

0 190 12 102 62±15 65±17 50±17 

1 815 27 617 528±41 553±43 -86±52 

2 . 5262 67 4771 4803±82 5032±87. 5356±114 

3 1696 33 1454 1401±63 1257±68 524±121 

4 2123 33 1881 1901±59 1895±63 2789±145 
I 

1-' 
1-' 

5 681 ·13 585 554-54 490±58 -25±165 
[\) 
I 

6 668 12 580. 706±50 703±53 1389±137 

7 151 3 129 117±43 88±47 -13±166 

8 97 1 89 124±29 119±31 181±117 

9 37 0 37 48±16 42±17 121±48 

~ 'i .. 



'o; 

Table IVb. · Ganuna multiplicities at 1790 MeV/c. 

No. of incident beam • particles for target full = 3· 8 X 10
6 

No. of incident beam particles for target empty = 0. 5o4 X 10
6 

To_f _____ # of event.s # cif events Hydrogen # of events after . # cif evenfs after # of events after 
ganunas target full target empty . associated scanning effie- feed-up 'feed-down 

events . i~nci corre~tions .corrections· corrections 

0 164. 15 50 13±12 . 14±13 2±13' 

1 640·. 20 489 412±35 433±37 -84±44 

2 4571 SO. 3967 3901±76 4o88±8o 4145±107 

3 1997 29 1778 1771±69 1687±74 9o4±134 
I 

4 2577 35 2313 2310±68 2317±72 3140±168 1--' 
1--' 
w 

5 841 8 780 832±64 761±69 675±187 
I 

6 689 14 583 618±52 594±56 934±211 

7 208 0 208 250±53 230±58 165±211 

8 119 0 119 179±37 170±40 375±145 

9 36 1 . 28 30±17 21±18 59± 52 



Table IVc. pamma multiplicities at 1990 MeV/c. 

No. of incident beam particles for target full = 4.08 x 106 

No. of incident beam particles for target empt-y:= 0.596 :x: 106 

#of # of-eve-nts --#of events Hydrogen # bf events aftet # of events after # b£ events after 
gammas target full target empty associated scanning effie- feed-up feed-down 

events ienc~ corrections corrections corrections 

0 148 13 59 23±12 ·24±13 12±13 

1 530 10 461 394±33 413±35 -47±42 

2 4o64 69 3592 3502±72 3669±76 3719±103 

3 2015 33 1789 1747±70 1680±75 583±140 . I 
I-' 

2946 
I-' 

4 37 2692 2720±74 2754±79 3884±185 +=:-
I 

5 966 13 877 898±70 811±79 407±209 

6 803 10 734 860±60 842±64 1503±227 

7 230 7 182 194±53 160±58 161±203 

8 135 4 107 136±34 127±37 134±139 

9 75 3 54 74±20 67±21 191±59 

). 
.; ,.. 
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Table IVd. Gamma multiplicites at 2190 MeV/c. 

No. of incident beam particles for target full == 5.0 x 106 

No. of incident beam particles for target empty == 0. 661 x 106 

#of # of events # of events Hydrogen # of events after # df everits after # of eV~nts ~fter 
garrnnas target full target emp t~ associated scanning effie- feed-up feed-down 

events iency corrections corrections corrections 

0 153 11 69 36±12 38±13 33±13 

1 446 12 355 275±30 289±31 -159±38 

2 3937 59 3490 3372±71 3537±76 . 3562±lo4 

3 2234 34 ·1976 1900±75 1848±80 409±154. 

4 3609 41 3298 3337±84 3398±90 4762±214 
I 

5 1244 19 llOO 1129±83 1026±90 560±251 f--' 
f--'. 
Vl 

6 lo44 15 930 1052±72 1029±77 1865±288 I 

7 344 8 283 277±71 237±76 55±294 

8 239 2 223 302±55 294±59 349±231 

9 113 0 113 155±34 141±35 402±101 



Table IVeo . Gamma multiplicities for 2390 MeV/c. 

No. of incident beam particles for target full = 5.2 x 106 

No. of incident beam particles for target empty = 0.737 x 106 

?(of-~- If-of events --ff o-f event-s -----Hydrogen - ------;;/ of eventS after- ffOr events after. --:-# of events after 
gammas target full target empty ass.ociated scanning effie- feed-up feed-down 
· · events iency corrections corrections corrections 

0 175 2 160 134±16· 141±17 134±17 
1 477 20 335 274±27 282±30 -74±35 
2 3278 59 2861 2723±65 2853±68 2797±95 
3 2059 31 1840 17'90±71 1761±76 461±145 
4 3275 37 3013 3053±79 3110±84 4409±201 

5 1164 2~ 994 995±78 898±85 417±238 
6 948 8 891 1003±69 985±74 1680±278 

7 331 7 281 308±69 273±75 210±278 
8. 230 6 187 252±50 241±53 316±2o4 

9 102 2 87 .117±29 105±30 299±85 

.. ~ 
~ 

I 
I-' 
1:-:-' 
0\ 
I 
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compensate for the production of Dalitz pairs was taken to be 

1.0/[0.75 x (1·~ 0.0116)] for these events. The total neutrals cross-

sections were presented in Table VI • 

The total neutrals cross-sections could be obtained by summing all 

the events after the target empty subtraction, regardless of which 

shower multiplicity category they belong to. Also, all corrections 

except for gamma conversion in the target and Dalitz pair production 

could be made without knowing the gamma multiplicities. Thus the error 

iri the total neutrals cross-section arose only from the statistics of 
/ 

the whole sample and not from the errors introduced by scanning 

efficiency corrections and gamma detection efficiency corrections,\ 

except for the error introduced by the final correction depending on the 

shower multiplicity. 

Table VII displays the total neutrals cross-section without and with 

the corrections depending on the shower multiplicites. 

The errors for the total cross-sections corrected for gamma ray 

conversion in the target area and Dalitz pair production were then 

obtained by writing 

(J = . 1 
n 

0
p£ N ( 1 - q

2
) ( 1 - q 

3 
) 

m 

1 \"" 
(J ~ 

n peN( 1 q2) ( 1 q) 
; 

. 0 . L-. 

m 

1 y-
~ 

n peN( 1 ql)(l - q ) L_ -
0 3 m 

(J + (0.0148~ 
0 n p£N(l - ql)(l - q2) 

0 

Then 

ori ocr 2 · ~ o.ol48 }
2 

+ [n p£ N( 1 - ql)(l 0 
0 

n 
my 

( 1 - m 0. 009) ( 1 - m 0. 0116) 
2 

nmy 
(1 m 0.0198) 

• ( 1 + m 0. 0148) 
my . . . 

2 ...... mn 
my 

m 

L K< on on£ > £ q ) ]2 !d Ky I 2 . 
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Table v. Cross-sections for rr-E ~ n + m:z 1 s in mb. 
Beam 
momentum 1520 MeV/c 1720 MeV/c 1220 Mev/c 2120 MeV/c 2320 MeV/c 
Beam 
contamination .111 ·076 .o66 .038 .028 
No. of garmnas 

0 0.020±.010 0.001±.006 o.oo4±.oo6 0.009±.005 o.o32±.oo6 

1 -0. 035±.031 -0. 029±. 023 o. 015±. 020 -o.o4o±.ol4 -0. 018±.012 

2 2.158±.069 . 1.4 38±. 056 o~ 189±~ o49 0.902±.039· . o. 674±. 034 

.3 0.211±.073 0.314±.069 0.186±.067 0.103±.059 0.111±.052 I 
I-' 

4 1.124±.088 1 '· o89±. o88 1.241±.089 1.206±.081 1. 062±. 072 I-' 
OJ 
I 

5 -0. 010±. 099 0.234±.097 o. 130±. 100 o. 142±. 095 0.100±.086 '-

6 o. 54 3±. 113 . 0.324±.109 0.480±.109 0.472±.109 0.403±.101 

7 -o. 005±.101 o.057±.no 0.052±.097 o. 014±. 112 o. 051±.100 

8 0.073±~071 0.130±.075 0.093±.067 o.o88±.o88 0.076±.074 

.?9 o.o49±.029 0.020±.027 0.061±.028 o. 102±·~ 038 0.072±.030 

.:.., 



Table Vlo The partial cross-sections for n: p-.,; (neutrals) in mb. 

Beam motnentlim 1590 MeV/c 1790 MeV/c 1990 MeV/c 2190 MeV/c 2790 MeV/c 

No. of gamma rays 
in corresponding 
m-gamma final state 

0 0.020±.010 0.007±.006 0.003±.006 0.008±.005 0.032±.006 

1 -Oo036±o032 -0.030±.023 -0.015±.023 -o.o4l±.ol4 -Oo 018±, 013 

2 2.244±. 717 1.495±. 058 1.236±.051 0.938±.o41 o. 701±. 036 

3 0.224±.077 Oo 331±. 074 o. 198±. 071 o.no±. o62 0.118±. 056 I 
1-' 

4 1.2o4±.094 1.168±.093 1. 330±•099 1.292±. 087 1. 139±. 078 
1-' 
\D 

I 

5 -Oo 011±.109 0.256±.106 o. 142±.110 O.l55±.lo4 0.110±. 094 

6 o. 601±. 125 0.358±.121 Oo 531±.120 Q. 522±. 121 o.448±. 111 

7 -0. 006±. 114 0.064±.123 o. 058±. 110 0.016±.126 o. 057±.113 

8 0.083±.081 0.148±.085 o.o49±.076 0.101±.100 0.087±.084 

?9·· 0.057±.034 0.023±.031 0.071±.033 o. 119±. o45 0.084±.037 
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Table VII. Total. cross sections :rr p ~(neutrals) in mb. 

Beam Momentum 1590 MeV/c 1790 MeV/c 1990 MeV/c 2190 MeV/c 2390 MeV/c 
Total cross-.· 
sections with 
out corrections 
depending on y 4.13±.096 
multiplicities 

3-56±0.076 3-45±0.072 2-99±0.060 2.56±0.051 

Total cross­
sections incor-
porating all 4.38±0.103 3.82±0.082 3.60±0.076 3.22±0.066 2.76±0.056 
corrections 

A comparison of the data on the total cross-sections for this 

experiment and other experiments has been presented in Fig. 18. It 
\ 

could be seen that within errors the results of the present experiment 

agree with a number of previous ones. The data of Carroll et al. 
49, 

50 . 51 52 
Crouch et al. · Bizard et al. and Feldman et al. have been presented. 

Since a number of the points had to be obtained from graphical presen.-

tations in published works they may not be as accurate as could be 

desired. 

It should be noted that the total cross.:.sections of Feldman et al. 

have the strange particle production cross-sections subtracted from the 

data. - 0 The main modes of strange particle production are :rr p ~AK and 

- 0 0 0 :rr p ~ I: K • The cross-sections for :n: p ~ AK range from 200 flb to 175 

- 0 0 
flb in the energy region of the experiment, while those for :n: p ~ I: K 

range from· 175 flb to 110 flb in this same energy range. 53 The subsequent 

neutral decays of the produced strange particles that ~auld contribute to 

the trigger are only ~ 30% of the final state, _so that ~ 3 to 4% of the 

data taken in the present experiment was of strange particle production. 

In addition none of the decays of the strange particles could ~ontribute 

to the cross-section of events produced as four gammas in the final state, 

so that the corrected four shower cross-section is also the cross section 

. - 0 0 for the react~on :rr p -7 n:rr :n: • 



Fig. 18. 
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v. 0 0 
PROPERTIES OF THE 1! 1! n FINAL STATE 

The gannna events. for the data with the neutron counter coincidence 

in the spark chamber· trigger were fit to the hypothesis rr-p -7 rr 0 Jr0 n 

(a 6c fit) •. (A sample of the data without the neutron coincidence in the 

trigger was fit to the same hypothesis as a check on the normal trigger 

data. The resolution for this sample was worse than for the normal 

trigger data so that most of the analysis was done on the data taken 

with the normal trigger.) A 1% confidence level cut was made on the 

intersection point fit, as well as the overall kinematic fit. For the 

kinematic fit, the confidence level distribution was flat above the 

5% point, had a gentle slope between the 5% and 1% level and then had 

the usual large increase in events below the 1% confidence level point. 

The data were examined both with the 5% confidence level cut and the 1% 

confidence level cut, without any significant differences being found 

in the resulting description of the Jr
0

rr
0

n final state. Thus to iricrease 

the statistics the 1% confidence level cut was chosen, although in the 

region of 1 to 5% there was a slight deviation from the desired flat 

distribution. 

Examination of the :ir0 Jr0 n final state distributions revealed that 

the dipion was produced peripherally and that a considerable enhancement 

existed in the (n-Jr
0

) mass spectrum in the .6(1238) region. Thus to 

isolate .the rr-Jr interaction a peripheral cut was made ~o that the cosine 

. of the dip ion production angle in the c.m. was greater than 0. 8, and a 

cut was also made on the (n- ']{~·invariant mass in the region 1100 to 

1300 MeV to eliminate the .6( 1238) contribution to the final state. To 

isolate the I = O, J = 0 Jr-Jr interaction, the dipion mass was restricted 

·to invariant (rc-rr) masses below 1 GeV, since a strong d-wave contri-

bution to the data was observed in the region above dipion masses of 
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1 GeV. 

Table VIII displays the number of events remaining of the data 

sample as a function of the various cuts. Each column of.the table 

includes all of the previous cuts, in addition to the one specified. 

It should be noted that the events are not normalized to the same 

number of incident beani. particles. 

The table indicates that 25% of the passing events failed the 

intersection point cut, indicating that the directions of the ganrrna rays 

and the beam particles were not well determined. The large number of 

failures in this category were mainly due to the reconstruction program 

DHARMA-HS. Another 25% of the passing events failed the confidence level 

cut for the kinematic fit itself. 

To understand the 75% failure rate of the four shower events an 

attempt was made to enumerate the possible types of failures and compare 

them to the number of passing events. The total number of events was 

constrained to total 36,ooo: 

Passing events 

DHARMA-HS failures (10% of passing events) 

SIOUX failures (5% of passing events) 

Neutron scattering (50% of passing events) 

Mis-scanning (15% of all events) 

Gamma detection inefficiency (10% of all 
events) 

Bad neutron tracks (5% of all events) 

Non-hydrogen associated events (10% of 
all events) 

Randoms ( 10% of all data 

Others 

- ll, 000 

1,000 

500 

5,500 

5, 500 

3,500 

1,500 

3,500 

3,500 

500 

The neutron scattering estimate was based on 25% of the total passing 



Table VIII. Four shower data fit information. 

Nominal Total number of Passing events for fit to the hyeothesis rr-E ~ n°rr0 n 
. momentum 4 gamma events Total Interaction Confidence Peripheral 6( 1238) invariant~ 

point cut level cut ·CUt • mass cut 

1.6 4812 1614, 1293 893 220 64 
I 

1.8 5641. I 1184 882 552 183 85 
2.0 7029 2325 1642 1086 419 186 

8320 2481 1751 1152 .485 ' 219 2.2 
2.4 10459 3056 2099 1334 521 244 

36261 10720 .7667 5017 1828 798 I 
I-' 
1\) 

+ 
I 

• ,, .: 
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rate multiplied by an estimated average multiplicity of neutrons in the 

final state of two. The bad neutron tracks consisted of double neutron 

counter triggers which were mainly attributed to soft gammas. The 

randoms were estimated from the pre-prompt peak timing data and again 

were attributed to a room background of neutrons •.. 

1. The Data. 

If the study of the production experiment :rr p -7 :rr 0 :rr
0

n were to yield 

any information on the :rr-:rr charge exchange scattering parameters, it 

should have certain general features consistent with some modified form 

of the one-pion exchange model. This implied that the dipion should be 

peripherally produced or that most of the observed events were observed 

at small momentum transfer values •. Secondly, if one were particularly 

interested in s-wave effects in the interaction, then, in the dipion rest 

frame, the :rr-:rr angular distributions should be consistent with isotropy. 

Addition~! care should also be taken to ensure that otherpossible effects 

in the final state did not dominate and obscure the :rr:rr interaction. Thus 

various n-'Jr enhancements and resonances had to be isola ted and their 

effects minimized. In particular the effect .of the 6( 1238) had to be 

understood. 

The momentum transfer distribution [ t = (pn- pn)2 ) for thfi! reaction 

:rr p -7 n°:rr
0

n for all momenta combined is shown in Fig. 19, both for data 

corrected and uncorrected for neutron inelastic scattering effects. The 

distribution peaks sharply at small t values, indicating that the reaction 

is indeed peripheral. Figure 20a displays the dipion invariant mass 

(again for all momenta) for dip ion c~m. production angles having cosines 

greater than 0.8. This cut restricts the events to the peripheral region 

enhancing the :rr-:rr interaction. A phase space curve normalized to the 

total number of events and reflecting the neutron counter geometric 
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Fig. 19a. The-momentum transfer-distribution for all momenta combined 
(no corrections). 

Fig. 19b. The momentum transfer distribution for all momenta combined 
corrected on an event by event basis for neutron scattering 
and nonuniformity of the neutron detection efficiency. 
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acceptance has been superimposed. Figure 20b shows the n-n° invariant 

mass, again for the peripheral region, and indicates a st~ong ~(1238) 

contribution. To isolate the n-n interaction in the further study of 

the data, a cut was made on the n-n°invariant mass from 1. 1 GeV to 1. 3 

GeV. All data were investigated with and without this cut. 

The cosine of the neutron production angle in the c.m. with respect 

to the proton direction is displayed in Fig. 21, while the t and 

( t - t . ) where t .. was the minimum momentum transfer possible for a 
m~n m~n 

given dipion mass, distributions are displayed in Figs. 22 and 23 

respectively. Separate distributions are shown for each of the incident 

beam momenta, as well as the totality of all the data. A strong peaking 

is observed for small t, and neutron production angles close to zero 

degrees, indicating that the one-pion exchange model had some degree of 

validity in describing the reaction. In Fig. 24 is displayed the t-

distribution after a cut had been made on the invariant mass of the 

(n-n) system. This cut removed those events for which either combination 
/ 

of the (n-n) invariant mass was between 1100 and 1300 MeV. The data 

still exhibits its peripheral behaviour after this cuto 
/ 

Figure 25 shows the t distribution for the corrected data as a 

function of the n-n mass for all momenta. It was noted that under 1 GeV 

of the nn mass the distributions appeared similar, while above 1 GeV 

the distribution has a much less peripheral behaviour. The t distri-

bution for all events having a nn mass below 1 GeV is displayed in 

Fig. 25f. Figure 26 shows the same data with a cut in the n-n invariant 

mass straddling the ~(1238) region~ 

•· 
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The data displayed a definite change in the production angle 

behaviour for the cosine of the neutron production angle in the o.8 

region. Hence a cut was made to enhance the peripheral nature of the 

data at this point. 

The dipion mass in the peripheral region is shown in Fig. 27 for 

each of the incident momenta as well as for all momenta combined. The 

same distributions are shown in Fig. 28 with the ~(1238) mass region 

removed. It should be noted that the n-n phase space peaks for large 

dipion masses because of the geometric acceptance factor. Thus any 

enhancements in the dipion spectrum should be considered with this in 

mind. F.igure 29' shows the mass spectrum for all momenta with and 

without the neutron scattering and neutron counter efficienty corrections. 

Figure 30 shows the same mass spectrum -also corrected for the angular 

acceptance. 

The n-n invariant mass for th~ peripheral region is displayed in 

Fig. 31 for each individual momentum, as well as all momenta combined. 

Figure 32 displays the (n-n) invariant mass spectrum for all momenta with 

and without the neutron scattering and neutron counter efficiency 

corrections. A strong enhancement can be observed in the n-n invariant 

mass spectrum at the mass of the ~(1238) indicating that roughly-50% 

of the final state proceeded via the interaction n-p ---7~0n° ---7 (nn°)n°. 

The presence of the strong ~(1238) signal made the study of the n-n 

interaction more difficult. 

Figure 33 shows the dipion decay distribution in the dipion rest 

frame corrected for neutron scattering and neutron counter eff:i,ciency. 

Figure ]4 shows the same- distributions with the ~( 1238) mass cut. From 

Fig. 34 it was apparent that up to dipion masses of 1 GeV the angular 

distributions were isotropic and that the enhancements in the uncut data 
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for decay angles near zero degrees were due to the D.(l238) background. 

It should be noted that after th;e 6( 1238) cut isotropy in the :rc-:rc decay 

angles does not imply a flat'angular distribution, but rather one that 

is depleted for angles near zero degrees. However, abpve 1 GeV the 

angular·distributions maintain a strong enhancement near dipion decay 

angles of zero degrees, even after theD.(l238) cut indicating a strong 

d-wave component. This was to be expected, since the f 0 (1220), a spin 

2 particle, begins to dominate- the :rc-:rc spectrum in this region. 
! 
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2. Parametrization of the Momentum Transfer Distributions' 

The data was parametrized in terms of the one pion exchange modeL 

The differential cross- section was writ ten following Eq. (32) as 

dtdsdn 
:rr:rr 

1 

(4:rr/ 

1 1 r
1 

I 2 2 2 2 2 Vs q g ~ 
~P lab 

f(t,s) 
2 2 

( t - ~ ) 

dcr 
dn 

:rr:rr 

and a maximum likelihood fit to the data was obtained for the form 

factor defined as 

f(t) = ltJ e a(t- ~2) 
~ 

. 2 
· where the factor It I/~ originated from the p-n coupling in the one pion 

a( t 2
) exchange model, and e - ~ was introduced to account for absorption 

in an approximate way. 

As already stated, it was observed that the n:rr 0 :rr0 final sta t.e 

contained a large 6(1238) signal which also appeared to be strongly 

. 2 
peaked for small t = (p - p ) values. To obtain the one pion exchange 

n p 

parameters ·uncontaminated by the 6 background a cut was imposed on the 

(n:rr0
) invariant mass before a fit was made to the t distributions. ·In 

addition since only the :rr:rr scattering parameters wetre desired, the fit 

was obtained for the peripheral region only restficting the 

events to the momentum trans fer region for which - o. 2 < t < t cut-off' 

where t = - O. 029 GeV1 and was due .. to the timing cuts• cut-off 

The LBL Group A maximum likelihood fitting routine OPTIME was used 

to obtain the fits. The program did a fit on 'an.event by event basis 

0 0 
comparing the data to a set of Monte Carlo four vectors for the nn :rr 

final state incorporating all the geometric and kinematic cuts of the 

data. In this way if the Monte Carlo events correctly reflected the 

kinematics of the data no biaseswere introduced into the fits as a 

consequence of the neutron counter acceptance and efficiency as well as 

the timing gate cuts. Similarly the (n-:rr) mass cut and the momentum 
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transfer cut did not bias the fit if the Monte Carlo integration points 

were ~ubject to the same cuts •. 

Fits were made to the data in three different t regions 

a. - 0.27 < t < t c 

b. - 0.19 < t < t c 

c. - 0.10 < t < t c 

and the results were compared. It was found that for regions b and c 

they were quite similar, while for region a they differed from those of 

b and c. In addition it was found that good fits to the momentum 

2 2 transfer distribution h(t), where h(t) = f(t)/{t ,.. fJ. ) were obtained 

only in the region below 1 GeV of the dipion mass, while for dipion 

masses larger than 1 GeV fits could be obtained to the functional form 
. . . 2 

h'(t) = ea(t - fl ), where the dipion pole term had been excluded. The 

fact that the momentum transfer distribution changed above 1 GeV 

indicated that the one-pion exchange model was starting to lose its 

validity in this regiori, where the available kinetic energy was getting 

smaller and peripheral production was not necessarily expected to be 

va~id. The results of the £it are shown in Table IX. 

Table IX. 

t region 

- 0.27 -

- o. 19 -

- o. 10 -

t . 
c 

t 
c 

t 
c 

Fit parameters for 
m< 1000 i.feV 

a(t u2) -e 
h(t) = 

_ u2)2 (t 

a 3-5±0.6 

a 5.68±1. 0 

a = 5--55±1. 0 

the t. distributions. 
m > 1000 MeV 

hl h(t) 2 = e a(t 

[l 

a - 1~06±0.2 

- u2) 

The fit was done for all momenta combined:, and then the resulting 

fit compared for each( individual momentum for normalization and for the 

goodness of the fit. 

The results of the fit have been displayed in Figs. 35 through 36. 

.. 

/ 
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Fig. 35· · . Fits to. the t distributions. The data is for those events 
having a dipion production angle:whose cosine is greater 
than 0.8. The parameters for the form factors were 
obtained in the fit to the t region(- .19 < t < -.029) 
and then the resulting curves using Monte Carlo points 
corresponding to the histogram data were integrated and 
normalized to the number of events in each histogram. 
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Fits to the t distributions• The data is for those events 
having a dipionproduction angle whose cosine is greater 

-than 0.8. The parameters for the form factors were obtained 
in the fit to the t region (- .19 < t < -. 029) and then ·the 
resulting curves using Monte ·Carlo points corresponding to 
the histogram data were integrated and' normalized to the 
number of events in each histogram.The figure on the lower 
right-hand side shows the It - t . I distribution. · mn 

..... · 
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For these figures, the parametrization of the t distribution obtained 

for the t region(- 0.19 < t < t ) have been superimposed on a data 
c 

sample cor_responding to a larger t interval, namely data having a dipion 

production angle whose cosine was greater than 0.8. The points for the 

curves were obtained by a Monte Carlo integration of the momentum trans-

fer functions obtained in the fit, and a smooth curve estimated from the 

Monte Carlo points. 

Th~ overall fit of h(t) to the t distribution is 

shown in Fig. 35, the fit as a incident ~ momentum. 

Figure 36 shows the fit as a function of the dipion mass. For masses 

a(t- u
2

) greater than 1 GeV, Fig. 36 shows the fit for the .form factor e , 

with a set to 1.06. The t' = (t - t . ) distribution also was fit 
m~n · 

adequately by the.same parametrization. The fits for this variable are 

shown in Fig. 36. 

3· The ~-~ Scattering Cross-Sections 

The ~-~ scattering matrix element and phase shifts were obtained 

using the form factors found for m < 1 GeV for the peripheral region. 
0 0 

~ ~ 

This did not represent the production distribution above 1 GeV very well, 

but since the t cut imposed to extract the I = 0, J = 0 scattering cross-

; 

sectidns eliminated most of the high mass region, any discrepancies 

introduced by using the form factors for the region below l•GeV were 

considered to be minimal. 

Integrating Eq. (32) over the solid angle, and accounting for the 

Bose statistics SYmmetry, one obtains 

1 



. 2( 0 2) Sl.n 0 "" 0 
0 0 

arid setting 

ds = 2 Js dm 

yields 

-152-

2 • 
2 2 . 2 2 

_1_ I q 1 I _LPlab J ( t- - f.L ) 

iS£ . Vs ---rqr- f( t, s) 

J 

(where m = m ) 
0 0 rc rc 

I q I 121 Plab2j ( t - u2 )2 

ia 
dsdt 

sin
2(o 0

- o2 ) = 
. 0 0 

18rc _1_ 
2 2 

g g_ 
s jqj f(t,s), dm ct 

J 
Furthermore 

1 
n 
total 

· rcrc · 

{
n(m + 6m, t + 6t) - n(m,t)} 

6~t 

where n(m,t) is the number of events with mass m, and momentum trans-

fer t; while n , is 
total 

the total number of events observed in the 

reaction at a given momentum. 

Hence 

. 2("'- 0 Sl.n u . -
0 

_2_ 1 
16 2 2 

.B..._~ 
32rr if 

and changing the order of taking the limit, and setting 

. 2("'-.0 Sl.n u 
0 

2 2 
g u = ?, 

32rr~ · 
(? = o. 0822) 

1 CJ total 

~ mtotal 
lim 

6m. -7 0 
l. 

{. 6m~6t. 
l. J 

L 
6t. -7 0 

J 

events in 
6m0,t 

6n(m, t }l 
6m0,t J 

where we summed over all events in ith mass bin and the )th momentum 

transfer bin. Then an average value of . 2(0 o - 02) in the region Sl.n 
0 0 

{(m.,t.), (mi +6m, t. 
. l. J J 

+M)} could be obtained by removing the limit. 
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crtotal 

ntotal 

I q' 1
2

1 Plab 1
2 

s jqj . 

2 ·. 
6. d .. (m,t)· 

l.J 
6.m.6.t. 

1. . J 

2 2 
(t- bl ~ 
f(t, s 

The data w:lth the neutron counter coincidence in the spark chamber 

trigger was used to calculate the ~-~ scatte~ing cross~sections. As 

already outlined this data excluded certain categories of events: 

a. neutrons with f3 < 0.17 

b. neutrons with f3 > 0.85 (the PPK timing cut) 

Co neutrons with production angles outside the angular region 

sub tended by the neutron counters ( 12 deg to 72 deg in the lab) 

In addition events were excluded because of 

d. neutron inelastic scattering in the spark chambers 

e. geometric acceptance of the neutron counters 

f. efficiency for the detection of neutrons by the neutron counters. 

Finally a cut was imposed on the data corresponding to the 6.( 1238) region 

g. if the invariant mass of either combination of n-~0 was in the 

region 1.1 to 1.3 GeV the eventwas not considered. 

Since the confidence level cuts (see Sec.v) eliminated a 

large sample of the events passing the kinematic fitting routine SIOUX, 

it was felt that the absolute normalization of the data taken in the 

normal trigger mode was unreliable. However, since the total cross­
.1 

0 0 
section for ~p ----') ~ ~ n had already been obtained (see Sec. IV) 

it was felt that the data could be normalized to this measurement. 

To account for the timing cuts and angular cut:s corresponding to 

a, b~ and c the total cross-section was normalized to the fraction of 

events with these cuts imposed. This was done by taking the kinematic-
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ally fitted sample of the data without the neutron counter coincidence. 

in the trigger which did not include these cuts (after the 1% confidence 

1~\rel .cuts for this data) to obtain the ratio of events with these cuts . ' 

imp~sed to those without the cuts. It was _felt that, although the 

events, without the neutron paramet,ers being determined, had poor 

resolution, the data was still accurate enough to yield the required 

ratio to - 5%. , We set 

To correct for neutron scattering, geometric acceptance, and 

neutron counter efficiency, the number of events was written as the sum 

of the weights 

[(2 ~2 ) sine wsc 

i 

where i ranged over all the data with the neutron counter coincidence 

included in the trigger, and where 

TJ = the. neutron 
N (8,E) 

counter efficiency 

sc 
{J.) = N(8, E) the ratio of events ~roduced a~ a neutron lab angle 0 

. . . 

of 8 and energy E, to those unscattered for the same 8 and E. 

Hence 

~d;.. = 
1] .t-.m.· 

.t-,tl: 

.t-.d .. 
X _._1...,]_ 

6m.6t .. 
1 1] 

I q'j2jplab12 

s I ql 

M .. (no cuts) 
1] 

M .. (cuts) 
1] 

(t- tJ-2)2 

f(t,s) 

J 0 .· 
where .t-,d .. included an (n-rc ) cuts as well as 

1] 

1 

212 sin ewsc 
TJ 

the.timing cuts and the 

angular cuts imposed by.the geometry and the electronics. The repop-

ulation of the number of events in each D.m . .t-.t. bin to account for the 
1 J 
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(nn°) cut, the timing cuts and the angular cuts, was obtained from the 

Monte Carlo events by considering the sums 

M .. (m,t) = q ' 
L.m.6.t. 

~ J 

I q' 121 p lab 12 
s I qj sin e 

with and without the (nn°) cut and the timing cuts imposed. (The 

' 

angular cut was not considered since it mainly affected the high mass 

region, which was of little interest in the analysis.) 

The expression for sin2 (5° - 5 2) obtained by the method outlined 
' ' 0 0 

above, was correct for each individual momentum. To obtain a Y]eighted 
I 

average for all the momenta combined one took the average 

"\ n. 
L 1p 

. 2("- 0 
s~n u 

0 

"\ n. L. ~p 

where the numbers n. were the number of weighted events at each 
~p 

momentum for the normal trigger data. 

Th . . 2 (<:. 0 2) f h . d h e error ~n s1n u - 5 arose rom t e error ~n crt 
1 

an t e o o ota 

statistical fluctuations of the various sums forming the resulting 

matrix element calculation. In particular, because of the normalization 

to the da~a without the neutron counte~ coincidence in the trigger, the 

error due to the neutron counter efficiency was not present. This 

resulted from the assumption that the errors in the efficiency arose 

mainly from the calculation~ which was not detailed enough, and not from 

, the method in which the neutron,counters were calibrated. Thus the 

errors scaled in the same manner .. for all counters and could be elimin­

ated by division in the determination of sin
2
(5°- 5

2
). 

0 0 

The square.of the'matrix element was obtained using a singlet 

region for the calculation for each mass bin of 4o MeV, since there was 

" not enough statistics in the final sample for a good extrapolation' to 
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2 . 
the pion pole (t = ~ ) •. The calculation was done for 6t = (- 0.19, t ) 

2 c 

and 6t- (- 0.1, tc) with the same form factor, ea(t-: ~ ), a= 5·57· 

It wa's found that the resulting square of the matrix element agreed 

closely for both calculations indicating that if an extrapolation could 

be made, it would probably yield similar results. Table X displays 

sin2
(5 ° - o2

) as calculated for both 6t intervals, while the results 
0 0 

have been graphically presented in Fig. 37· 

Figure 38 compares the present solution with that of Sonderegget et 

. 26 .. 24 
al. and Shibata et al. It can be seen that the square of the matrix 

\ 

element does not reach the unitarity limit, but does agree with these 

previous solutions for the given form factors used in the derivation 

above 750 MeV of the dipionmass. 

If.it was assumed that the unitarity limit was not achieved because 

of the limitations of the form factor model, and that it was but a ~ere 

scale factor that prevented the unitarity limit from being attained, a 

correction could be made by multiplying each point of the matrix element 

by a constant factor. The resulting phase shifts could then be compared 

19 21 
to the solution~ of Gutay et al. and Schlein et al. The solution 

0 
for 5

0 
is presented in Fig. 39 and should be compared to the results 

presented in Fig. 3. It can be seen after the normalization (which is 

difficult to justify) the rr
0 rt spectrum is compatible with the down-up 

solution as shown in Fig. 3· 
a(t- ~2 ) 

Figure 40 displays i::he functi~n ..:::e_.,;_· -
2
-

2
-., .::..S) sin2 (5° - 52 ) 

(t- ~ ) l . 0 0 

normalized to the dipion mass spectrum at each incident 1! momentum for 

those .events having a dipion production angle whose cosine is greater 
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sin2 (83-8~) 
(- (1.:!! < t < - -:,. 029) 

sin2 (8~-8~) 

(- C). 19 < t < - o. 029) 

200 300 400 500 600 700 800 900 1000 ·1100 

m(TT07TO). 

Fig. 37· 
2 o 2 . . . XBL 722-308 

sin (5
0 

- 5
0

) as .a funct,ion of the dip ion mass 

for two different 6t regions .• 
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! THIS EXPERIMENT 

£ SONDEREGGER ET AL. , 

! SHIBATA ET AL. 

200 300 400 500 600 700 800 900 1000 1100 

m(1To1To) 
XBL 722-312 

Fig. 38. Comparison of sin2 (o~ - 5~) as obtained in this 

experiment with other experimental results. (The 

point with the large error bars at the K mass has 

been obtained from K0 decay.) c 



.. ::.f 

l: 

CJ) 
w 
w 
r.r: 
(!) 
w 
0 

Fig. 39. 

-159-

1 ¥ .. • 1 ~-t ~. 0:....9 · 

I ( -.19 <t <-.o29 

200 300 400 5oo Goo 1oo aoo soo 1000 1100 

XBlf 722-305 
0 

5 obtainedas a function of the dipion mass after 0 . 

scalingt e o11,2 (5°.- 52 ) 6f this experiment to the, 
. 0· 0 

unitari ty limit. 
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angle whose cosine is greater than0.8. · The.parametri­
zation for the fit was obtained from the calculation in 
the t region ( -0. 19 < t < -0. 029) and then normalized 
to the appropriate region of·the mass distributions. 
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Table x. sin
2 (o 0 

- 5
2

) as a function of nur
0

rc
0 

0 0 

in 
0 0 

rc rc 

280 

320 
360 
4oo 
44o 

48o 

520 

560 
6oo 

64o 
68o 

720 

760 
Boo 
840 

880 

920 

960 
1000 
lo40 

lOBo 

sin
2
(5°- 5

2
) for 

0 0 . 

6t = (- 1.0, - 0.02) 

.0059±0.0060 

• 0114±0. 0115 
. 0615±0. 0320 
• 1463±0. o641 

. 1007±0. 0532 

. 1157.±0. 0562 

• 2858±0. 0970 
.2064±0.0674 I 

. 1346±0. 0560 

• 2562±0. 0817 

.4841±0.1103 

-3452±0.0877 
• 5229±0. 1109 

.3476±0.0818 

·3734±0.0864 
.2617±0.0696 

n 1942±0. 0588 

.1Q2l±Oo0377 

-0799±0.0361 
.0059±0.0064 
.o ±0.0 

6t = (- 1.9, -'0.02) 

.OQ93±0.0061 

0 0551±0. 0210 
0 0341±0. 0242 
.1152±0. o428 

.1466:to.o485 

.0943±0o0361 
o3416±0o0853 

•2386±0.0637 
.2137±0.0605 

• 3120±0. 0774 
.4423±0.0898 

. 3271±0. 07o4 

o4978±0o 0913 

• 5232±0. 0939 
. 4035±0. 0755 

.2627±0.0559 

-3377±0.0692 
.2913±0.0635 

.1766±0.0472 
0 0589±0. 022 5 

.0759±0.0288 

.0332±0.0150 

.0127±0.0098 
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than 0.8. It will be observed that the curves do not extend past 1080 

MeV in the dipion mass, since this region lies outside the 6t binning 

region used to obtain the ~~ scattering parameters. 

4. TheL-.(1238) Contribution to the Final State 

Once the parametrization of the ~-~ scattering ver,tex had been 

-- ' 0 0 obtained fo;r the reaction ~ p ~ ~ ~ n, a fit was made, using the maximum 

likelihood fitting routine OPTIME to all the peripheral data (including 

the 6(1238)] band to the square of the matrix element 

I sl2 = 'afl + bf2 

where 

1 

[ 2(m : + 1 

a(t 
e 

( t -

and' f
1 

was just a Breit-Wigner for the 6( 1238 )- of mass 1220 MeV and full 

width of 130 M~V, while f
2 

was the parametrization of the ~~ scattering 

as established in the present experiment. Good fits were obtained and 

the relative fractions of each proeess calculated. The partial rates 

were found for each momentum from the Monte Carlo integration of the fit 

to the data of lsl 2 , by considering the integrals 

and from the.· fractions 

a= 

The results have been tabulated in Table XI. 

Figures 41 and 42 show the results of this fit to the n~0 

invariant mass distributions and the dipion mass distributions, 

respectively, both for the peripheral region. 
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Fits to the (n:rr0
) invariant mass spectrum. The data is 

for those .events having a dipion production angle whose 
cosine is greater than 0.8. The parametrization for the 
fit was obtained from the calculations in the t region 
( -:0. 19 < t < -0.029) and then normalized to the 
appropriate region of the m~ss distributions. 



"0 

z 
LU 

> 
20 

0: 

1 0 
<D 

" ::J 

z 

0 

4 0 
Vl 

z 
LU 

> "0 
LU 

\ IL 
0 

2 0 

o:• 
UJ 

<D 
I: 
::J 

1 0 

z 

0 

Fig. 42. 

-164--

OlPlON MASS 0 1. P 10 N MASS 

20 

Vl 
J 

z 
LU 

1 5 

> 
LU 

IL 
0 1 0 

0: 

l LU 

<D 

" 5 
::J 

z 

500 1 0 0 0 1 50 0 500 ' 0 0 0 15oo 

MEV MEV 

1.6 GeV/c 1.8 GeV/c 

) 
DIP ION MASS 0 I P 1 0 N MA~S 

1- "0 
z 
LU 

> 
LU 

IL 20 

0 

"' LU 

<D 
1 0 

I: 
::J 

z 

0 

50 0 1 0 0 0 1 50 0 500 ' 0 0 0 1500 

MEV MEv· 

2.0 GeV/c 2.2 GeV/c 

DlPlON MASS 

"' 1-
·z "O 
ILl 
>-
LU 

500 1 0 0 0 , 50 0 

MEV 

2.4 GeV/c 

XBL 722-310 

Fits to the dipion mass spectrum. The data .is for those 
events having a dipion production angle whose cosine is 
greater than 0.8. The parametrization for the fit was 
obtained from the calculation in the t region 
( -0.19 < t < -0.029) and then normalized to the appropriate 
region of the mass distributions. Note that the- fit does 
not include the high mass region since all of those events 
lie outside the t cut. 

n 
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Momentum 
(GeV/c) , Fraction of ~( 1238) Fraction of ( 1L1L ) 

1.6 o.47±o.o6 0.13±0:.06 
1.8 0.42±0.07 0.58±0.07 
2.0 o.45±o.o4 Oo55±0.o4 
2.2 0.66±0.03 0.34±0.03 
2.4 o. 62±0. 03 0.38±0.03 
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VI. CONCLUSIONS 

.- 0 0 
The total cross-sections for the reaction n p ~n n n at incident 

n momenta of 1590, 1790, 1990, 2190, and 2390MeV/c were found to be 

4.38±0.103, 3.82±0.082, 3.60±0.076, 3.22±0.066, 2.76±0.056 mb respect- , 

ively. 

Tt- was found that the d ipions were more peripher_ally produced than 

indicated by the one pion exchange model and that - 500/o of the events in 

the region (- 0.2 < t < -0.029) were the decay products of the inter-

The dip±on production 

distribution was parametrized and a fit obtained foz: the distribution 

of the form 

hl 
2 

Jl. 

. 2 
a( t - Jl. ) e 

2 2 
( t - Jl. ) 

(with a 5· 68±1. 0 ). 

Subsequently using the parametrization of the t distribution the off-mass 

shell matrix element for scattering was calculated. It was found that 

using this modified one pion exchange model the nn matrix element did 
( 

not achieve_ unitarity. It; however, did exhibit a very rapid fall above 

850 MeV and, if interpreted in terms of nrt phase shifts, indicated a 

rapid variation of the I = 0, J = 0 phase shift in this region. The 

fact that the solution presented here fell below the unitarity limit 

may be indicative that the present model for off-mass shell nn scatter-

ing is inadequate to describe the on-mass shell reaction. It may also 

reflect a possible overall normalization problem in the data, which would 

alter the absolute value of the square of the matrix element, but not 

its shape as a function of the nn mass. 
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