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ABSTRACT

This paper surveys recent health care reform debates and empirical evidence
regarding the potential role for risk adjusters in addressing the problem of
competitive risk segmentation under capitated financing. We discuss features
of health plan markets affecting risk selection, methodological considerations
in measuring it, and alternative approaches to financial correction for risk
differentials. The appropriate approach to assessing risk differences between
health plans depends upon the nature of market risk selection allowed under
a given reform scenario. Because per capita costs depend on a health plan’s
population risk, efficiency, and quality of service, risk adjustment will most
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strongly promote efficiency in environments with commensurately strong in-
centives for quality care.

INTRODUCTION

Capitated prospective financing is an increasingly popular approach to con-
trolling health care expenditures. Capitation fixes health plan or provider
revenues at levels based on the average anticipated health resource needs of
members of a population, with the expectation that the program will supply
necessary care prudently under the fixed budget. This principle is fundamental
to community rated health plan premiums, but also applies to other health care
financing mechanisms such as global budgeting at a regional level and capi-
tated payments to physicians. The recipient of capitated payment faces a strong
incentive to maintain costs below the prespecified reimbursement level. This
can be accomplished in three ways: (a) by providing services more efficiently,
either fewer in number or less resource intensive by unit for a given health
outcome; (b) by undertreating selected individuals or lowering quality of
services overall; or (c) by serving a population with health care requirements
below the expected needs on which the payment rate was set, through risk
selection.

Prospective payment is intended to motivate the first of these three
organizational responses, improved efficiency. However, it must be applied
within a context that inhibits the two alternative strategies of poor quality
care and risk selection. Good quality measures and control mechanisms
remain in the early stages of development; their improvement will become
increasingly crucial to purchasers responding to health plan performance
under competitive, capitated conditions. This paper focuses on policy ap-
proaches to redressing the second “pathological” response to capitation, risk
selection. Risk adjustment corrects financially for risk selection, to make it
a less profitable strategy than improving efficiency, given adequate quality
control.

Health plans with sicker enrollees must charge higher premiums than plans
with healthier members to cover their costs. Adverse selection, or enrolling a
disproportionate share of unhealthy members, makes plans less price compet-
itive to potential customers. Eventually it leads to plans either avoiding sick
persons or offering them high premiums, which can become unaffordable.
Plans successful at enrolling low-risk members should not be rewarded with
market advantage for doing so. The purpose of risk adjustment is to reallocate
revenues, or alternatively, from low-risk plans to high-risk plans. In either
case, the redistribution goes only to the extent that the high-risk plans are
equitably compensated for assuming more than their fair share of the sick in
the market. Risk adjustment of community rated premiums financially pools
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underlying population health risk across all plans in a market. Ideally, it also
leaves the competing plans financially at risk for their own efficient operation,
as well as the insurance of random or preventable changes in members’ health.

The purpose of this paper is to highlight the issues that arise in applying the
evolving empirical tool of risk assessment in the context of market reforms.
Risk assessment and adjustment have promise, as well as important contextual
and technical limitations, for combating the deleterious effects of biased se-
lection among competing health plans. This paper reviews risk assessment
models for application to risk adjusting community-rated health plan premiums
under managed competition through a survey of the empirical literature and
recent policy debates regarding the potential role for risk adjusters. First we
present theories regarding the nature of risk selection in competitive health
plan markets and introduce basic principles for adjusting capitated rates to
correct for risk differences among competing plans. We then survey the em-
pirical literature on risk assessment, which is the statistical method for mea-
suring biased selection. We close with a critical analysis of how risk assessment
approaches relate to risk adjustment and other market or regulatory controls
on risk selection.

BIASED SELECTION IN HEALTH PLAN MARKETS

Risk selection occurs as the result of various actions by consumers, employers,
and health plans, which can actively or passively segment risks. Risk segmen-
tation can be the result of active efforts by health plans to attract low-risk
enrollees or avoid high-risk enrollees; it can be the result of passive factors
such as the location of facilities or the actions of other health plans; or it may
result from the level and structure of employer-paid health benefits. The
mechanisms and effects vary depending on the regulatory and competitive
structure of the market. Unfortunately, most empirical literature to date on risk
selection has treated the criteria for choosing a particular plan as a black box.
Studies instead have focused primarily on which types of consumers pick
which general type of plan (usually HMO vs FES). Relatively few studies have
ventured further to examine the role of generic plan features in repelling or
attracting particular risks.

Discussions of biased risk selection provide a number of credible (although
largely unproven) hypotheses about both plan and market features that might
affect biased selection. First, a number of factors could determine whether a
particular plan itself is susceptible to adverse selection. Health plans may affect
their risk through a number of mechanisms; these are summarized in Table 1.
Currently, health plans can select risks on two levels: through the employers
or groups they contract with, and through the subscribers within each group
who might select the plan over others offered (23). A plan may design and
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package its product specifically to attract low risks and discourage high risks
(19). High-quality benefits for the typical complaints of the healthy (e.g.
matemity care, sports medicine, short-term psychotherapy) and spottier bene-
fits for chronic health care conditions (e.g. restricted access to specialists,
maximum coverage limits, etc) tend to attract better risks (17, 22). Bonus
preventive services may appeal more to the healthy than to the ill (22). Incon-
venient care for chronic diseases might be used to discourage low risks (17,
25, 27). Targeted advertising can appeal to healthy lifestyles, and enrollment
procedures can require education or mobility correlated with better health (17).
Sicker persons tend to be more attracted to low-cost sharing in exchange for
high but predictable premiums, wider selection of physicians, and access to
prestigious specialists. They are more likely to be in older plans (typically, but
not necessarily, non-HMOs) because of long-term relationships with their
plan’s contracting providers (18, 19); these relationships make them less will-
ing to switch plans (12, 22, 38). Because sick persons visit physicians more
frequently, plans with geographically centralized providers may appeal to a
smaller proportion of the sick in a region than plans with well-dispersed
providers.

Altematively, the plan may explicitly try to exclude high risks, for example
throughunderwriting for preexisting conditions or risk factors. Plans may avoid
epidemiologically risky communities by contracting only with providers in
certain geographic locations (i.e. wealthier and healthier neighborhoods) or by
redlining (orrefusing to sell to) certain neighborhoods (e.g. gay communities to

Table 1 Health plan attributes potentially affecting biased selection

Brings in lower risks
(Favorable selection)

_Brings in higher risks

Mechanisms (Adverse selection)

Copayment/premium tradeoff =~ Low copayment/high High copayment/low premium

premium
Less comprehensive
. . with preventive emphasis

Covered services More comprehensive

Conventional medicine . . .
Geographic location of con- Healthier, wealthier areas

tracting providers

Less healthy, poorer areas

Geographic area covered by Broadly distributed within Concentrated within region

providers

Specialists, tertiary care

Age of plan

Choice of providers

Medical screening, under-
writing

Rating method

region
High quality, accessible
Older, established plan
Free choice of provider
Prohibited

No preexisting exclusion
Community rating

Low quality, inaccessible
Newer, less familiar plan
Restricted networks
Allowed

Exclusion of preexisting conditions

Experience rating
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avoid persons with HIV) (22). Geographically concentrated providers may
selectivelyinconveniencethose frequentlyill who aredispersed througha region
(23). Finally, plans that historically have differentiated their prices across
employer groups on the basis of risk or past claims (e.g. indemnity plans) may be
less likely to have established relationships with high-riskemployer groups (22).

A number of market and regulatory features also potentially affect plans’
more passive susceptibility to selection resulting from information asymmetr-
ies between plans and consumers, sometimes referred to as consumer self-se-
lection. Various health care reform proposals may modify these features to
control the degree of risk segmentation, or to achieve other policy aims. First,
some reforms aim at mandated universal coverage, whereas others aim more
modestly at universal opportunities to buy coverage. The latter type of reform
particularly invites adverse selection by persons who buy health insurance only
on the occasion of becoming ill. Guaranteed issue of coverage and require-
ments for plans to cover preexisting conditions would further compound
consumers’ incentives to do so; together such reforms could result in higher
premiums across the market if the healthy can avoid subsidizing the sick by
staying out of the health insurance market entirely. Open enrollment and
lock-in periods control the frequency with which consumers may change plans;
shorter periods between plan choices generally encourage risk segmentation
as consumers respond opportunistically to changes in their own health (22,
29). One-year lock-in, for example, may lower the incidence of risk-motivated
plan switching compared to the one-month HMO lock-in currently used by
the Medicare Risk program (22). Even longer lock-in periods could further
decrease risk selection as fixed memberships’ risk differences regress to the
mean (37, 38). Requiring purchasing alliances or employer groups to offer
their members a number of diverse plan choices also naturally increases op-
portunities for consumers to self-select according to risk, but encouraging
continuity of coverage, rather than tying coverage options to the vagaries of
employment options, may reduce selection.

Employer contribution strategies also affect employee price sensitivity and
consequent self-selection among plans; reforms requiring employers or alli-
ances to contribute only a flat amount approximating the lowest-cost plan
toward premiums would raise price consciousness the most (6, 10, 21, 28).
Because healthy persons are more price sensitive, more risk selection might
ensue. Employers who pay a large percentage of all employees’ premiums
have good reason to encourage high utilizers to select the low-cost plan.
Employers may also resist joining group purchasing arrangements (e.g. health
alliances) if such pooling with alliance members might increase their premi-
ums; plans in turn may avoid high-risk members by selectively contracting
with low-risk employers or private, limited alliances. Some risk selection will
also inevitably occur at random; this factor may impair the market entry and
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survival of smaller plans, and could inhibit efficient pricing in all plans.
Random risk fluctuations may become less important if the market consolidates
into a few large plans under the increased competitive pressures and risk is
spread across larger numbers within plans. The evolution over time of markets
under proposed reforms will also affect likely risk segmentation patterns. Early
in the process of implementing managed competition reforms, consumers may
suddenly face more choices among health plans with standard benefits, and
there could be large swings in enrollment. Traditionally, the more price-sen-
sitive low risks move to less expensive plans, but their price sensitivity may
be largely a function of willingness to switch providers, not of illness per se
(5). If high-risk persons are able to change health plans without changing
providers, their price sensitivity may increase. This may be expected in met-
ropolitan markets where plans have overlapping provider networks, as well as
wherever point-of-service options are mandated for HMOs. Stability of the
supply side of the market will also affect risk selection. There is a “regression
to the mean” effect as members age in their chosen plan (37), so fewer
occasions of plan entry and exit from the market could mean more moderate
biased selection. Finally, if the reform ensures universal coverage, an influx
of price-sensitive, low-income persons who had been previously uninsured or
publicly insured (and largely underserved) could also affect risk distributions.

Many risk-selection mechanisms may be amenable to regulatory control.
Reform proposals commonly limit opportunities for health plans to select risks
actively, by requiring a standard package of covered services, limiting cost-
sharing options, prohibiting selective underwriting practices, requiring fair and
uniform advertising practices, enforcing quality standards in care for the chron-
ically ill, and prescribing community rating of premiums. Nevertheless, risk
selection could not be eliminated entirely. To the extent that a reform allows
health plans to differentiate their products at all on the basis of cost sharing,
price, or contracting providers, they will attract different risks. Risk selection
would also continue because employers and consumers have their own motives
and methods for self-selection, and these practices are generally less appropri-
ate to regulate because they are the same ones that drive market choices on
the basis of efficiency, price, and quality. It is unlikely that any set of reforms
will eliminate risk differences among health plans, so specific methods to
assess and adjust for remaining differences will be necessary.

RISK AND RISK ADJUSTMENT

Risk adjustment policy is based on the simple idea that epidemiological factors
partly determine health care utilization, which in tum partly determines health
care expenditures. Given standardized benefits, variations in expenditures be-
tween health plans which are not due to these underlying health needs could
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be attributed to efficiency differences in care delivery or administration. Risk,
for risk-adjustment purposes, is a population’s innate need for and propensity
to use health care, independent of utilization (in)efficiencies. It is operation-
alized as essential health care expenditures. Hombrook & Goodman (14)
accordingly have defined risk as, “... the expected value of the distribution of
per capita costs of efficiently provided preventive, diagnostic, and therapeutic
health care services delivered to a defined group of enrollees for a specific
future period.”

Risk assessment models use a set of independent variables, risk factors, or
risk adjusters, to predict necessary expenditures. For a study population, each
risk factor is statistically associated with the dollar amount by which it typically
increases or decreases the expected annual health care costs of an individual.
Usually multiple regression or analysis of variance techniques are used. The
resulting parameters, or cost weights, can then be applied to the members of
another group to predict its total expected costs, or absolute risk. The group’s
risk is estimated by summing the expected expenditures of its members as
predicted by the model. Relative risks are the ratios of these estimated total
costs (absolute risks) between groups. To generate standardized relative risks,
several groups are compared to a standard average-risk group, usually the
potential market. For example, a health plan with a standardized relative risk
of 1.1 would have 10% above average-risk members, compared to other plans
serving the same market. It might legitimately require revenue 10% higher
than the revenues of competing plans, due to its case mixX and not its relative
inefficiency.

There are two policy goals of risk adjustment: (a) to allow consumers to
compare premium price differences that are not distorted by the health risk
differences between the plans’ memberships, but rather vary with the plans’
value and efficiency, and () to reimburse each plan fairly for the proportion
of population health risk that the plan assumes. The population is simply the
market of all potential consumers who are choosing between a set of competing
plans. Successful risk-adjustment policy means that if an efficient plan happens
to enroll the sickest people in the market, it will be still be able to market at
a competitive premium without this low premium translating into inadequate
revenues to care for its needier members.

The financial transfers based on risk differences between plans may be
approached in a number of ways. The first is to adjust community-rated
premiums according to plans’ relative risks. If plans rate prospectively on the
basis of the market (e.g. alliance) population, then consumer prices automat-
ically would be risk neutral, but plan revenues would have to be adjusted for
risk segmentation. Higher-risk plans would receive more per capita than their
quoted premium, and lower-risk plans would receive less. Alternatively, if
plans adopt the community rate based on expected costs of current member-
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ship, premium prices will be distorted by the plans’ relative risk advantages
or disadvantages in the market. Low-risk plans with lower per member per
month expenses will naturally be able to offer lower rates. In this case, risk
adjustment of market prices is required to raise the effective consumer price
of low-risk plans, and lower that of high-risk plans. This may be done simply
by adjusting the enrollee’s premium contribution. If risk-selection pattems do
not change after open enrollment, plans may be paid fairly at their quoted (not
marketed) rates. If further risk segmentation changes as a result of open
enrollment, a second adjustment of revenues might be in order.

There are altematives to this standard approach to risk adjusting commu-
nity-rated premiums. In a less price competitive environment, a large payer
might use risk assessment information to formulate fair fixed rates that all
health plans must accept as payment. This process is analogous to the “Ad-
justed Average Per Capita Cost” (AAPCC) concept used by the Health Care
Financing Administration (HCFA) to determine reimbursement rates for Medi-
care risk contracting. The formula may rely on absolute risk calculations (actual
expected costs produced by a risk assessment model), or apply relative risk
estimates to modify some standard premium.

An alternative to community rating is to allow health plans to quote different
rates for different risk categories. This can undermine the social insurance
objective of reforms mandating community rating, but, like risk-adjusted com-
munity rating, helps enhance price competition based on efficiency rather than
risk selection. A version of this method is being implemented in California’s
new purchasing pool for small groups. The risk-specific rates can be charged
directly to members, such that high-risk consumers pay more than low-risk,
or they can be composited by the purchasing group(s) to have low-risk mem-
bers subsidize high-risk members. The latter method is somewhat analogous
to community rating by class (CRC) practiced by some HMOs, except that the
health plan quotes and receives class-specific payments rather than the group’s
average-risk class rate. Another key difference is that if the rate is composited,
the purchasing group becomes financially at risk for added premium costs if
high-risk members tend to choose less efficient plans. Unlike CRC, the indi-
vidual plan is not vulnerable to inadequate payment if it experiences adverse
risk selection from that particular purchasing group.

A final altemnative is the high-cost condition pool, a form of prospectively
priced reimbursement for unusually expensive, clinically specific conditions
or condition-treatment pairs. The purpose is to reimburse plans fairly for
disproportionate adverse selection by extreme cost outlier cases, to the extent
the high costs are due to inevitable health care needs and not extravagant
overutilization (classic stop-loss reinsurance can indiscriminately reward over-
treatment as well, and thus deter efficiency). This method can be used to
supplement other types of risk adjusted community rating and has recently
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been implemented in New York State’s small group purchasing pool. The
condition pool approach estimates expected expenditures for selected health
problems and pays plans either a lump or capitated monthly sum based directly
on this. In the New York model, reimbursements are set at slightly below
expected cost to create a disincentive to draw on the pool. Conditions covered
in this manner include transplants for certain end-stage organ diseases, very
low birthweight, advanced HIV disease, and ventilator dependency for ALS,
severe trauma, or muscular dystrophy (33).

RISK ASSESSMENT

The following discussion of risk assessment modeling focuses on the problem
of adjusting comprehensive community-rated premiums according to relative
risk differences between competing health plans. However, many of the tech-
nical and conceptual issues generalize to all applications of risk information
to determining appropriate prospective reimbursement rates.

The Dependent Variable: Health Expenditures

There are several ways to define the risk assessment model’s dependent vari-
able, future per capita health care expenditures. The most common is to use
the dollar claims from a fee-for-service (FFS) plan. Studies based on group
practice model HMO populations simulate FFS charges by imputing resource
costs (11, 13, 15, 16, 35). Actual claims based on providers’ comparable
charges to non-HMO customers may be available for network model HMOs.
Imputation is required in data systems that only measure utilization, rather
than expenditures or resource use. It typically involves applying an average
value (absolute or relative) to particular services, such as physician office visits
or hospital admissions. Imputed costs tend to vary less than actual claims, and
the restricted range can erroneously inflate the explanatory power of the model.

Another problem is the notorious skewness of per capita health care expen-
ditures. Most people incur low annual expenditures while very few incur
extremely high expenses. Linear risk assessment models can be quite sensitive
to outliers (11, 16); models using log transformations or multiple equations
provide a more accurate fit (26, 27). Estimating annual costs for persons who
die or disenroll from a group during the year can compound the skewness
problem. For example, when the costs of a “million dollar baby” who dies
after a three-month life under neonatal intensive care are annualized, the result
is not only an outlier, but an outlier of a magnitude beyond financial possibility.
On the other hand, removing persons who die from the analysis introduces
bias because mortality is systematically correlated with both risk factors and
expenditures. Researchers often log or truncate expenditures, and sometimes
use mortality or part-year enrollment as a control variable or selection criterion
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to deal with these problems. However, while investigators must often use such
methods to deal with limited data and analytic constraints, health plans are
liable for real, not log expenditures and cannot ignore outlier cases.

The dependent variable becomes further complicated when health care is
conceptualized as more than medical care. This issue arises, for example, in
comparative risk analyses of Medicare risk contracting, where HMO enrollees
receive more preventive and supplementary services at low out-of-pocket cost
than do their FES counterparts. Similarly, some large employers argue that
reforms should not force them to pool risk with other groups, because their
health promotion programs actively invest in employee health and so they
should reap the rewards in terms of lower medical insurance expenses. Benefits
such as covered services and cost-sharing arrangements must be well defined,
and preferably standardized between any populations whose risk is being
compared. Supplemental care and spending on health promotion ideally should
be included in a risk assessment model if it has potential impact on externalized
health care costs or benefits, utilization of covered services, and longer term
health risk. Whether payers, patients, or others should be able to recapture the
difference in expected costs attributable to their health-promoting or risk-tak-
ing behavior is a question for another paper.

A critical and difficult risk-modeling task involves differentiating efficient
and necessary care from superfluous care. Efficient means having a high ratio of
benefits to costs. Quality of care, supplier-induced demand, moral hazard, and
nonmedical aspects of consumer demand all confound risk assessment’s as-
sumption that historical correlates of expenditures can be used as meaningful
proxies for health care needs. Risk assessment models can be judged in part by
how cleverly they control for the effects of costs potentially containable through
efficiency improvements, and focus instead on those driven by epidemiological
and demand characteristics beyond the control of the plans or the providers.

The Independent Variables: Risk Factors

Risk assessment models are characterized by their independent variables, or
risk factors. The major variables are: (a) those epidemiologically associated
with populations’ morbidity or demand patterns (demographic factors); (b)
those that are more direct proxies for individuals’ health conditions (health
status factors); and (c) those that measure clinical precursors of health problems
(clinical factors). Table 2 offers a fairly exhaustive list of the types of variables
that have been proposed as risk adjusters. Several features determine whether
a particular variable is appropriate to use for risk assessment: its conceptual
relationship to health risk, the ability to measure it accurately from available
data, its statistical contribution to accurate predictions of expense, its social
acceptability for application to health care financing, and its susceptibility to
gaming by financially interested parties.
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Table 2 Variables proposed or used for risk assessment models based on

individual or family unit of analysis

Independent variables

Demographics, Socioeconomic Status, or Local Market Characteristics

Age

Gender

Family size

Family composition
Marital status
Ethnicity

Primary language
Welfare status
Welfare eligibility

Job classification

Education level

Geographic location

Industry of employment
Institutional status
Transportation access

Supply of providers, facilities
Urban residence

Familiarity with services

Poverty Supplementary insurance
Body weight relative to height coverage
Income

Employment status

Health status
Self-reported health status
Mental health
Prior expenditures
Quantity of inpatient services
Quantity of outpatient services
Quantity of drugs
Mortality (population rates)
Health risk
Clinical values:
Laboratory values
Genetic screening
Physical exam findings

Dependent variables

Claims based, e.g. FFS claims

Diagnosis based on prior use of:
Hospital services
Outpatient services
Prescription drugs

Use of ancillary/support services

Disability status

Functional impairment

Behaviors predisposing disease:
Social support
Nutrition, weight
Smoking

Resource value based, e.g. HMO costs imputed from encounter

data

411

Total health care costs, including consumer out-of-pocket costs
Costs for covered benefits only

Risk factors should relate closely to the health status of individuals or to
the epidemiology of communities. Demographics such as age, gender, ethnic-
ity, marital status, and family size correspond to population determinants of
health relating to genetics, aging, and fertility, as well as to economic status
and social support. Welfare status and employment data can be proxies for
socioeconomic status and lifestyle factors associated with health risk. Some
demographic risk factors pertain to demand characteristics as well as epide-
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miology, for example, geographic proximity of providers, familiarity with
services, and transportation access. There is some controversy as to whether
these demand or taste factors are appropriate risk adjusters. If their effect on
utilization were truly exogenous to the delivery system (that is, members could
not be convinced to utilize services more efficiently), they would be acceptable
adjusters (14).

Direct measures of health status may come from a variety of sources. The
most common are utilization data. However, all measures of utilization tend
to be confounded to varying degrees by practice style or efficiency differences
among the plans. Prior health expenditures and crude utilization data (e.g.
quantity or incidence of services) are most susceptible to this bias. Utilization
data that yield specific morbidity information by diagnosis allow for discrim-
inating risk factors on the basis of whether they are chronic or acute, severe
or not, and in some cases, more amenable to managed care or not. Mortality
rates may be useful predictors of risks in groups. Surveys that question people
directly about their health bypass confounding interactions with the health care
system. However, like demographic factors, perceptions can reflect culture or
taste factors as much as physical health determinants of demand.

In addition to conceptual appropriateness, accurate measurements of the
variables should be available both to generate good estimates and to deter
gaming. For adjustment of per capita premium rates, the adjuster should be
measurable on an individual or family unit level. This is most easily done
through administrative databases generated for other purposes in the health
care market, such as medical records, claims, or personnel files. It may also
be possible to collect data specifically for risk assessment (e.g. through special
population surveys) if the information will improve risk prediction substan-
tially over more easily available data and if it is worth the additional cost. Age
and gender are available from almost all potential data sources. Personnel file
variables such as job classification, marital status, family composition, salary,
and education can be used to improve demographic models. Administrative
files maintained by public agencies also yield useful risk information; Medi-
care, for example, uses age, gender, welfare status, institutional status, and
residence county expenditure levels to determine the AAPCC that it pays
HMOs under risk contracts. Finally, medical utilization and clinical data con-
tained in automated medical records can be used for risk assessment based on
direct health status measures. Databases vary in accuracy and in quality of
information. Data used for financial purposes (e.g. claims) tend to be audited
more carefully than data used for other administrative or bureaucratic purposes
(e.g. encounters).

The risk adjuster must contribute substantially and significantly to explain-
ing expenditures. This contribution is not an immutable statistical fact, but will
be affected by the particular incentives, opportunities, and information driving
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the risk-selection process. Statistical power may be sacrificed to meet other
criteria for a good risk assessment model. For example, limiting past hospital
diagnoses used to predict next year’s costs to those that are relatively non-
discretionary mitigates providers’ incentives to hospitalize inefficiently, but
also decreases statistical power because many meaningful diagnoses cannot
be used (2).

Regardless of how accessible, measurable, or powerful a predictor may be,
other social values might interfere with its measurement or application. For
instance, privacy considerations may limit access to information such as indi-
viduals’ income, self-reported health, functioning, mental health, genetics,
ethnicity, or health-related behaviors. Potentially conflicting interests on the
part of the organization administering the risk assessment, for example, gov-
ernment agencies or employers, naturally compound privacy concerns. Some
critics also worry that explicitly associating cost factors with risk characteris-
tics such as race, language, disability, or economic class might reinforce social
stigmas. Conversely, however, these risk factors could improve medical ac-
cess for disadvantaged groups if they result in higher financial rewards for
members’ enrollment or treatment. The Clinton Health Security Act, for ex-
ample, specified risk adjusting premiums according to socioeconomic status
and mental health (although these factors have been little studied as risk
assessment variables).

Finally, measurements of the adjuster should not be easily gameable, that
is, distorted by market participants trying to enhance their profit from the
financial transfers based on the assessed risk differences. Gaming could occur
in a number of ways: Data could be falsified or, probably more likely, assign-
ment of individuals to ambiguous risk categories could be distorted. This is
most likely with utilization-based health measures (e.g. diagnoses), and less
feasible with self-reported health status or demographic statistics. An example
has been seen in the case of DRG creep under prospective payment for hospital
care: Patterns of disease incidence appeared to shift as patients were classified
into higher-profit diagnosis categories (7, 8, 32). Finally, utilization-based
measures of health status such as diagnosis at hospitalization can create incen-
tives for providers to overutilize services on which lucrative flags are based.

Study Population

The study population used to estimate the parameters can determine how well
the cost weights generalize to other populations. Artifacts of cost data, such
as imputing incomplete costs or truncating very high costs, can affect the
estimated impact of risk factors on expenditures. The study group’s benefit
coverage will also influence the pattern of expenditures. Although differing
benefit packages can be partially controlled for by removing services from the
analysis to simulate a standard package, the influence of omitted services on
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the use of covered services is lost. Dual coverage and supplementary benefits
patterns can also distort a risk assessment model because (a) some costs may
not appear in the data set, and (b) the cost-containing impact of copayment is
lessened. Mortality and migration (between health plans as well as regions)
introduce sampling and measurement problems.

The association of risk factors with individuals’ expected expenditures may
also be biased wherever unmeasured population-specific social and epidemi-
ological determinants of need interact with the risk factors included in the
model. For example, a risk assessment model may yield different cost weights
for age and gender if it is estimated on data from a privately insured population
than it might on data from a Medicaid-insured population.

Different risk factors predict well in different populations. In the elderly,
for example, hospitalizations are both more frequent and more likely to be for
chronic conditions; their measurement contributes important information to
risk assessment. In the frail elderly, physical functioning may predict resource
needs better than clinical diagnoses, which become numerous and interactive
in very old age (M Hombrook, personal communication). In contrast, the
nonelderly are rarely hospitalized; when they are, it is most typically for acute
conditions that do not affect next year’s resource needs (15, 27). Consequently,
hospital-based diagnoses are less useful predictors in this population; demo-
graphics and family composition may be better proxies for health care needs.
Identification of the relatively few young individuals with chronic illnesses
would of course improve any model. Indicators based on ambulatory diagnoses
or sentinel drug prescriptions may detect more high-risk diagnoses than hos-
pital discharge diagnoses would in the nonelderly.

Problems of empirical bias are compounded when generalizing risk models
from one population to another. The best solution is to calibrate the model on
a study population as representative as possible of the actual population across
which financial risk adjustments will be made. For example, if risk adjustments
will be made between health plan enrollees in a regional alliance, the model
should be calibrated on a regionally representative population. Even so, there
will be difficulty generalizing any model calibrated under today’s financing
environment to populations experiencing profound improvements in coverage
and access under universal coverage and health care reforms. Risk forecasts
for the uninsured, underinsured, or Medicaid-insured may be particularly un-
derestimated owing to pent-up demand.

Accuracy

A number of empirical studies of potential risk assessment models have been
published in recent years. For this review, we selected only studies using risk
factors to predict or explain population expenditures for health care (and not
merely service utilization). The study designs for these 17 papers are summa-
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rized in the Appendix. Six research teams studied Medicare populations; 11
studied nonelderly populations. Five studies addressed HMO populations, and
the rest used subjects covered by variants of FFS plans. Most investigators
formulated models using risk information from one year to predict the follow-
ing year’s expenses, but several modeled expenditures instead as a function
of concurrent risk status. The risk factors in the latter models would appear
more powerful than they would be if applied to prospective financing. The
remainder of our review focuses on how the various risk factors appear to
perform across this diverse body of literature.

Several measures are currently available for evaluating risk assessment
models for accuracy. Each addresses somewhat different aspects of a model’s
performance. The most intuitive are measures of correlation. These represent
how tightly actual expenditures match predicted expenditures, both at the
individual and at the group levels. A related question is how far group predic-
tions tend to be off on average, in dollar or relative terms. Bias is another
issue: To the extent that a model predicts imperfectly, in what identifiable
individuals or groups does it systematically overpredict or underpredict? This
bias is especially important for subpopulations, such as the chronically ill, who
could suffer discrimination as a result of cost underestimation.

The first criterion is how closely the model predicts expenditures at the level
of the unit of analysis used to develop the model, i.e. the individual plan
member or subscriber unit (subscriber and covered family members). For
regression models, the R? statistic represents the fraction of the variation in
expenditures across individuals that can be explained by the risk factors. This
R? is useful for refining the statistical models; the higher the R?, the better the
model is at predicting individuals’ health care costs. However, health care
expenses for individuals are notoriously variable and unpredictable. A few
studies have estimated that a risk assessment model accounting for all predict-
able expenditures might at best achieve an R? of only 0.15 for adults (26, 35)
and 0.37 for children (27). This maximum R? statistic is specific to the popu-
lation being studied; some published risk assessment models have achieved
individual R?s well above these limits (9, 16, 36).

Table 3 summarizes published risk assessment models calibrated on non-
Medicare populations. It is important to note that these studies use varying
population samples and analytic approaches. Because of this, the explained
variance (e.g. R?) of the models should not be compared directly between
studies. In other words, a model showing a higher R? in one study is not
necessarily better than a different model with a lower R? in another study.
Within each class of adjusters, the relatively wide variation in R%s demonstrates
that model accuracy is clearly sensitive to a number of technical issues beyond
whether demographic or health status adjusters are used: sampling approach,
study population, modeling techniques (multi- or single-equation, functional
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form, explanatory or predictive), data sources, measurement of the variables,
and data modifications (cleaning, imputation of missing information, func-
tional transformations, etc).

Simple age and gender models appear to explain 1-4% of cost variations
among subscribers or individuals. Demographic models that add more detailed
information regarding employment and welfare still explain only 2—4%. One
model using community rating by class variables and HMO data explained an
unusual 21%; imputed cost data and logarithmically transformed expenditures
may have contributed to this unusual goodness-of-fit. More complex health
status models usually include age and gender; these variables contribute inde-
pendently to risk estimates and help minimize potential model bias and cross
subsidization between old and young or male and female (15, 16). Self-reported
health status measures in addition to age and gender perform slightly better,
typically explaining 3-6% of the variance, and in one study up to 18%.
Physiological measures based on physical examination explained 5-11%. Prior
utilization models relying on the incidence, volume, or diagnosis recorded
from either inpatient or outpatientepisodes vary substantially in their predictive
power, and explain 4-21% of individual differences in expenditures. Models
incorporating diagnosis information seem to perform better than pure utiliza-
tion models in adults. Prior utilization with demographics appeared relatively
accurate in the one model calibrated on children. Individuals’ prior health care
costs plus simple demographics achieved relatively low R2s of 6-7% in the
two studies reviewing these types of models for comparative purposes. In
contrast, another study combining prior spending with utilization information
reported R?s of over 0.3. Finally, models combining data from disparate sources
(i.e. demographic, personnel, financial, medical records) reported R?s ranging
from 0.08 to 0.29. These models are probably the least administratively feasible
to apply because of the extensive data required.

Table 4 surveys published risk assessment models calibrated on Medicare
populations. As in non-Medicare populations, demographic AAPCC factors
explained little of the cost variations between population members, from less
than 1% to 3%. Models relying on direct measures of well being, such as
disability, activities of daily living, or self-reported health status, achieved R%s
of 0.02 to 0.07. Similarly, prior utilization models not incorporating diagnosis
information also yielded R?s ranging from 0.02 to 0.07; utilization-based
diagnosis models performed somewhat better, explaining 4-16% of the vari-
ance in expenditures. The two prior expenditure models explained 6-9% of
individual variance. A model combining physiological measures of clinical
risk, disability, and prior utilization in a small regional population produced
an R? of 0.10.

In summary, models vary in their ability to predict (or in some cases,
contemporaneously explain) expenditure differences between individuals. In



419

RISK-ADJUSTING HEALTH PLAN PREMIUMS

(snosuelodurauod) spapowr K1ojeuedxa - ure[dxg ‘[opows aandipard = ipayg Koy

1500 807 (I€) Iapyneyds weySutwel DN PP 01°0 Anpqesip st [esturpd ‘asn soud DDdVV

51500 307  (I€) Io[yyneyos weySurwel] DN Pipald 80°0 st [edturp ‘asn toud DDAV

STIAONW daXIN

() usy  [euoneN Sdd DN WIPa1d 60°0 Ajuo saimypuadxs g wreqd

(07) znqnT  ueSIYIIAN Sodd DN wIpald 90°0 sarmyipuadxa Joug

SHANLIANIIXH JOIdd

(¥7) uowep eurore) § DN ureidxg 91°0 Apenow “yuanedinosut “ODJVY

(¥2) uoyuey eufjore) § DN ureidxg o stsougerp Jusnedino/ur “ODdvVV

(07) znqny  UESIYIIA Sdd DN wIpald L0°0 uoneziun juanedinousnedut Joud

51500 307 (I€) Iopyneyos weySuurer] DN P31 90°0 asn jusyedinopuayedut oud ODdvV

(€) ysy TeuoneN S44 D 101pa1d 500 yuanedino Aue ‘sAep juanedur ‘somyderSowaq

(€) ysy  [euoneN Sdd O 1paid S0°0 00A ‘sorydeidowsq

() 2923g [euoneN SA4 DN 11pald +0°0 jusnedur sAep ‘soryderSowaq

(07) ZngnT  UeSWIYA SAd DN wipald 00 SUORIpUOd SWoIYH

(€) usy [euotieN S4d DN 11pald €00 asn juaniedur Aue ‘somyderSowsqg

($) 2929g reuonieN SA4 DN 1Ipald 200 asn juanedur Aue ‘sorydesSowaq

STANSVIW NOILLVZITLLN JOIdd

s1500 807 (I€) I2pINEYdS weySuruely W wIpald L00 Anpiqesip ‘0DdVV

s1s00 307  (I€) I9ryneyos weygururery DN wIpald S00 $I0308} YSU [eOWUI DDdVV

STINSVAN TVIIDOTOISAHd

(07) Zngqn  WeBIPIN Sdd DN PP €0°0 1avi

(07) znqny  ueSwOIN SAd DN wIpald 200 STIEIS [i[eay paAladIad

HLTVdH 40 STANSVIW NOLLVZITLLN-NON

s1s00 3077 (I€) 1dpINEYS wreySuruer DN wIpald £0°0 J0dvVv

(¥7) uoyuey eufjare) § DN ureidxg €00 J0dvv

(v) 2qeag  [euonEN Sdd DN PP 100 arejjam ‘Jopusd 93y

©) usv [euonieN Sid DN wIpald 10°0 J0dvv

(07) znqnT  UeSIYPIA SAd DN wipald 000 J0dvV

STIAON JIHdVIDONWAA

S3J1ON loyne S| uonendog [9PON Y s10308) YSIy
sjewnrxoiddy

suoneindod SIEJIPS]A UO PIIBWIIISD S[OPOWI JUSWSSISSE YSIY P Qe

*ATuo asn Teuosiad 10 "91/97/SO UO AS[ayIag - vruiojie)) Jo Ajsiaarun) Aq papraoid ssoooy

S10° smoTARI[ENUUE MMM WOIJ PApeoumo "0SH- 10791 S66T WIEBIH O1qnd A9y "nuuy



Annu. Rev. Public Health 1995.16:401-430. Downloaded from www.annualreviews.org

Access provided by University of California - Berkeley on 05/26/16. For personal use only.

420 GIACOMINI, LUFT & ROBINSON

addition, the wide variation in R?s among models using similar variables
illustrates the sensitivity of risk assessment model performance to research
design. Some models produced high R?s in part by using multiple or nonlinear
equations. In general, demographic models, even fairly sophisticated versions,
explain the least at the individual level. Not surprisingly, more direct measures
of health status do better at predicting individuals’ health care spending next
year.

Ability to explain individuals’ variations in expected costs is not the only
measure of a good risk assessment model. The assessment of biased selection
across health plans in a market requires that models be accurate when applied
to groups of health plan enrollees; consequently, a fundamental issue is how
well the model predicts expenditures within, and expenditure differences
across, large groups. A statistic sometimes used to demonstrate this dimension
of accuracy is the prediction error, or the related predictive ratio. Predictive
error statistics compare predicted costs with actual costs (either the difference
or the ratio) for selected groups or individuals. The mean prediction error is
the average dollar amount by which estimates deviate from the real cost. To
validate models, this statistic is commonly applied to random samples from
the population on which the model was calibrated. Predictive errors appeal to
policymakers because they can be used to assign a dollar value to a model’s
potential inaccuracy at the group or individual level. However, a major draw-
back of the statistic is that the dollar value is highly specific to the study
population and may not be generalized with confidence to actual, risk-stratified
groups. It is typically generated by estimating risks based on random samples,
which, by definition, approximate average risk of the population from which
they are drawn. Due to the law of large numbers, it is not surprising that, as
larger samples are drawn, the predictive error improves; this relationship holds
regardless of the how poorly a model’s risk factors predict expenditures at the
individual level. Even demographic models with relatively small individual
level R?%s can yield highly accurate and reliable expenditure predictions when
applied to large groups; demographic models, forinstance, are highly accurate
in randomly drawn groups of 1000 or more (30).

Most policy relevant are measures of a model’s accuracy in groups that are
different from the sample used to calibrate the model, and for comparing
groups that differ from each other in their risk composition. Useful metrics
include group-level prediction errors and group R% Group-level predictive
error statistics have been used to test for bias in subpopulations of high- or
low-risk individuals (rather than random samples) as defined either by the
model’s dependent or independent variables, such as women, persons with
cancer or heart disease, persons with no prior costs, or those with a recent
history of low or high hospital utilization (3, 4, 15, 16, 31). A group R?
measures correlation between actual and expected costs across risk-segmented
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groups. The group R? is generated by arranging a population into risk-stratified
groups as defined by the expected value of the dependent variable (predicted
cost), and then measuring the correlation between expected and actual expen-
ditures by group. This measure has been used on fully risk-stratified groups
(i.e. the 50 highest-risk persons in one group, the 50 next most expensive
persons in the next group, and so forth) (SL Rosenkranz & HS Luft, unpub-
lished manuscript). The simulations in an employed population yield a group
R? of 58% for a simple demographic model and 63% for a model based on
personnel data even though these models yielded R?s of less than 0.04 at the
subscriber unit level.

However, neither randomly selected nor fully risk-segmented groups occurin
health care markets. One study has looked at naturally occurring risk selection,
using 542 employer groups within a single health plan (11). Using the group as
the unit of analysis, regression modeling yielded an R? of 0.51 for ademographic
model, 0.52 for a model with inpatient admission data. In this study, the
demographic model’s predictive power at the subscriber level was approxi-
mately half that of a modelincorporating hospitalization diagnoses, but not much
less accurate at predicting actual costs of the 542 employer groups. Further
research is needed to assess various models’ performance under conditions of
realistic risk segmentation, especially between health plans or providers rather
than between employer groups within a single delivery system.

A risk assessment model should be unbiased, that is, it must not systematical-
ly under- or overestimate the expenditures of identifiable subpopulations (e.g.
male vs female, young vs old, members of one plan vs another). The last criterion
is particularly important: risk assessment models should not systematically
reward low quality delivery systems by confusing the process or consequences
of poor care with members’ innate health risk. Models relying on prior utiliza-
tion measures, for example, may favor inefficient health plans that indulge in
more unnecessary utilization. Health surveys as well as utilization measures of
diagnoses could favor ineffective health plans if bad health reflects a history of
inadequate treatment or prevention in addition to exogenous influences (22).

Biases that erroneously favor particular demographic groups could create
unfair financial subsidies (15, 16), as well as opportunities for competitive risk
selection. The inclusion of a risk factor in the model (e.g. gender) tends to
decrease bias (15), but unfortunately this does not necessarily ensure that the
model will predict well for groups in one particular risk category (e.g. females).
Higher predictive accuracy at the individual level has also been associated
with lower age and gender bias at the group level (15). Wherever a model
regularly overpredicts for one easily identified group and underpredicts for
another, capitated health plans or providers can profit by pursuing the first and
avoiding the second. The problem of bias directly relates to the problem of
assessing goodness-of-fit at the level of group estimates under conditions of
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strategic risk selection. A model that appears unbiased and accurate in random
populations may be very biased or inaccurate in risk-segmented populations
if the risk segmentation occurs on the basis of (or correlated with) risk factors
that interact with other determinants in the model.

The Problem of Selection Within Risk Classes

Risk assessment models that appear powerful at the group level but weak at
the individual level could, in theory, be defeated by sophisticated selection of
risks on a case-by-case basis, using information not captured by the model
(25). Health care spending is skewed and difficult to predict in general. Even
within tightly defined risk categories (e.g. women aged 40-50 with cancer),
expected expenditures will still vary widely between individuals. Because
health plans and providers possess information that allows them to discem
high-risk from low-risk individuals within most risk-adjuster classes, they
could, in theory, game the system by catering to low risks and repelling high
risks within defined risk classes. However, there could be several remedies to
the potential problem of selective disenrollment.

Perhaps least effectively, sophisticated risk selection could be detected and
corrected for with a model that is maximally accurate at the individual level.
A perfect model would be prohibitively expensive to administer, and imperfect
models fail to eliminate substantial profitability to health plans of aggressive
disenrollment of high risks (26). Another approach involves enforcing high-
quality standards or relying on professional norms to inhibit the plans’ admin-
istrators or providers from actively discouraging targeted members. Probably
the most compelling deterrent would be market reputation. Selective disenroll-
ment means that one plan’s sick members are systematically unloaded onto
competitors (the Queen of Spades phenomenon in the game of Hearts). Espe-
cially under universal coverage where one plan’s dump automatically becomes
another plan’s new member, any plan successful at selective disenrollment
would be easily identified and exposed by its competitors. Unsatisfactory
services for the chronically ill may also appear as lower quality and may be
unattractive to healthy prospective customers, jeopardizing the plan’s market
share. In short, under competitive conditions it may be more profitable for
plans and providers to care for their high-risk patients than to have their
reputation—and market share—endangered by aggressive selective disenroll-
ment strategies. Failing that, side payments from a patient’s old plan to the
newly selected plan may be a direct way of discouraging the practice (22).

DISCUSSION

Financially risk adjusting capitated premiums mitigate health plans’ incentive
to select risks, but this is not its primary purpose (22). Uneven risk between



Annu. Rev. Public Health 1995.16:401-430. Downloaded from www.annualreviews.org

Access provided by University of California - Berkeley on 05/26/16. For personal use only.

RISK-ADJUSTING HEALTHPLAN PREMIUMS 423

health plans does not itself threaten effective competition. For example, it may
be socially desirable for health plans to specialize in the efficient care of
particular diseases or populations. Rather, risk adjustment reverses the unde-
sirable results of risk segmentation, without seeking to undo all of the processes
that create it. Adjustments must accomplish health risk pooling in spite of the
emergence of risk-biased associations between consumers, employers, and
health plans from a competitive market.

This raises two important points about designing risk-adjustment systems.
First, risk adjustment achieves financial subsidization of the sick by the
healthy. It supports a solidarity perspective of social health insurance rather
than one based on actuarial fairmess (34) because it requires all health plans
in a market to contribute equitably to caring for the net burden of illness in
the market population. The level at which risk is pooled, and consequently the
means by which risk is adjusted, depend upon what subsidies are intended as
well as allowed under health care reforms.

Second, the factors used for assessing risk must accurately detect the par-
ticular type of risk segmentation one expects to find in the reformed market.
The risk factors must relate to the information asymmetries and strategic
practices driving selection. As a rule, the less random and more opportunistic
the risk selection, the more sophisticated the risk assessment model will need
to be to estimate the risk differences correctly. For example, if consumers were
randomly allocated to large plans, the resulting expected cost differences could
be measured accurately by using very simple demographics. If, at the other
extreme, plans were allowed to examine and exclude members on a case-by-
case basis, risk assessment likewise must be based on more clinically detailed
measures of group members’ epidemiology.

As market reforms are implemented, any reasonable risk adjustment would
be an improvement over unadjusted capitated financing. However, assessment
methods and models will need to continually evolve in sophistication to keep
up with strategic responses to reformed market conditions and risk-adjustment
policy. There are several reasons for this. First, if reforms achieve their goal
and all plans and providers become more efficient, the profitability of marginal
improvements in efficiency will drop and the relative profitability of risk
selection will rise. Second, with time and familiarity, payers and providers
may develop new ways of gaming the adjustment process (25). More sensitive
risk assessment models will be needed to detect potentially more devious risk
selection. Third, part of the managed care philosophy is for the capitated health
plan to take some responsibility for preventing disease and maintaining mem-
bers’ health. Although health care systems should not be penalized for the
morbidity of cases they assume, they should not be rewarded for morbidity
they cause, or fail to prevent. Dynamic risk adjustment models should be
developed that appropriately consider risk as an output as well as an input of
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health care. Quality management and risk adjustment can become a more
continuous process if the health risk of inputs can be differentiated from the
health risk of outputs. For example, in risk adjusting premiums between health
plans, plans could be more generously rewarded for very sick persons who
join than they are for members who become sicker with preventable diseases,
or for very sick members who leave the plan.

Finally, risk assessment models will require regular re-estimation and cali-
bration to keep pace with changes in epidemiology and medical practice.
Technological improvements, clinical guidelines, and organizational efficien-
cies should be expected to—indeed, should be designed ro—alter the relation-
ship of risk factors to health care costs over time. If medical science and
delivery systems truly progress over the years, high-risk categories should
regress to the mean, while low-risk categories do not.

Health plan premiums are determined by a basic triad of risk, efficiency,
and quality. Risk adjustment forces health plans to pursue efficiency and
quality to achieve an attractive product and competitive pricing. Many discus-
sions of risk adjustment policy focus on encouraging efficiency while leaving
quality as a concern for other areas of health care reform. However, these three
elements form a true system of incentives. Strong incentives toward one put
pressure on the others, which in tum require commensurate support through
appropriate regulatory and market incentives. Successful risk adjustment im-
poses burdens particularly on policy reforms in quality management. Pressures
and means to demonstrate quality must rise in concert with disincentives to
risk select in order to ensure that efficiency improvements rather than quality
erosion become the most profitable enterprise for health plans.
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