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ABSTRACT OF THE DISSERTATION

Demystifying the relationship between DNA sequence features and regulatory function
By
Lily Li
Doctor of Philosophy in Biological Sciences
University of California, Irvine, 2021

Assistant Professor Zeba Wunderlich, Chair

All cellular processes from development to homeostasis depend on precise spatiotemporal
gene expression. This precision is mediated by two pieces of regulatory DNA, enhancers
and promoters, which integrate signals from activating and repressive transcription factors
(TFs). Understanding how gene expression is encoded in these pieces of regulatory DNA is
the larger question in the field that we hope to better understand. Here we approach this

goal by tackling two questions.

First, we consider the complexity of a regulatory task as a potential organizing principle
for how expression is encoded in enhancers. We define task complexity as the number of
fates specified in a set of cells at once. We hypothesized that more complex regulatory tasks
would be encoded in longer enhancers with more binding sites, as more binding sites can be
rearranged within an enhancer in more ways. This allows for the specification of a wider
variety of expression patterns, and therefore, more complex tasks. To test this hypothesis, we
compared 100 enhancers that specify the complex anterior-posterior (AP) and the simpler
dorsal-ventral (DV) axis patterning system. We also validated this hypothesis using a larger
dataset of enhancers active across development, where we would expect task complexity to
decrease over time. In both cases, we found that increased decision complexity is encoded

in longer enhancers with more TF binding sites.

XV



Second, we consider the role of multiple promoters in the context of a gene locus. Many
genes have multiple enhancers and promoters. However, while the role of multiple enhancers
in a gene locus has been studied, little work has been done to explicate the roles of multiple
promoters for a single gene, especially when these promoters lead to the production of similar
or identical isoforms. Here, we propose that like multiple enhancers, multiple promoters can
provide redundancy like shadow enhancers or specificity by preferentially engaging with
specific enhancers. To distinguish between these two roles, we chose a case study gene,
knirps, that has multiple enhancers and promoters that each has different motif content and
thus recruits different sets of proteins. As we expect that specificity is mediated by the
proteins recruited to the enhancer and promoter, this set of enhancers and promoters allows

us to test whether these promoters provide redundancy or specificity.

Using synthetic reporter constructs, we found that some, but not all, enhancers in the locus
show a preference for one promoter. By analyzing the dynamics of these reporters, we iden-
tified specific burst properties during the transcription process, namely burst frequency and
size, that are most strongly tuned by the specific combination of promoter and enhancer.
Using locus-sized reporters, we discovered that even enhancers that show no promoter pref-
erence in a synthetic setting have a preference in the locus context. Our results suggest
that the presence of multiple promoters in a locus is both due to enhancer preference and
a need for redundancy and that broad promoters with dispersed transcription start sites
are common among developmental genes. Our results also imply that it can be difficult to
extrapolate expression measurements from synthetic reporters to the locus context, where

many variables shape a gene’s overall expression pattern.

Xvi



Chapter 1

Introduction

Diverse processes in biology, from development to the maintenance of homeostasis, rely
on the regulation of gene expression. Gene expression programs are largely encoded in the
genome by two main pieces of regulatory DNA, enhancers and promoters, and depend on the
proteins that bind them. To encode such diverse processes of differing complexity, enhancers
and promoters have been found to vary widely in size, shape, and motif content, including
the affinity, number, orientation, and spacing of transcription factor (TF) binding sites. By
recruiting different combinations of TFs in different orientations and spacings, they act as
platforms for signal integration, allowing organisms to respond dynamically to developmental
and environmental cues. Thus, they are both able to respond to cues at the appropriate time

and place as well as produce the desired expression levels and noise for a particular situation.

Sequence alone can affect expression output, but in the context of the organism, higher-order
organization also plays a role. The distance between the enhancer and promoter will affect
their frequency of interaction [161], and this interaction frequency is further modulated by
the 3D chromatin architecture, as most enhancer-promoter interactions are contained within

topologically-associated domains (TADs)[31, 68]. In addition, proteins like insulators can



further limit and/or change the frequency and stability of enhancer-promoter interactions,

resulting in different expression output [83, 112].

While there is substantial evidence that chromatin architecture affects gene expression
[42, 60, 66, 104, 146], it is not evident whether transcription leads to the formation of
chromatin loops or vice versa. At least in Drosophila, experiments evaluating chromatin
architecture using genome-wide chromosome capture (Hi-C) in ventralized embryos that
only produce dorsal ectoderm, neuroectoderm, and mesoderm demonstrated that TADs and
chromatin loops are maintained across tissue types in blastoderm embryos despite differ-
ences in gene expression and chromatin state [67]. Even at the small number of regions that
do change in chromatin organization, these changes do not appear to be associated with
changes in expression. While there may exist some relatively stable long-range enhancer-
promoter interactions [49], a lack of widespread enrichment of these interactions suggests
that these loops are not the primary mechanism by which enhancers and promoters interact
during Drosophila development, especially as most enhancers are located near their target

promoters [67].

Thus, higher-order organization may not play a large role during the blastoderm stage of
Drosophila development [67] even though it may influence gene expression by modulating the
ability of the enhancer and promoter to interact and be important in mammalian systems
and later in development [11, 27, 64, 68, 78, 93, 115, 135]. In fact, independent of higher
organization, the DNA sequence of enhancers and promoters is sufficient to encode expression
patterns and levels in a non-modular fashion. As demonstrated by Gehrig et al., non-modular
changes in expression output were driven by different combinations of enhancer-promoter
pairs even though the distance between them was kept constant and the reporter construct
was not integrated into the chromosome [46]. Thus, we are mainly focused on how sequence

changes affect expression output.

Despite extensive study of transcriptional regulation, the design principles that underlie how



regulatory DNA is put together are still largely a mystery. The magic of DNA is that it seems
so simple, just four nucleotides in varying order. And yet, it is responsible for instructing
the complex and precise choreography of the cell. Here, we explore two questions that add
to our understanding of how function is encoded in regulatory DNA. In Chapter 2, I address
how regulatory function can shape the structure of enhancers, and in Chapter 3, the role of
multiple promoters for a single gene. To provide a larger context for these two questions,
I will discuss how enhancers work, how promoters work, how we measure and model the
process of transcription, and how we can use this model to make sense of the underlying

molecular mechanisms tuned by enhancers and promoters.

1.1 To control transcription in a broad array of set-

tings, enhancers vary widely in structure

v

Reporter

Promoter Gene

Figure 1.1: Enhancers consist of clusters of TF binding sites (dented green rectangles) for
activators and repressors (green circles). The integration of these signals determines when
and where genes get expressed.

Enhancers are cis-acting DNA sequences that direct when and where transcription occurs
(Figure 1.1). They can consist of a few to tens of transcription factor (TF) binding sites
for both activating and repressive factors [9, 175]. By acting as a platform of signal integra-
tion, enhancers can precisely control when and where genes are expressed, making possible

processes as disparate as immune response and development.



Enhancers regulating these two processes represent two extremes of the spectrum of how
enhancers can encode function. On one end of the spectrum are immune-response enhancers,
like that of the human interferon-beta gene [150], which nucleates the cooperative assembly of
a nucleoprotein complex called the enhanceosome [107]. These enhancers represent the most
rigid model of how function is encoded in sequence, as the arrangement of TF binding sites
is precisely defined such that nearly every nucleotide is bound [118]. On the other end of the
spectrum are developmental enhancers, which are better explained by the billboard model
[79]. This model suggests that as long as the TF binding sites are present, their arrangement
is flexible. While no enhancer has been shown to have this level of flexibility, most enhancers
likely fall somewhere in the middle of this spectrum, with spacing and arrangement important
for some TFs and more flexible for others. By changing the number, orientation, affinity,

and arrangement of the TF binding sites, enhancers can handle disparate regulatory tasks.

1.1.1 Tweaking the affinity and arrangement of TF binding sites

is important for tissue-specific expression

The precise spatiotemporal expression patterns observed during development require the
usage of TF binding sites of varying affinities. While the difficulty of identifying low-affinity
degenerate sites has led to a focus on high-affinity sites, low-affinity sites are important in
regulating gene expression in multiple organ systems from flies to humans [69]. As increasing
the affinity of these sites leads to ectopic expression, enhancers can produce both tissue-
specificity and robust expression by either optimizing the arrangement of clusters of low-
affinity sites or by having multiple weak enhancers, each consisting of sets of suboptimally

arranged TF binding sites [39, 40].

The arrangement of TF binding sites is also important for achieving tissue-specific expression.

The orientation and order of sites as well as the spacing between sites determine the possible



interactions between the bound TFs as well as higher-order interactions. Thus, changing
the arrangement of sites may disrupt such protein-protein interactions, leading to changes in
expression levels and/or pattern [19, 25, 76, 100, 110, 140, 142, 149, 150]. Some scenarios in
which the arrangement might be important include the formation of homo- or heterodimers,
protein-protein interactions made possible by the helical phasing of sites, and short- or long-

range repression depending on the repressors in question.

1.2 Biological and evolutionary constraints shape en-

hancer structure

Enhancers can vary greatly in structure, but that structure is constrained by multiple factors.
As previously noted, an enhancers regulatory task, whether it is to respond to infection or
to produce precise patterns of expression, can affect enhancer structure. In the case of the
subset of immune response enhancers that are platforms for the assembly of enhanceosomes,
the tightness of the structure of the assembled protein complex provides rigid limits to the

enhancer structure [118].

In the case of tissue-specific expression, the need for specificity may constrain the enhancer
structure by requiring suboptimization of TF binding site affinity and/or arrangement, as
previously described. In addition, enhancer structure may be affected by the abundance and
availability of TFs, the temporal dynamics of TFs, the need to couple multiple developmen-
tal processes [89], cell type, and developmental time point [69]. In fact, the evolutionary
constraints on gene regulation exhibit an hourglass shape, with the bottleneck occurring
mid-embryogenesis [101, 113], suggesting that this period has the most rigid evolutionary
constraints on enhancer structure. In contrast to these constraints, the presence of shadow

enhancers, enhancers of the same gene that drive overlapping expression patterns [82], may



relax these constraints while producing interesting interdependencies between the changes
in the shadow enhancers. We explore how regulatory task can shape enhancer structure in

Chapter 2.

The mechanisms by which transcription occurs may also constrain enhancer structure. En-
coding enhancer-promoter specificity constrains the motif content and structure of enhancers,
given evidence that particular TFs depend on some promoter motifs over others [16, 70]. The
ability of an enhancer to activate a promoter may be affected by its proximity, with a prox-
imal enhancer experiencing more rigid constraints to achieve assembly of a functional pre-
initiation complex [108, 131]. More distal enhancers may interact with promoters through
a variety of mechanisms, including looping, transcriptional hubs, topologically associating
domains (TADs), etc. Which mechanisms are at play likely shape and constrain the en-
hancer structure in different ways. For example, formation of a transcriptional hub may
depend on a particular enhancer structure, type of TF, or even the collection of enhancers
in a TAD. On the other hand, the presence of a hub may make it possible for an enhancer
to rely on lower affinity sites [97, 157, 158]. Chromatin dynamics, which are affected by the
recruitment of pioneer TFs or TFs with chromatin remodeling capabilities, may also shape

enhancer structure [3, 48, 103].

1.3 Promoters also vary in structure and exhibit dis-
tinctive structural signatures based on their regu-

latory role

Core promoters, defined as £40bp around the transcription start site (T'SS) at which RNA
Polll binds and initiates transcription, are mainly considered modulators of expression levels

[71]. Like enhancers, promoters act as platforms of signal integration. This is encoded in



the form of binding motifs for proteins required to initiate transcription, including RNA
polymerase II (RNA Pol II), various general transcription factors (gTFs), and Mediator
(Figure 1.4). Each of these proteins is a multisubunit complex, and the subunits present in
these complexes are probabilistically determined by the motifs present in the promoter. In
addition, the abundances of these subunits may also be cell-type-specific [77, 168, 167, 181].
In this way, the motif content of promoters can encode and tune expression output with

exquisite precision in response to cellular and environmental signals.

While this is a reasonable framework to understand how promoter structure is shaped by their
regulatory task, our understanding of how the motif content of promoters affects recruitment
of transcriptional machinery and thus transcription is still an active field of study. Here, we
will discuss how promoters can vary in structure and what we know about how that structure

affects transcription.

1.3.1 Promoter shape

Promoters are characterized by a spectrum of shapes, or patterns of initiation (Figure 1.3)
[162]. A focused or sharp promoter initiates transcription at a single site, or a narrow cluster
of sites within five nucleotides, and is usually associated with developmental genes. This
likely allows for more precise control of transcription initiation. In contrast, a dispersed
or broad promoter initiates from a series of weak sites across 50-100 nucleotides and tends
to be associated with ubiquitously expressed genes (often housekeeping genes). Sharp and
broad promoters represent the two ends of the spectrum of promoter shape, with mixed
promoters, consisting of a series of weak initiation sites and one strong dominant site, falling
in between. (Analysis of nascent transcripts rather than steady-state RNA may further
define the distribution of promoter shapes found in organisms). The existence of a spectrum

of promoter shapes and the association of broader promoters with housekeeping genes and



sharper promoters with developmental genes suggests that promoter shape is influenced by
the regulatory task of the promoter. Do housekeeping promoters tend to be broader than
developmental promoters because they must successfully recruit transcriptional machinery
without much reliance on enhancers? Do broader promoters form a transcriptional hub of
transcriptional machinery? A better understanding of how shape influences a promoters
ability to recruit transcriptional machinery and interact with enhancers will allow us to

elucidate the principles of promoter design.

1.3.2 Promoter motifs

+1
—

-40 (CASCEela 40

[ Inr
TATAZAAR TCASTR DPE
AGAGeT

Figure 1.2: Some promoter motifs involved in transcription by RNA polymerase II and
their sequence logos. Their locations with respect to the transcription start site (T'SS) are
drawn to scale. The motifs illustrated here have been found in both Drosophila and humans
and are more typically found in developmental promoters.

The shape of a promoter is determined by the arrangement of the cluster of motifs present
at a promoter. These motifs encode activity by acting as recognition sites for a series
of general TFs that assemble at and around the transcription start site (TSS) to guide
RNA Polll into position. Altogether about 100 proteins necessary for transcription assemble
at the initiation site. This pre-initiation complex (PIC) minimally consists of RNA poly-
merase I and six general TFs (TFIIA, TFIIB, TFIID, TFIIE, TFIIF, and TFIIH at TATA
Box-dependent promoters), with each of these proteins consisting of multiple subunits. In
particular, TFIID, which comprises TATA-binding protein (TBP) in some form and 13-15
TBP-associated factors (TAFs), plays a key role in promoter motif recognition [156]. TAFs

1 to 13 are evolutionarily conserved between yeast, Drosophila, and humans [156]. As its
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various subunits interact with specific promoter motifs, the motifs present help determine

which subunits are necessary and their configuration.

Note that there are no promoter motifs that are universally found in every promoter. In fact,
some promoters contain no known promoter motifs, which suggests that there are unknown
motifs still to be discovered. As core promoter motifs have been best studied in sharp

promoters, the focus here will be on those.

Initiator The initiator motif (Inr) is the most common core promoter motif in bilateria,
with estimates of 46% and 63% in human and Drosophila promoters, respectively [47, 176].
It encompasses the transcription start site (T'SS) and is recognized by TFIID, specifically
its subunits TAF1 and TAF2. These subunits form a heterodimer, with TAF1 binding
and TAF2 performing an accessory role [20, 170]. Interestingly TAF1 appears to recognize
features of the DNA structure rather than a strict DNA sequence [20]. Several other core
promoter motifs, including the downstream promoter motif (DPE) and motif ten element
(MTE), recognize other TFIID subunits and work in conjunction with Inr to position the
transcription machinery at the TSS. In fact, these motifs exist at strict distances from the
Inr motif, with minor shifts severely disrupting their ability to facilitate TFIID assembly at

the initiation site.

TATA Box The most well-known promoter motif is probably the TATA Box motif, which
is named after its AT-rich sequence (Figure 1.2); it is located at a strict distance upstream
of the initiation site and binds the TATA-binding protein (TBP), another subunit of TFIID
[75, 73]. Binding of TBP produces a kink in the DNA, allowing for other components of
the transcriptional machinery to bind [75, 73]. Interestingly, biochemical studies have shown
that TBP does not bind with high orientation specificity, indicating that other promoter

motifs may determine the orientation of proteins binding at the promoter [24].



The TBP subunit seems to activate TATA-dependent transcription while repressing DPE-
dependent transcription [65]. Alternatively, TATA-binding protein-related factor 1 (TRF1)
has been shown to replace TBP in vitro and shares functions with TBP [54, 62]. Both TBP
and TRF1 recruit the general TFs TFITA and TFIIB to the promoter; however, TRF1 may
be expressed in a tissue-specific manner and recruits a multiprotein complex that is distinct
from TFIID [26, 54]. This suggests that while functionally similar, TRF1 may play a role in

tissue-specific activation of a subset of genes.

The TATA Box motif can work in conjunction with Inr or in the absence of Inr. In the absence
of Inr, TFITA stabilizes TBP binding to the TATA Box motif. In the presence of Inr, the
strict spacing between the TATA Box and Inr motifs leads to TFIID assembly in a particular
conformation; in this conformation, TFITA binding to TBP induces a conformational change
in TFIID that improves binding to the core promoter and increases transcription initiation

at the promoter [37].

In mammals, this strong synergistic stimulation of promoter activity by Inr and TATA
Box also requires the architectural factor HMGA1 (High Mobility Group AT-Hookl) and
Mediator. While Mediator tends to be considered impartial to promoters, the interaction of
HMGAT1, Mediator, and TFIID seems to specifically stimulate transcription at TATA + Inr
core promoters and is mediated by the C-tail domain of HMGA1 [174]. Note that the protein
kinase CK2, which is necessary for DPE-dependent transcription [92], phosphorylates the C-
tail domain of HMGA1 [133], opening up the possibility that post-translational modifications
can be used to modify interactions between these proteins and affect its promoter-specificity.
In addition, HMGA1 seems to selectively interact with a Mediator complex lacking the CDKS
subunit, suggesting that the composition of Mediator may also affect promoter activation
and enhancer-promoter interactions. HMGA1 and Mediator also work together to inhibit
the repressive effects of negative cofactor 2 (NC2) and Topoisomerase I on TATA-dependent

transcription [174].
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DPE The downstream promoter element (DPE) exists at a precise distance downstream
of the Inr motif with which it cooperatively recruits TFIID to the initiation site (Figure
1.2) [15]. In fact, TFIID appears to interact closely with the DNA from the Inr through
DPE, as evidenced by TFIID footprints showing a periodic 10-bp DNasel digestion pattern
[15, 80]. Photocrosslinking indicates that it is TAF6-TAF9 complexes that interact with
DPE [143]. DPE-dependent transcription also appears to depend on the presence of casein
kinase II (CK2) and positive coactivator 4 (PC4) in addition to the gTFs and Mediator [92].
The effect of these cofactors appears to be promoter motif-specific, as CK2 has been shown
to diminish TFIID-specific binding to other motifs like the downstream core element (DCE)
[92].

As previously noted, TBP appears to activate TATA-dependent transcription and repress
DPE-dependent transcription; thus, negative cofactor 2 (NC2 a.k.a Dr1-Drapl) and modifier
of transcription 1 (Motl a.k.a. Hel89B, BTAF1) oppose TBPs functions by targeting TBP.
NC2 prevents association of TBP with factors like TFIIA and TFIIB [151], and Mot1 is an
ATPase that interacts with NC2 and the DNA to displace TBP-NC2 in an ATP-dependent
manner [17]. Both target TBP, thus repressing TATA-dependent transcription and relieving

TBPs inhibition of DPE-dependent transcription.

In place of TBP, it appears that TATA-binding protein-related factor 2 (TRF2), which
evolved from a duplicated TBP gene, lost its ability to bind TATA Boxes and thus devel-
oped the ability to regulate TATA-less promoters [34]. Specifically, TRF2 preferentially ac-
tivates DPE-dependent promoters and TCT (or ribosomal gene) promoters [72, 164]. TRF2

maintains TBPs ability to recruit TFIIA and TFIIB.

While a significant portion of research has focused on comparing TATA- vs. DPE-dependent
transcription, not many have considered the molecular interactions at promoters that have
both TATA Box and DPE motifs. Interestingly, however, the ftz promoter, which contains

both motifs, has been used multiple times in studies attempting to elucidate TF-promoter
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motif preferences [70] or the effect of promoter motifs on transcriptional bursts [177]. Since
promoters containing both TATA Box and DPE motifs are not uncommon, understand-
ing them could be a valuable area of study. We explore some aspects of their molecular

mechanisms in Chapter 3.

1.3.3 Promoter motifs are enriched depending on the promoters

regulatory role

Broad Sharp
Dispersed initiation Focused initiation
Housekeeping genes Developmental genes
I" C TP T o 5 e
Ohler 6jOhIer 7 DRE TATA [ Inr |

Figure 1.3: Promoter shape and motif content are shaped by the promoter’s regulatory
role. Promoter shape falls on a spectrum from broad (series of initiation sites over a 50-100bp
region) to sharp (one or a few strong initiation sites over a 5bp region). Housekeeping genes
tend to be associated with broad promoters, and are enriched for Ohler motifs 1, 6, and 7
and the DNA replication-related element (DRE). Developmental or regulated genes tend to
be associated with sharp promoters and are enriched for Inr, TATA box, DPE, and MTE
motifs.

The promoters regulatory role determines which promoter motifs are present. One example of
a regulatory role is whether the gene needs to be expressed constitutively for the maintenance
of cellular function (housekeeping gene) or whether the gene needs to be expressed at a
precise point in time and space (developmental gene). As previously stated, housekeeping
genes tend to have broader promoters, whereas developmental genes have sharper promoters
(Figure 1.3). These two classes of promoters are also enriched for different motifs. In
flies, housekeeping genes are mainly associated with Ohler motifs 1,6 and 7 and the DNA
replication-related element (DRE), whereas, developmental genes are associated with Inr,
TATA Box, DPE, and MTE, among others. The Ohler motifs were identified by using
expressed sequence tag (EST) clusters to identify promoters and then looking for enrichment

of motifs in these promoters. While many of the identified motifs were well-known, e.g. Ohler
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motifs 2 4 and 9 are DRE, TATA Box, Inr, and DPE, the others were new and generally

found to be associated with housekeeping genes [114].

Even within development, core promoters show preferential enrichment. Using a high-
throughput TSS mapping experiment to profile promoter activity throughout development
6], researchers found that early embryogenesis involves the activation of promoters enriched
for DRE, and Ohler 1 and 5-7, which notably are those associated with housekeeping genes.
This likely reflects the minimal zygotic transcription that occurs early on in embryogene-
sis and the fact that housekeeping genes may not require the assistance of an enhancer to
activate transcription. Intermediate embryogenesis is associated with Inr, DPE, and MTE,
which are commonly found in developmental promoters. Interestingly, late embryogenesis is
mainly associated with TATA Box motifs. The selective activation of these distinctive sets of
core promoter motifs during different phases of embryogenesis suggests that core promoters
are built to achieve specific regulatory tasks, in this case, broadly defining a window in which

these genes can be activated by enhancers.

Just as a gene can have multiple enhancers, a gene can have multiple promoters. In fact, in
flies, 40% of genes have more than one promoter [5]. While these promoters can drive the
expression of distinct isoforms, there are many cases when they produce similar or identical
transcripts. In this context, the role of multiple promoters has been relatively unstudied,
but like multiple enhancers, they likely either provide some form of redundancy or an extra
point of control. In either case, having multiple promoters may loosen the constraints on

their evolution. We explore these roles in Chapter 3.
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PIC

Promoter Gene

Figure 1.4: The combination of proteins recruited to the enhancer and promoter together
determines the expression output of a gene.

1.4 Enhancers and promoters come together to mod-

ulate transcription

The combination of signal integration at both enhancers and promoters culminates in the
activation of the transcriptional machinery recruited to the promoter (Figure 1.4). Ac-
tivation may occur through enhancer-promoter looping or transcriptional hub formation.
Recent experiments probing multi-way chromatin interactions at the a-globin locus suggest
that rather than forming mutually exclusive interactions with enhancers, the promoters and
enhancers form a regulatory hub, allowing for simultaneous interaction without competition
[116]. However, this does not preclude differential access to specific enhancers or promoters.
A possible explanation of previous reports of promoter competition [4, 22, 30, 169] could be
explained by a preponderance of transcriptional machinery localized to a proximal promoter

possibly barring loop extrusion at a more distal promoter.

Both enhancers and promoters are clusters of TF binding sites, and we previously discussed
how enhancer and promoter motif content and structure are shaped by regulatory roles.
Given the recruitment of different TFs at housekeeping vs developmental enhancers and

promoters [179], it should not be surprising that housekeeping and developmental promoters
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interact with different enhancers. In fact, distinct sets of TFs were found to be enriched
near core promoters depending on the stage of embryogenesis in which they were active
[6]. Analysis of these preferred pairings shows that some TFs are strongly associated with
particular sets of promoter motifs. The broad preferences of promoters regulating different
phases of embryogenesis with specific TFs suggest that not only do their motif content encode
enhancer-promoter specificity but they also allow for promoters to broadly define windows

of transcription during embryogenesis with enhancers fine-tuning these windows.

In other bioinformatic studies that were functionally validated in cells, preferences of TFs for
specific promoter motifs have also been shown, with enhancers that bind Caudal and Dorsal
preferentially interacting with promoters containing DPE [70, 180]. Thus, a combination of
the regulatory sequence of enhancers and promoters can encode in different transcriptional

bursting patterns or expression output.

1.5 Measuring and modeling properties of the process
of transcription allow us to decipher the molecular

processes modulated by enhancers and promoters

Recent advances in visualizing transcription have been made possible due to the development
of improved speed and sensitivity in fluorescence microscopy and RNA labeling approaches.
These advances have made possible the ability to track transcription at a single locus in
single cells in a real physiological context. Application of the RNA bacteriophage MS2 stem
loop as an RNA tag such that nascent RNA is visualized with the binding of the MS2 coat
protein (MCP)-GFP fusion protein has revealed the dynamics of transcription. Rather than
a process that occurs at a continual and steady rate, transcription appears to be a pulsatile

process, characterized by discontinuous bursts of activity.
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Figure 1.5: Two-state model of transcription and how it relates to molecular events of tran-
scription. (A) Here, we represent the two-state model of transcription, in which the promoter
is either (1) in the inactive state (OFF), in which RNA polymerase cannot bind and initiate
transcription, or (2) in the active state (ON), during which it can. The promoter transitions
between these two states with rates k., and k.g, with promoter activation involving both
the interaction of the enhancer and promoter and the assembly of all the necessary tran-
scription machinery for transcription initiation to occur. This may occur through enhancer
looping or the formation of a transcriptional hub. In its active state, the promoter produces
mRNA at rate r, and the mRNA decays by diffusing away from the gene locus at rate p. (B)
MS2-tagging RNA allows us to track nascent transcription, and the resulting fluorescence
trace (in light blue) is proportional to the number of nascent RNA produced over time. The
graph is split into sections, representing different molecular states and how they correspond
to fluctuating transcription over time. These states are represented by different colors—red
when the promoter is OFF, green when it is ON, and yellow when transcription continues
but the promoter is no longer ON, as no new polymerases are being loaded. The dynamics of
these fluctuations or bursts can be characterized by quantifying various properties, including
burst frequency (how often a burst occurs), burst size (number of RNA produced per burst),
and burst duration (the period of active transcription during which mRNA is produced at
rate r).

Live imaging cells of cells with the MS2 reporter system produces fluorescence traces that

are proportional to the amount of nascent RNA produced over time. Properties of these
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traces can be quantified and related back to the relevant molecular events that are occurring
at the gene locus. However, interpreting these traces requires a model of transcriptional
bursting. These bursts of transcription have been explored with multiple models, which are

distinguished by the number of states, or levels of activity at which genes can be transcribed.

Ideally, one works with the simplest model that captures the behavior of the system of inter-
est. To unravel the molecular events that shape transcription dynamics, the simplest model
that accounts for discontinuous transcription is a two-state model of transcription (Figure
1.5A) [123, 159]. Here, a promoter can be in two statesinactive (OFF) or active (ON)and
the gene is only transcribed when the promoter is active. The promoter transitions between
these two states with rates kon and koff, with the transitions involving both the interaction
of the enhancer and promoter and the assembly of the necessary transcriptional machinery.
This interaction may be through direct enhancer-promoter looping or the formation of a
transcriptional hub, a nuclear region with a high concentration of TFs, co-factors, and RNA
polymerase [98]. In its active state, the promoter produces mRNA at rate r, and given our
ability to observe only nascent transcripts, the mRNA decay rate u denotes the diffusion of

mRNA away from the gene locus.

Given this model, we can take the properties of the transcription dynamics and map them
back to molecular events that are impacting them (Figure 1.5B). One property of a tran-
scriptional burst is the burst duration. This is the period of active transcription and is
dependent on ks, the rate of promoter inactivation, which is related to the dissociation of
enhancer-promoter looping. Another property is the burst size, or the number of transcripts
produced per burst, which depends on the burst duration and the RNA Pol II initiation
rate. Here, polymerase initiation rate is the cumulative output of both polymerase loading
and pausing, but as short, aborted transcripts and paused Polll are not visible in MS2 mea-
surements, this is likely representative of the polymerase loading rate. Finally, the burst

frequency, or the inverse of the time between two bursts, depends on both the rate of pro-
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moter activation and inactivation, k., and k.s¢, respectively. Previous work in the early
embryo suggests that burst duration (and thus k,ss) are reasonably consistent regardless
of enhancer and promoter [166, 177]. Thus, within this regime, burst frequency is mainly

dependent on the rate of promoter activation.

1.5.1 Many molecular players can modulate transcription dynam-

ics

The most commonly characterized properties of bursting are burst frequency and size, which
can be modulated by many mechanisms including the number and strength of TF binding
sites [144] , presence and location of repressive sites [18], affinity and competition for general
TFs [130], histone modifications [171], and the presence of nucleosome dis-favoring sequences
[144]. 1In fact, the specific promoter motifs themselves can modulate different aspects of

transcriptional bursting.

Promoter motifs influence transcription dynamics The diversity of shape and motif
content of promoters can encode expression output, levels and noise, (by tweaking different
burst parameters) by affecting different molecular mechanisms. Some experiments directly
interfering with promoter motifs have shown that individual motifs affect different aspects
of bursting patterns depending on the context. Specifically, experiments with the major
histocompatibility complex I (MHC I) class gene PD1 show that Inr mainly affects burst size,
whereas a TATA-like motif affects both burst frequency and size. However, transcriptional
activation by 7-interferon changes their contributions to both burst parameters [56]. This
suggests that the promoter plays a key role in allowing the gene to respond dynamically to
tissue-specific and environmental conditions, which is particularly necessary for this immune

surveillance gene.
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How can motifs affect different bursting parameters? For example, TATA Box has been
associated with high levels of expression noise [10, 90, 153]. By integrating datasets at dif-
ferent levels of resolution, scale, and type, researchers found that TBP can exist in four
microstates(1) monomeric TBP, (2) TFIID:TBP complex, (3) SAGA:TBP complex, (4)
Mot1p:TBP complex. Depending on the bendability of the DNA sequence, TBP may be
more or less likely to bind as a monomer (microstate 1) or as part of TFIID (microstate 2).
Binding of TBP as part of TFIID (microstate 2) leads to activation of the promoter and
transcription initiation (ON state). If monomeric TBP binds (microstate 1), SAGA may as-
semble (microstate 3) and initiate transcription (ON state), or Mot1p (or similar remodeling
factors, e.g. NC2) may remove TBP (microstate 4) leading to an OFF state. The length
of time the promoter spends in each of these states affects the expression output. Notably,
weaker TATA motifs have weaker affinities for monomeric TBP, increasing the likelihood that
TBP will bind as part of the TFIID complex and precluding the access of other remodeling
factors to TBP. This means that promoters containing weak TATA motifs are more stably
occupied and show less noisy expression than those with strong TATA motifs. Thus, it is
the combination of motif strength and the abundance of all potential factors and cofactors
involved in transcription that determines possible complexes that assemble at a promoter

and their residence times.

Promoter motifs also play a role in modulating other aspects of transcription dynamics.
However, the role of each motif can vary from one locus to the next. In the TATA-only
Drosophila snail promoter, the TATA Box affects burst size by tuning burst duration [127].
In the mouse PD1 proximal promoter, which consists of a CAAT Box, TATA Box, Spl, and
Inr motif, the TATA box may tune burst size and frequency [56]. A study of a synthetic
Drosophila core promoter and the ftz promoter found that the TATA box tunes burst size
by modulating burst amplitude and that Inr, MTE, and DPE tune burst frequency [177].
TATA Box also appears to be associated with increased expression noise, as TATA-containing

promoters tend to drive larger, but less frequent transcriptional bursts [129]. In contrast to
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TATA Box, Inr appears to be associated with promoter pausing, e.g. by adding a paused
promoter state in the Inr-containing Drosophila Kr and Ilp4 promoters [127]. In fact, a
Pol IT ChIP-seq study indicates that paused developmental genes appear to be enriched for
GAGA, Inr, DPE, and PB motifs [129].
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Chapter 2

An Enhancer’s Length and
Composition Are Shaped by Its

Regulatory Task

The contents of this chapter appear in the journal Frontiers in Genetics [94].

2.1 Abstract

Enhancers drive the gene expression patterns required for virtually every process in meta-
zoans. We propose that enhancer length and transcription factor (TF) binding site compo-
sitionthe number and identity of TF binding sites—reflect the complexity of the enhancer’s
regulatory task. In development, we define regulatory task complexity as the number of
fates specified in a set of cells at once. We hypothesize that enhancers with more com-
plex regulatory tasks will be longer, with more, but less specific, TF binding sites. Larger

numbers of binding sites can be arranged in more ways, allowing enhancers to drive many
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distinct expression patterns, and therefore cell fates, using a finite number of TF inputs. We
compare ~100 enhancers patterning the more complex anterior-posterior (AP) axis and the
simpler dorsal-ventral (DV) axis in Drosophila and find that the AP enhancers are longer
with more, but less specific binding sites than the (DV) enhancers. Using a set of ~3,500
enhancers, we find enhancer length and TF binding site number again increase with increas-
ing regulatory task complexity. Therefore, to be broadly applicable, computational tools to

study enhancers must account for differences in regulatory task.

2.2 Introduction

Nearly every aspect of an organism, from its development to its immune response, is de-
pendent on precise spatiotemporal control of gene expression. This control is mediated by
the binding of transcription factor (TF) activators and repressors to stretches of regulatory

DNA called enhancers.

Given their role in diverse biological processes, it is not surprising that enhancers vary widely
in architecture—length, number of TF binding sites, and the average binding specificity of
the TFs that bind them. Enhancers can be ~10 — 1,000 bps long, with a couple to tens of
TF binding sites [9, 175]. Several theories have been put forth to explain why enhancers are
built so differently. For example, differences in evolutionary pressures and TF cooperativity
are invoked to explain why many developmental enhancers are robust to rearrangements
of TF binding sites within them while some immune-responsive enhancers are intolerant to

even point mutations [150, 74, 109, 2].

Although enhancers vary in architecture, some constraints apply to all enhancers, e.g. an
enhancer’s need to be distinguishable from the rest of the genome. Because eukaryotic

TFs are highly degenerate, TF binding sites litter the genome, and an enhancer can only
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achieve distinguishability if it consists of a cluster of TF binding sites within a short distance
(165, 8, 43, 52, 106, 132, 95, 173, 55]. Enhancer length, number of TF binding sites, and
average specificity of TFs binding an enhancer can be combined in different ways to achieve
distinguishability. For example, an enhancer with higher average TF specificity requires
fewer TF binding sites than one with lower average TF specificity to be distinguishable from

the genomic background.

We propose that the complexity of an enhancer’s “regulatory task” — the process that it
controls — is one force that shapes enhancer architecture. In development, task complexity
can be defined as the number of cell fates being specified in a set of roughly homogeneous
cells at one time. When a cell can be driven to one of many cell fates, the task complexity
is high; when a cell is making binary decisions between cell fates, the task complexity is low
(Figure 2.1A). Since cell fate is largely specified by gene expression patterns, the more cell
fates being specified, the more distinct expression patterns are needed. To accommodate
this need using a limited set of TFs, these enhancers need to contain a larger number of
TF binding sites, which allow for more rearrangements and, presumably, more expression
patterns. Thus, we propose that enhancers with more binding sites can accommodate higher

task complexity. Though intuitive, this proposal has never been verified systematically.

To evaluate this hypothesis, we characterize two sets of enhancers in Drosophila melanogaster
and analyze the correlation between regulatory task complexity and enhancer architecture.
In a set of ~100 early embryonic enhancers, those that pattern the more complex anterior-
posterior (AP) axis are longer, have more binding sites, and have lower average TF specificity
compared to those patterning the simpler dorsal-ventral (DV) axis. In a set of ~3,500 en-
hancers active throughout embryogenesis, we find enhancers active early are longer and have
more binding sites than those active late, reflecting the general trend that task complex-
ity decreases with developmental time. We conclude that the complexity of an enhancer’s

regulatory task is one of many forces shaping its architecture.
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2.3 Results

To understand the properties required for an enhancer to be distinguishable from the ge-
nomic background, we calculate the probability of finding an enhancer with a particular
length, number of TF binding sites, and average TF binding specificity [173] (Supplemen-
tary Material within). As a proxy for TF binding specificity, we use p, the probability of
finding a “hit” or match to the TF binding motif in the genomic background (see Mate-
rials and Methods). Note that a larger p corresponds to a lower binding specificity. The

probability of finding an enhancer of length w, with £ TF binding sites is:

To achieve distinguishability, P(k) must be less than 1/N, where N is the genome size
accessible for TF binding. Thus, the number of required binding sites increases with enhancer
length and motif hit probability (Figure 2.1B). Considering the median, first and third
quartiles of all Drosophila TF binding specificities, the corresponding number of TF binding
sites required in a 1 kb enhancer decreases from 16 to 7 to 5 as TF binding specificity

increases (or motif hit probability decreases).

To take into account the compaction of the genome, we consider different values of N. We
use DNase I hypersensitivity profiles to estimate the accessible regions [152]. Whether we use
a conservative estimate of accessible regions during development (4.1 Mb), a more relaxed
estimate (19.4 Mb), or the entire genome (175.5 Mb) [152, 36], the same trends are seen
(Figure 2.1C). For a 1 kb enhancer with binding sites for a TF with relatively low binding
specificity, p = 2 x 1073, the number of required binding sites increases from 13 to 15 as N
increases from 4.1 to 175.5 Mb, and thus the number of required binding sites is only weakly

dependent on accessible genome size.

To test whether task complexity shapes the characteristics of enhancer architecture, we need
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a set of enhancers that drive regulatory tasks of different complexities and knowledge of
the transcription factors (TFs) that regulate them. The Drosophila embryonic AP and DV
patterning systems neatly fit these criteria. The AP axis is more complex than the DV axis,
with the AP axis consisting of 14 parasegments [111] and the DV axis consisting of six germ
layers and sublayers [91], and therefore the patterning of the AP axis requires enhancers that
drive more unique gene expression patterns. Years of work from many groups have identified
~40 principal TFs [41, 105] whose binding to ~100 characterized enhancers [119] drives AP

and DV patterning.

To identify the TF binding sites within these enhancers, we use a computational approach.
Though ChIP can experimentally identify TF-bound regions, existing data sets in the Drosophila
embryo are low resolution, with ~100 base pair peaks [95, 105, 134], which are longer than
the ~10 bp TF binding sites [182]. Therefore, we predict TF binding sites using experimen-
tally measured binding motifs [147]. To select a threshold above which a sequence is deemed
a true binding site, we develop a principled approach, scoring the aligned sequences used
to create the motifs and setting a threshold such that 75% of these aligned sequences are

predicted as true (see Materials and Methods).

We analyze 60 AP and 39 DV enhancers, identifying binding sites for 24 AP and 10 DV
TFs. Consistent with our predictions, AP enhancers (median length = 1.3 kb) are longer
than DV enhancers (median = 0.8 kb; Figure 2.2A; p = 4.5 x 10~%; Mann Whitney rank-
sum test). AP enhancers also have a larger number of TF binding sites (median = 47)
than DV enhancers (median = 9; Figure 2.2B; p = 1.5 x 107'3; Mann Whitney rank-sum
test). To ensure that the difference is not due to the larger number of AP TFs, we also
calculated the number of TF binding sites per enhancer, normalized by the number of TF
motifs used to search the enhancer, and find the difference holds (AP median = 2.0, DV
median = 0.9; Figure 2.2C; p = 6.1 x 107% Mann Whitney rank-sum test). AP enhancers

also have a higher average motif hit probability (AP median = 4.9 x 1072, DV median =
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3.0 x 1073; Figure 2.2E; p = 7.5 x 107?; Mann Whitney rank-sum test), which is a result
of differential binding rather than the TFs considered, as the specificity of AP and DV TFs
have a similar distribution (Figure 2.2D, p = 0.247; Mann Whitney rank-sum test). This
difference is likely driven by the fact that the key TFs that act as morphogens for these axes
show markedly different binding specificities, with the key AP axis TFs having low binding
specificities and the key DV axis TF having high binding specificity (Figure S2.1). In
summary, we find that the enhancers that encode the lower complexity task of specifying
the DV axis are composed of fewer binding sites, as predicted by our hypothesis. The DV
enhancers require fewer binding sites because they are both shorter and use more specific
TFs than the AP enhancers. Our hypothesis does not require that both enhancer length and

motif specificity both differ, though in this case they do.

To determine whether these tradeoffs in enhancer architecture apply to a larger, if less well-
characterized dataset, we analyze the Vienna Tile enhancers [81], which drive expression
throughout Drosophila embryogenesis. To produce this dataset, the Stark lab measured the
expression patterns driven by 7,705 enhancer candidates and found 4,480 enhancers that were
active during development. Of these enhancers, we consider the 3,580 enhancer candidates
that were successfully refined to the putative minimal enhancers using functional genomics
[81]. To determine the relevant TFs, we match the stages of the active enhancers with the

concurrently expressed TFs [154, 155, 53].

We assume that as development progresses, the task complexity decreases, approaching
binary decisions between two cell fates. We found that enhancer length monotonically de-
creases over development (Figure 2.3A; Table 2.1). While stages 46 and 78, and stages
910 and 1112, have very similar length distributions for active enhancers (p = 1, p = 0.1,
respectively; Mann Whitney rank-sum test), all other intervals have significantly different
distributions of enhancer length (Figure 2.3D, p < 0.05; Mann-Whitney rank sum test with

Bonferroni correction applied). Number of TF binding sites and average motif hit probabil-
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ity, in contrast, do not show a clear trend (Figures 3B and E). However, there is a large
increase in the number of TFs expressed in the final two time intervals (see Table 2.1), and
when the number of binding sites is normalized by the number of binding motifs used to
search the enhancer, the binding site trend mirrors the enhancer length trend (Figures 3C
and F). We also verified that these trends were not unduly influenced by enhancers driving
ubiquitous expression patterns (Figure S2.2, Table 2.2). Thus, decreasing complexity
again is associated with decreasing enhancer length and with decreasing TF binding site
number, when normalized appropriately. In this case, there is no clear trend with regards to

motif specificity, which, as we note above, is not necessarily at odds with our hypothesis.

2.4 Discussion

We hypothesize that an enhancer’s regulatory task complexity shapes its architecture. In
the case of Drosophila axis patterning, the AP axis has higher task complexity than the DV
axis, and accordingly, enhancer length, number of TF binding sites, and average motif hit
probability increase with task complexity. In the case of Drosophila embryogenesis, where
we posit that task complexity decreases over time, enhancer length and binding site number

decrease accordingly.

Though the well-characterized Drosophila axis patterning systems are ideal for studying
how an enhancer’s regulatory tasks shape its design [106, 121, 96, 120, 51|, the systems
still have limitations. For example, autoregulatory enhancers like ftz_up, ftz_zebra, and
gt__minusl [59, 58, 61| have lower task complexity because they reinforce the expression
patterns determined by other enhancers, and therefore, may not be consistent with the
observed trends. However, we find these autoregulatory enhancers have parameters that
generally fall within the bulk of the distribution. In addition, the enhancer boundaries in

this dataset were determined one-at-a-time. However, in the Vienna Tile enhancer set, in
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which boundaries are determined in a uniform manner, we still find that enhancer length

decreases with developmental time and regulatory task complexity.

In contrast to the axis patterning data set, choosing principal TFs for the Vienna Tile
enhancers is challenging because there is no consistent annotation of the expression patterns
of TFs and enhancers. We match stage-specific expression of enhancers and TFs without
considering tissue-specific expression, which impacts both the number of TF binding sites

and the average motif hit probability and undoubtedly obscures the clarity of those trends.

We expect that there are many other forces shaping enhancer architecture, like protein-
protein interactions between TFs or between TFs and cofactors, and therefore do not expect
that regulatory task complexity alone can explain enhancer architecture. Additionally, a
particular TF may be employed in an enhancer because it is expressed in the right place
at the right time, and not because of its TF binding specificity, though an analysis of the
binding specificities of the TFs encoded in the Drosophila genome shows that there is a
wide distribution of TF specificities that is relatively independent of developmental stage
(Figures S3 — S6). However, we can make educated guesses about the ways that enhancer
architecture may vary depending on regulatory task and use this information to improve
our ability to predict and design putative enhancers. As increasingly large sets of enhancers
are identified in a variety of biological settings, we will undoubtedly uncover other forces

impacting why an enhancer is built in a particular way.
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2.5 Materials and Methods

2.5.1 Datasets Used in this Study

The 60 AP and 39 DV patterning enhancers were collected by [119] and provided here as
Supplementary Data Sheet 1, and in this dataset, we considered the binding of 33 early
patterning TFs [41, 105]. The Vienna Tile enhancer project tested the activity of 7,705
potential enhancers [81]. In this analysis, we considered the 3,580 enhancer candidates that
were active during embryogenesis and whose boundaries had been refined using DHS regions
or CBP/P300-bound and H3K4mel-marked regions. Here, we analyzed the binding of TFs
that were concurrently expressed with active enhancers based on the Berkeley Drosophila
Genome Project in situ annotations [154, 155, 53]. These TF lists are available in Supple-
mentary Data Sheets 2, 3. 51.7% of the AP enhancers and 30.8% of the DV enhancers at
least partially overlapped with the Vienna Tile enhancers. The five completely overlapping
enhancers showed expression in the same stage (i.e., stages 4 6), except for the DV enhancers
pnr and rho (Table 2.3). Outside of those two, the greatest amount of overlap that did not

result in expression at the same stage was 60.5%.

2.5.2 Transcription Factor Binding Site Prediction

Transcription factor (TF) binding sites were computationally predicted using Patser [57]
with the position weight matrices (PWMs) from FlyFactor Survey [182]. Pseudocounts
were added to each element in the PWM in proportion to the intergenic frequency of the
corresponding base to a total of 0.01. For those TFs with more than one PWM, the PWM
derived from the largest set of aligned sequences was used, except in the case of giant and

daughterless.
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As no TF binding sites were identified in the set of AP enhancers when using the giant PWM
selected using the previous criteria, a switch was made to another available giant PWM in
FlyFactor Survey with which binding sites could be predicted. In the case of daughterless,
which often binds as a heterodimer and has been identified as one of the key TFs in DV
patterning, the PWM that was created using only daughterless and not any heterodimeric

partners was used.

For the early patterning dataset, 33 of the 37 TFs [41, 105] determined to be principal
regulatory factors for AP and DV patterning had available PWMs and were used. PWMs
were not available for croc, Stat92E, tsh, or Dad. For the Vienna Tile dataset, a total of 292

TFs that had available PWMs and were expressed during embryogenesis were used.

To determine In (p-value) cutoffs in a systematic manner, the aligned sequences from which
the PWMs are derived are scored by Patser, and a 75th percentile In (p-value) was chosen as
a cutoff such that 75% of the aligned sequences are considered true binding sites. Cutoffs at
multiple percentiles were considered, but the overall trends for relative numbers of putative

TF binding sites identified remained constant regardless of the chosen cutoff (Figure S2.7).

Some PWMs were generated from DNase I footprints curated in the FlyReg database [51];
aligned versions of these footprints were not directly provided by FlyFactor Survey. The
raw sequences were retrieved from FlyReg v2.0 and were aligned when possible. Note that
Patser can only score sequences that are the same length or longer than the PWM, so some
sequences used to create the PWM have been omitted when determining the percentile

cutoffs.
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2.5.3 Evaluating Transcription Factor Specificity

Information content is a measure of TF specificity. To measure information in a motif, we
calculated the Kullback-Leibler distance [137, 148] between the motif and the composition

of the intergenic regions of the genome

where L is the length of the motif, p;(b) is the frequency of base b at position i in the motif,
and ¢(b) is the frequency of base b in the intergenic regions of the genome. Note that p =2—1
is roughly the probability of a motif hit in the genome for a TF of information content I [7].
For a set of TF binding sites in an enhancer, an average motif hit probability

_I.
Zj TLj2 J
Niotal

Pav =

is calculated, where n; = number of binding sites for TF j, I; = information content of TF
7, and Ny = the total number of TF binding sites in a particular enhancer. If a cluster is
composed of sites of m different TFs with identical motif hit probability p, the probability

of finding a cluster of k binding sites within w bps is

P(k) = () (mp)*(1 — mp)»=*

Therefore, to characterize the average specificity of TFs employed in a specific enhancer, we
choose to compute the average motif hit probability p, as opposed to the average information

content 1.
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2.5.4 Quantitation and Statistical Analysis

Mann-Whitney rank tests were performed to compare all distributions, and the p-values were
reported. The Mann-Whitney test was chosen because it does not require the assumption
that the distributions to be compared are normally distributed. When multiple comparisons

were made, the Bonferroni correction was applied.

2.5.5 Data and Software Availability

Python code for enhancer architecture analysis is available at the Wunderlich Lab GitHub

(https://github.com/WunderlichLab/Info_Content).

The axis patterning enhancers originally collected by Papatsenko et al. are available as
supplemental data file Supplementary Data 1 [119], which can be found at https://www.

frontiersin.org/article/10.3389/fgene.2017.00063/full#supplementary-material.
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Figure 2.1: Regulatory task complexity can shape enhancer length and binding site compo-
sition. (A) We propose that more complex regulatory tasks, e.g., cell patterning decisions,
are associated with longer enhancers with more binding sites. More binding sites can be ar-
ranged within an enhancer in more ways, allowing for the specification of a wider variety of
expression patterns and, therefore, more complex tasks. (B) We plot the minimum number
of TF binding sites required for enhancers of varying lengths to achieve distinguishability
from the genomic background. We show the results for three motif hit probabilities, corre-
sponding to the median, first and third quartiles of Drosophila TF binding specificities. As
motif hit probability p decreases from ~2 in 1 kb (2 x 1073) to ~6 in 100 kb (6 x 107°),
an enhancer of the same length requires fewer binding sites to be distinguishable from the
background. (C) To test the effect of genome accessibility, we plot the minimum number of
TF binding sites required for enhancers of varying length in the context of different accessible
genome sizes (V). Varying the accessible regions of the genome has a minor impact on the
trend of numbers of TF binding sites increasing with enhancer length.
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Figure 2.2: The more complex AP axis is patterned by enhancers with more TF binding
sites. We show the scatterplots and associated boxplots of (A) the length of AP and DV
enhancers, (B) the number of TF binding sites predicted in AP and DV enhancers, (C)
the number of TF binding sites normalized by the number of TFs involved, (D) the motif
hit probability of TFs involved in AP and DV patterning, and (E) the average motif hit
probability of AP and DV enhancers. These data are consistent with our hypothesis that
enhancers carrying out more complex regulatory tasks will have more binding sites, in this
case because AP enhancers are both longer and have lower average TF binding specificity.
In all box plots, the boxes indicate the lower and upper quartiles, with the line within the
box indicating the median. Whiskers extend to 1.5*IQR (interquartile range) plus or minus
the upper and lower quartile, respectively, and the stars indicate outliers that fall outside
the whiskers. p—values from Mann-Whitney rank tests are shown.
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Figure 2.3: Decreasing regulatory task complexity over embryogenesis is associated with
decreasing enhancer length. We show boxplots of (A) the length of minimal Vienna Tile
enhancers, (B) the number of TF binding sites predicted in minimal Vienna Tile enhancers,
(C) the number of TF binding sites predicted in minimal Vienna Tile enhancers normalized
by TFs concurrently expressed, and (E) the average motif hit probability of minimal Vienna
Tile enhancers over developmental stages 4 — 16. The heatmaps display the Bonferroni-
adjusted p-values from the Mann-Whitney rank test between (D) pairwise distributions of
Vienna Tile enhancer length and between (F) pairwise distributions of the number of TF
binding sites predicted in Vienna Tile enhancers per TFs concurrently expressed. In all
box plots, the boxes indicate the lower and upper quartiles, with the line within the box
indicating the median. Whiskers extend to 1.5*IQR plus or minus the upper and lower
quartile, respectively, and the stars indicate outliers that fall outside the whiskers.
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2.11 Supplementary Material

2.11.1 Supplementary Data

The Supplementary Data for this article can be found at https://www.frontiersin.org/

article/10.3389/fgene.2017.00063/full#supplementary-material.

Supplementary Data 1 Axis patterning enhancers curated by Papatsenko, et
al. The axis patterning enhancers curated by Papatsenko, et al. are no longer available on

the site where they were originally hosted [119]; to facilitate the use of this dataset, we have

included the FastA file here.

Supplementary Data 2 Transcription factors involved in axis specification. The
first row is a header that lists the axes, anterior-posterior (AP) and dorsal-ventral (DV).

Each column lists the TFs that are involved in specification of that axis.

Supplementary Data 3 Transcription factors expressed by stage during embryo-
genesis. The first row is a header that lists the stages. Each column lists the TFs that are

expressed during that stage based on BDGP in situ data.
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2.11.2 Supplementary Figures
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Figure S2.1: The key transcription factors whose gradients set up the anterior-posterior
and dorsal-ventral axes fall towards the tails of the information content distribution. We
show boxplots of (A) the information content and (B) the motif hit probability of TFs
important in axis patterning. The red squares indicate the information content and motif
hit probability of the key TFs that act as morphogens to set up the AP and DV axes.
These key AP TFs—caudal (6.46 bits; 3.32 x 1073) and bicoid (8.23 bits; 0.0114)—have low
information content and high motif hit probability, respectively; whereas, the key DV TF—
dorsal (14.05 bits; 5.91 x 107°) has relatively high information content and low motif hit
probability, respectively. In all box plots, the boxes indicate the lower and upper quartiles,
with the line within the box indicating the median. Whiskers extend to 1.5*IQR plus or
minus the upper and lower quartile, respectively, and the stars indicate outliers that fall
outside the whiskers. p-values from Mann-Whitney rank tests are shown.
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Figure S2.2: When Vienna Tile enhancers that drive ubiquitous expression are removed,
the same trends in enhancer architecture are seen. We show boxplots of (A)the length of
minimal Vienna Tile enhancers, (B) the number of TF binding sites predicted in minimal
Vienna Tile enhancers, (C) the number of TF binding sites predicted in minimal Vienna
Tile enhancers per TFs concurrently expressed, and (E) the average motif hit probability
of minimal Vienna Tile enhancers over developmental stages 4-13. The heatmaps display
the Bonferroni-adjusted p-values from the Mann-Whitney rank test between (D) pairwise
distributions of Vienna Tile enhancer length and between (F') pairwise distributions of the
number of TF binding sites predicted in Vienna Tile enhancers per TFs concurrently ex-
pressed. In all box plots, the boxes indicate the lower and upper quartiles, with the line
within the box indicating the median. Whiskers extend to 1.5*IQR plus or minus the upper
and lower quartile, respectively, and the stars indicate outliers that fall outside the whiskers.
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Figure S2.3: The information content of homeobox proteins is generally lower than that of
transcription factors with other common DNA-binding domains. We show boxplots of the
information content of the TFs by DNA-binding domain, with boxes indicating the lower
and upper quartiles and the line within the box indicating the median. Whiskers extend to
1.5*IQR plus or minus the upper and lower quartile, respectively. The stars indicate outliers
that fall outside the whiskers. Only those DNA-binding domains that are represented by
more than 10 TFs in our sample have been included.
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Figure S2.4: The information content of transcription factors fall into a bimodal distribu-
tion. (A) We show a histogram of the information content of the Drosophila transcription
factors with a dashed line indicating a natural separation point between the two peaks. (B)
We show a histogram of the motif hit probability of the Drosophila TFs with a dashed lined
indicating the same point at which the two peaks of information content have been sepa-
rated. Note that the smaller peak located to the left of the dashed line in (A) corresponds
to the smaller peak located to right of the line in this motif hit probability distribution.
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Figure S2.5: The distribution of low and high information content TFs being expressed
remains relatively consistent over time. We show stacked bar graphs of the information
content of TFs expressed while the flies are embryos, larvae, pupae, and adults, with a bar
graph of all TFs for comparison. Each bar has been normalized for the number of TFs
expressed at that life stage. Using 10 bits as the natural separation point between the peaks
in the bimodal distribution of TF information contents from Supplementary Figure 4, we
have divided our TFs into “Low Info Content” and “High Info Content” categories with
information contents > 10 bits considered “High.” Comparing the fraction of low versus
high information content of TFs expressed at any stage compared to that of all TFs shows
very little difference, suggesting that any differences we see in the distribution of average
information content in enhancers is due to usage of TFs of certain information contents over
others.
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Figure S2.6: The distribution of TF information content remains consistent over time.
We show boxplots of the information content of transcription factors being expressed over
the lifespan of Drosophila, with the last boxplot of the information content of all TFs given
for comparison. The boxes indicate the lower and upper quartiles and the line within the
box indicating the median. Whiskers extend to 1.5*IQR plus or minus the upper and lower
quartile, respectively. The stars indicate outliers that fall outside the whiskers. The numbers
in blue above the x-axis indicate the number of TFs expressed at that stage and included in
that boxplot.
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Figure S2.7: Trends in number of predicted binding sites in axis patterning enhancers
remain unchanged when cutoffs for “true” binding sites are varied. We show boxplots of the
number of TF binding sites predicted in AP and DV enhancers using percentile cutoffs of
75, 90, and 95, with boxes indicating the lower and upper quartiles and the line within the
box indicating the median. Whiskers extend to 1.5*IQR plus or minus the upper and lower
quartile, respectively. The stars indicate outliers that fall outside the whiskers. P-values
calculated by performing Mann-Whitney rank tests on each pair of distributions are less
than or equal to 1.5 x 10713,
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2.11.3 Supplementary Tables

Table 2.1: Related to Figure 2; Summary data of minimal Vienna Tile enhancers. The
second and third column list the number of active enhancers and TFs expressed during the
stages between 4 and 16 listed in column 1. Columns 4-8 list the median values for enhancer
length, number of TF binding sites, number of TF binding sites per TF expressed, and
average motif hit probability of minimal Vienna Tile enhancers for stages between 4 and 16.

Medians
Stage | # Active # TFs Enhancer # # TFBSs Average
Enhancers | Expressed | Length | TFBSs per TF Motif Hit
(bp) Expressed | Probability
4-6 713 216 545 154 0.713 0.00673
7-8 878 202 543 141 0.696 0.00671
9-10 1530 219 462 132 0.603 0.00641
11-12 2307 265 432 153 0.577 0.00697
13-16 3334 276 404 151 0.547 0.00699

Table 2.2: Related to Supplementary Figure 2; Summary data of minimal Vienna Tile
enhancers when those driving ubiquitous expression are removed. The second and third
column list the number of active enhancers and TFs expressed during the stages between 4
and 16 listed in column 1. Columns 4-8 list the median values for enhancer length, number
of TF binding sites, number of TF binding sites per TF expressed, and average motif hit

probability of minimal Vienna Tile enhancers for stages between 4 and 16.

Medians
Stage | # Active # TFs Enhancer # # TFBSs Average
Enhancers | Expressed | Length | TFBSs per TF Motif Hit
(bp) Expressed | Probability
4-6 670 216 545 150 0.694 0.00671
7-8 8830 202 543 136 0.671 0.00670
9-10 1467 219 462 128 0.584 0.00639
11-12 2235 265 432 150 0.566 0.00696
13-16 3191 276 404 149 0.540 0.00700
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Table 2.3: Related to Figure 2; Overlap between axis patterning and the minimal Vienna
Tile enhancers. The first column is a list of the 99 axis patterning enhancers, ordered by the
percent overlap (third column) with the minimal Vienna Tile enhancer in the second col-
umn. The fourth column indicates whether the minimal Vienna Tile enhancer was expressed
concurrently with the axis patterning enhancer during stages 4-6.

AP/DV | Minimal Vienna | Overlap | Minimal Vienna Tile Enhancer
Tile (%) Active in Stages 4-67

eve-37 VT14362.1 100 yes
pnr VT42370.1 100 no
rho VT24025.1 100 no
tup VT9666.2 100 yes
vnd VT54910.1 100 yes
tld VT46946.1 97 yes
eve-46 VT14367.1 93.9 yes
h-34 VT27677.1 90.8 yes
slp-ecto VT1967.1 85.6 yes
kni-cis VT33934.2 79.7 yes
zen VT37509.2 79.5 yes
eve-37 VT14361.2 78.7 yes
gt-P VT55790.2 78.4 yes
gt-1 VT55795.2 75.5 yes
slp-B VT1971.2 75.2 yes
nub-blst VT6450.1 75 yes
gt-P VT55791.1 74.6 yes
eve-46 VT14366.1 74.3 yes
slpl-head VT1967.2 72.5 yes
pdm2-plusl VT6483.1 71.4 yes
eve-15 VT14368.1 70.6 yes
prd-1 VT6169.2 64.7 yes
otd-E VT58874.1 63.1 yes
mes3 VT28266.1 62 yes
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Chapter 3

Two promoters integrate multiple
enhancer inputs to drive wild-type
knirps expression in the D.

melanogaster embryo

Thank you to Rachel Waymack and Mario Gad for their help in making this work possible!

3.1 Abstract

Proper development depends on precise spatiotemporal gene expression patterns. Most
genes are regulated by multiple enhancers and often by multiple core promoters that gen-
erate similar transcripts. We hypothesize that these multiple promoters may be required
either because enhancers prefer a specific promoter or because multiple promoters serve as

a redundancy mechanism. To test these hypotheses, we studied the expression of the knirps
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locus in the early Drosophila melanogaster embryo, which is mediated by multiple enhancers
and core promoters. We found that one of these promoters resembles a typical “sharp”
developmental promoter, while the other resembles a “broad” promoter usually associated
with housekeeping genes. Using synthetic reporter constructs, we found that some, but not
all, enhancers in the locus show a preference for one promoter. By analyzing the dynamics
of these reporters, we identified specific burst properties during the transcription process,
namely burst size and frequency, that are most strongly tuned by the specific combination
of promoter and enhancer. Using locus-sized reporters, we discovered that even enhancers
that show no promoter preference in a synthetic setting have a preference in the locus con-
text. Our results suggest that the presence of multiple promoters in a locus is both due to
enhancer preference and a need for redundancy and that “broad” promoters with dispersed
transcription start sites are common among developmental genes. Our results also imply
that it can be difficult to extrapolate expression measurements from synthetic reporters to

the locus context, where many variables shape a gene’s overall expression pattern.

3.2 Introduction

Diverse processes in biology, from early development to the maintenance of homeostasis, rely
on the regulation of gene expression. Enhancers and promoters are the primary regions of
the genome that encode these gene regulatory programs. Both enhancers and promoters
are characterized by clusters of sequence motifs that act as platforms for protein binding,
allowing for the integration of a spectrum of signals in the cellular environment. The majority
of studies that dissect enhancer or promoter function typically investigate each in isolation,
which assumes that their function is largely modular. In practice, this means that we assume
an enhancer drives generally the same pattern, regardless of promoter, and that promoter

strength is independent of the interacting enhancer. However, there is evidence that there can
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be significant “interaction terms” between promoters and enhancers, with enhancer pattern

shaped by promoter sequence, and promoter strength influenced by an enhancer [46, 63, 128].

Therefore, a key question is precisely how the sequences of an enhancer and a promoter
combine to dictate overall expression output. Adding to the complexity of this question,
developmental genes often have multiple enhancers, and many metazoan genes have alter-
native promoters [14, 86, 136, 138]. In a locus, multiple enhancers exist either because they
drive distinct expression patterns or, in the case of seemingly redundant shadow enhancers,
because they buffer noise in the system [82]. Though RAMPAGE data shows that >40%
of developmentally expressed genes have more than one promoter [5], the role of multiple
promoters has been relatively less explored. In some cases, alternative promoters drive dis-
tinct transcripts, but hunchback is a notable example of a gene with two highly conserved

promoters that produce identical transcripts [99, 138].

This suggests there may be additional explanations for the prevalence of multiple promoters.
One possibility is molecular compatibility—promoters can preferentially engage with differ-
ent enhancers depending on the motif composition and proteins recruited to each [160, 163].
For example, enhancers bound by either the transcription factors (TFs) Caudal or Dorsal
tend to interact with Downstream Promoter Element (DPE)-containing promoters [70, 180]
and Bicoid-dependent hunchback transcription seems to depend on the presence of a TATA
box and Zelda site at one promoter [99]. Another possibility is that having multiple promot-

ers provides redundancy needed for robust gene expression, much like shadow enhancers.

To distinguish between these hypotheses, an ideal model is a gene with (1) multiple promoters
that contain different promoter motifs and drive similar transcripts and with (2) multiple
enhancers bound by different TFs. The Drosophila developmental gene knirps (kni) fits
these criteria. It is a key developmental TF that acts in concert with other gap genes to
direct anterior-posterior axis patterning of the early embryo. kni has two core promoters

that drive nearly identical transcripts (only differing by five amino acids at the N-terminus)
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and that are both used during the blastoderm stage (Figure 3.1A — C). Here, we define the
core promoter as the region encompassing the transcription start site (TSS) and the 40bp
upstream and downstream of the T'SS [162]. Also, like many early developmental genes, its
precise pattern of expression in the blastoderm is coordinated by multiple enhancers (Figure
3.11A). These characteristics make the kni locus a good system in which to examine the

roles of multiple promoters in a single gene locus.

We used several approaches to delineate the roles of these two promoters. To examine the
molecular compatibility of different kni enhancer-promoter pairs in a controlled setting, we
created reporter constructs of eight kni enhancer-promoter pairs driving expression of an
MS2 reporter. We found that some kni enhancers are able to interact with multiple pro-
moters similarly, while others have a strong preference for one. By using the MS2 system
to measure the transcription dynamics, we also determined the molecular events that lead
to these preferences. Next, analysis of a kni locus reporter demonstrated that locus context
can affect promoter-enhancer preferences and indicates that promoters both have different
jobs and provide some amount of redundancy. Finally, we explored the role of different
promoter motifs in specifying expression dynamics by using constructs with promoter muta-
tions. Examining the kni locus has allowed us to (1) determine how transcription dynamics
are impacted by molecular compatibility, (2) determine the roles of multiple promoters in a
locus, and (3) probe how the motif content of promoters produces a particular expression

output.
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3.3 Results

3.3.1 Selection of enhancers and promoter pairs tested

knirps has two conserved promoters that drive very similar transcripts (Figure 3.1A; Fig-
ure S3.1A and B). Most previous studies discuss the role of a single kn¢ promoter (promoter
1), though in practice, many of the constructs used in these studies actually contained both
promoters, since promoter 2 is located in a kni intron [13, 35, 117, 124]. While more tran-
scripts initiate from promoter 1 throughout most of development (Figure 3.1B), based on
two different measures of transcript abundance, both promoters appear to be active during
nuclear cycle 14, 2 - 3 hours after fertilization (Figure 3.1B and 3.1C) [6, 102]. These
two promoters are distinguished by their motif content and by their “shape” (Figure 3.1E).
Promoter 1 is composed of multiple Initiator (Inr) motifs, each of which can specify a tran-
scription start site. These Inr motifs enable promoter 1 to drive transcription initiation in
a 124 bp window, characteristic of a “broad” or “dispersed” promoter typically associated
with housekeeping genes [70, 145]. There is a single DPE element in promoter 1; however, its
significance is somewhat unclear, as it is only the canonical distance from a single, somewhat
weak, Inr motif within the initiation window. Promoter 2 is composed of Inr, TATA Box and
DPE motifs. This motif structure leads promoter 2 to initiate transcription in a 3bp region,
which is characteristic of the “sharp” or “focused” promoter shape typically associated with

developmental genes (Figure S3.1C).

To select key early embryonic kni enhancers, we took into account the expression pat-
terns driven by the enhancers and their overlap in the locus. We split the enhancers into
three groups based on their expression patterns and selected one representative enhancer
per group—enhancers driving a diffuse posterior stripe (kni_proximal minimal), enhancers
driving a sharp posterior stripe (kni KD, the “classic” kni posterior stripe enhancer), and

enhancers driving the anterior band (kni_-5) (Figure 3.1A). Among the enhancers driving
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a sharp posterior stripe, we decided to examine another enhancer, V133935, in addition to
kni_ KD [117]. VT33935 was identified in a high-throughput screen for enhancer activity
[81] and has only minimal overlap with the kni_ KD enhancer but drives the same posterior

stripe of expression. This suggests it may be an important contributor to kni regulation.

To determine the TF inputs to these enhancers, we scanned each enhancer using the motifs
of TFs regulating early axis specification and calculated an overall binding capacity for
each enhancer-TF pair (Figure 3.2A and S3.2). We found that kni_ KD and VT33935
seem to be regulated by similar TFs, which suggests that together they comprise one larger
enhancer. Here, we studied them separately, as historically kni_ KD has been considered the
canonical enhancer driving posterior stripe expression [117]. Since kni_ KD, VT33935, and
kni proximal minimal drive overlapping expression patterns, they can be considered a set
of shadow enhancers. Despite their similar expression output, kni_proximal minimal has
different TF inputs than the other two, including different repressors and autoregulation by
Kni itself [125]. kni -5 is the only enhancer that controls expression of a ventral, anterior
band. Accordingly, this is the only enhancer of the four that has dorsal-ventral TF inputs
(Dorsal and Twist) (Figure 3.2A) [139]. In sum, analyses of the total binding capacity of

these enhancers demonstrate that they are bound by different TFs (Figure 3.2A).

By using this set of endogenously interacting enhancers and promoters with varied motif
content, we can elucidate the functional value of having multiple promoters. In particular,
we can determine whether multiple promoters exist because different enhancers work with
different promoters, or whether having multiple promoters provides necessary redundancy

in the system, or some combination of the two.
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3.3.2 Some enhancers tolerate promoters of different shapes and

composition

To characterize the inherent ability of promoters and enhancers to drive expression, without
complicating factors like enhancer competition, promoter competition, or variable enhancer-
promoter distances, we created a series of eight transgenic enhancer-promoter reporter lines.
Each reporter contains one enhancer and one promoter directly adjacent to each other,
followed by MS2 stem loops inserted in the 5° UTR of the yellow gene (Figure 3.1D, see
Methods for details). These tagged transcripts are bound by MCP-GFP fusion proteins,
yielding fluorescent puncta at the site of nascent transcription. The fluorescence intensity of

each spot is proportional to the number of transcripts in production at a given moment [45].

When considering the expression output driven by these enhancer-promoter combinations,
several outcomes are possible. One possible outcome is that one promoter is simply stronger
than the other — consistently driving higher expression, regardless of which enhancer it is
paired with. Another possibility is that each enhancer drives higher expression with one
promoter than with the other, but this preferred promoter differs between enhancers. This
would suggest that promoter motifs and shape affect their ability to successfully interact
with enhancers with different bound TFs to drive expression. Lastly, it is possible that some
enhancers drive similar expression with either promoter, this suggests that the particular
set (and orientation) of the TFs recruited to those enhancers allow them to transcend the

differences in promoter architecture.

When comparing the mean expression levels, we found that some enhancers (kni -5 and
kni_proximal minimal) have relatively mild preferences for one promoter over the other
(Figure 3.2B; two-sided t-test comparing kni_-5-promoterl vs. kni_-5-promoter2, p = 0.12
and kni_proximal minimal-promoterl vs. kni proximal minimal-promoter2 p = 9.8 x

1075). Despite the significant differences between these enhancer-promoter constructs, the
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effect size is relatively small, with the largest difference in mean expression being 1.2-fold.
This suggests that the TFs recruited to these enhancers can interact with very different
promoters more or less equally well. On the other hand, kni_ KD and VT33935 respectively
drive 2.9-fold and 3.2-fold higher expression with promoter 2 than promoter 1 at 62.5%
embryo length (Figure 3.2C; one-sided t-test p < 2.2 x 107! for both). This suggests
that the TFs recruited to kni KD and VT33935, which are similar, (Figure 3.2A) limit
their ability to successfully drive expression with promoter 1, which is a dispersed promoter.
Taken together, this implies a simple model of promoter strength is not sufficient to account
for these results. Instead, it is the combination of the proteins recruited to both enhancers
and promoters that set expression levels, with some enhancers interacting equally well with

both promoters and others having a preference.

These differences in enhancer preference or lack thereof may be mediated by the particular
TFs recruited to them and the motifs present in the promoters. Previous researchers have
found that the developmental TFs, Caudal (Cad) and Dorsal (D), tend to regulate genes
with DPE motifs and drive lower expression when DPE has been eliminated [70, 180]. In
addition, computational analysis of TF-promoter motif co-occurrence patterns indicates that
Bed shows a similar enrichment for DPE-containing promoters and a depletion for Inr- and
TATA box-containing promoters when DPE is absent (Figure S3.2). A study also indicated
that Bed can work in conjunction with Zelda to activate a TATA Box-containing promoter,
but this combination does not appear to be widely generalizable [99]. In accordance with
that, we find that all four kni enhancers, which bind Cad and Bed, drive relatively high
expression with the DPE-containing promoter 2. Interestingly, in the case of kni -5 and
kni_ pm, we find that they can also drive similarly high expression with the series of weak Inr
sites that composes promoter 1. This indicates that while some factors mediating enhancer-
promoter preference have been identified, there are additional factors we have yet to discover

that are playing a role.
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We also calculated the expression noise associated with each construct and plotted it against
the expression output of each. Previous studies have suggested that TATA-containing pro-
moters generally drive more noisy expression [129, 130]. Among our constructs, expression
noise is generally inversely correlated with mean expression (Figure 3.2C and 3.2D), and
the TATA-containing promoter 2 does not have uniformly higher noise than the TATA-less
promoter 1. However, some constructs, notably those containing kni -5, have higher noise
than others with similar output levels, suggesting that, in this case, promoters alone do not

determine expression noise.

3.3.3 Simple model of transcription and molecular basis of burst

properties

To unravel the molecular events that result in these expression differences, we consider our
results in the context of the two-state model of transcription [123, 159]. Here, the promoter
is either (1) in the inactive state (“OFF”), in which RNA polymerase cannot initiate tran-
scription or (2) in the active state (“ON”), in which it can (Figure 3.3A). The promoter
transitions between these two states with rates k., and k.g, with the transitions involving
both the interaction of the enhancer and promoter and the assembly of the necessary tran-
scriptional machinery. This interaction may be through direct enhancer-promoter looping or
through the formation of a transcriptional hub, a nuclear region with a high concentration of
TFs, co-factors, and RNA polymerase [98]. For simplicity, we will use looping as a shorthand
to include both scenarios. In its active state, the promoter produces mRNA at rate r, and
given our ability to observe only nascent transcripts, the mRNA decay rate p denotes the

diffusion of mRNA away from the gene locus.

We track these molecular events by analyzing the transcription dynamics driven by each

reporter and quantifying several properties. Total expression is simply the integrated signal
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driven by each reporter. The burst duration is the period of active transcription, and is
dependent on kg, the rate of dissociation of enhancer and promoter looping (Figure 3.3B).
The burst size, or number of transcripts produced per burst, depends on the burst duration
and the RNA Pol II initiation rate. (Short, aborted transcripts and paused Polll are not
visible in MS2 measurements). The burst frequency, or the inverse of the time between two
bursts, depends on both k., and k.g. Previous work in the early embryo has shown burst
duration (and thus k.g) to be reasonably consistent regardless of enhancer and promoter
(166, 177]. Within this regime, burst frequency is mainly dependent on k,,. We used
this model to characterize how the transcription output produced is affected by different

combinations of the kni enhancers and promoters.

3.3.4 Using GLMs to parse the role of enhancers, promoters, and

their interactions

To parse the role of enhancers, promoters, and their interactions more clearly in determining
expression levels in these reporters, we built separate generalized linear models (GLMs) to
describe each transcriptional property. We visually represented the model using a bar graph
(Figure 3.4A) in which the contributions of enhancer, promoter, and their interactions
are represented in bars of green, purple, and brown, respectively (Figure 3.4B). Since the
relative differences in expression driven by different enhancer-promoter pairs are generally
consistent across the AP axis, we used the expression levels at the location of maximum
expression along the AP axis (22% and 63% for the anterior band and posterior stripe,

respectively, Figure 3.2C).

If the molecular compatibility of the proteins recruited to the enhancer and promoter are
important in determining a particular property, then we should find the interaction terms

(in brown) to be sizeable in comparison with those of the enhancers (in green) and promoter
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(in purple). If not, the interaction terms will be relatively small. To develop an intuition
for this formalism, we first built a GLM to describe total expression output. Using the
GLM, we can see that enhancer, promoter, and interactions terms each play an important
role in determining the expression output (Figure 3.4C), consistent with our qualitative

interpretation above.

To determine which molecular events are modulated by molecular compatibility, we then
applied this same GLM structure to each burst property. For example, molecular compati-
bility could increase the probability of enhancer-promoter loop formation, hence increasing
the burst frequency. Alternatively, molecular compatibility could increase the rate at which

RNA Polll initiates transcription, increasing burst size.

3.3.5 Burst frequency and initiation rate are the primary deter-

minants of expression levels

We found that the differences in total expression output are primarily mediated through
differences in burst size (Figure 3.4E) and burst frequency (Figure 3.4D). Burst duration
is very consistent across all constructs (Figure 3.4F). While the enhancer, promoter, and
interaction terms all have a significant impact on duration (multivariate ANOVA; enhancer:
p = 4.4 x 10719 promoter: p = 4.1 x 1075; interaction: p = 4.6 x 107°), the effect size is
small, with the largest difference being only 1.3-fold. Since burst size can be modulated by
initiation rate and burst duration, and burst duration is relatively constant, this suggests
that initiation rate and burst frequency are the primary dials used to tune transcription in

these synthetic constructs.

Burst size is strongly dependent on both the enhancer and interaction terms; the interaction
terms are a proxy for molecular compatibility. Of the variability in burst size explained by

this model, enhancers and interaction terms account for 67.6% and 23.7% of the variance, re-
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spectively (Figure 3.4E). The differences in burst size were mainly achieved by tuning Polll
initiation rate (Figure 3.4G). Conversely, burst frequency is dependent on promoter and
enhancer identity, with negligible interaction terms (Figure 3.4D). Since burst frequency
mainly depends on association rate (ko,), this suggests that both enhancers and promot-
ers play a large role in determining the likelihood of promoter activation, with molecular

compatibility only minimally affecting this likelihood.

It is somewhat surprising that molecular compatibility plays only a small role in determining
kon, since one might expect the interactions between the proteins recruited to promoters and
enhancers would determine the likelihood of promoter-enhancer looping. This may be the
result of the design of these constructs, with promoters and enhancer immediately adjacent
to each other, and this may differ in a more natural context (see below). However, we do
observe that molecular compatibility is important in determining the Polll initiation rate.
This suggests that the TFs and cofactors recruited to each reporter may act synergistically
to both recruit RNA Polll to the promoter and promote its successful initiation. In sum,
these results indicate that not only do enhancer, promoter, and their molecular compatibility
affect expression output, but they do so by tuning different burst properties in this synthetic

setting.

3.3.6 Despite promoter 2’s compatibility with kni_ -5, promoter

1 primarily drives anterior expression in the locus context

The constructs measured thus far only contain a single enhancer and promoter, and therefore
measure the inherent ability of a promoter and enhancer to drive expression. However, in
the native locus, other complications like differing enhancer-promoter distances, enhancer
competition, or promoter competition may impact expression output. To measure the effect

of these complicating factors, we cloned the entire kni locus into a reporter construct and
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measured the expression patterns and dynamics of the wildtype locus reporter (wt) and
reporters with either promoter 1 or 2 knocked out (Apl and Ap2) (Figure 3.5A). Due to
the large number of Inr motifs, we made the Apl construct by replacing promoter 1 with
a piece of lambda phage DNA. To make the Ap2 construct, we inactivated the TATA, Inr,

and DPE motifs by making several mutations (see Methods for additional details).

In the anterior, the kni_ -5 enhancer is solely responsible for driving expression. Therefore, by
comparing the expression output from the wildtype locus reporter and the kni_-5-promoter
reporters in the anterior, we can measure the effect of the locus context, i.e. multiple
promoters, differing promoter-enhancer distance, or other DNA sequence features. If the
kni_-5-promoter reporters capture their ability to drive expression in the locus context, we
would expect the locus reporter to drive expression equal to the sum of the kni -5-p1 and
kni_-5-p2 reporters. In contrast to this expectation, in the anterior band, the locus reporter
drives a much lower level of expression than the sum of the two kni -5 reporters (Figure
3.5B, dark purple vs black bar). In fact, the level is similar to the expression output of
kni_ -5 paired with either individual promoter, suggesting that kni_-5’s expression output

is altered by the locus context.

The observed sub-additive behavior may arise in several ways. It may be that promoter
competition similarly reduces the expression output of both pl and p2 in the anterior. In
this case, knocking out either promoter would produce wildtype levels of expression, as
competition would be eliminated. Alternatively, the ability to drive expression in the locus
context could be uneven between the promoters. If this is the case, we would expect the

promoter knockouts to have different effects on expression.

Consistent with the second scenario, we find that when promoter 2 is eliminated in the kni
locus construct, the expression in the anterior remains essentially the same (two-sided t¢-test
comparing mean expression levels of wt vs. Ap2, p = 0.62), while a promoter 1 knockout has

a significant impact on expression levels (one-sided t-test comparing mean expression levels
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of wt vs. Apl, p < 2.2 x 107'%; Figure 3.5B). Thus, promoter 1 is sufficient to produce
wildtype expression levels and patterns in the locus. The noise and the burst properties
of the WT £kni locus construct and the promoter 2 knockout are also nearly identical to
the wildtype locus, further supporting the claim of promoter 1 sufficiency in the anterior
(Figure 3.5C — G). Notably, even in a locus that contains promoters with and without a
canonically placed DPE element (promoter 2 vs promoter 1), a Cad- and DI-binding enhancer

like kni_ -5, can still primarily rely on the DPE-less promoter 1 to drive transcription.

When promoter 1 is eliminated from the locus, expression is cut to about one third of that of
the wildtype locus construct, which is also lower than the expression output of the kni_ -5-p2
construct. Thus, unlike promoter 1, promoter 2 loses its ability to drive wildtype levels of
expression in the context of the locus. As promoter 2 is ~650bp upstream of promoter 1, this
extra distance between kni_ -5 and promoter 2 may be sufficient to reduce promoter 2’s ability
to drive expression. Alternatively, other features of the kni locus, such as the binding of other
proteins or topological constraints, may interfere with the ability of the kni -5 enhancer to
effectively interact with promoter 2. The drop in expression is mediated by a tuning down of
all burst properties (Figure 3.5D — G). In sum, the kni_-5 enhancer preferentially drives
expression via promoter 1 in the locus, even though enhancer-promoter constructs indicate
that it is equally capable of driving expression with promoter 2. When promoter 1 is absent
from the locus, promoter 2 is able to drive a smaller amount of expression, suggesting that

it can serve as a backup, albeit an imperfect one.

3.3.7 In the posterior, both promoters are required for wildtype

expression levels

The posterior stripe is controlled by three enhancers, with kni_ proximal minimal producing

similar levels of transcription with either promoter, and the other two enhancers strongly
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preferring promoter 2 and driving lower expression overall (Figure 3.2B). Therefore, when
considering the posterior stripe, the expression output of the locus reporter may differ from
the individual enhancer-reporter constructs due to promoter competition, enhancer compe-
tition, different promoter-enhancer distances, or other DNA features. By comparing the sum
of the six relevant enhancer-promoter reporters to the output of the locus reporter, we can
see that the locus construct drives considerably lower expression levels than the additive
prediction (Figure 3.5B, dark purple vs black bar). In fact, the locus reporter output levels
are similar to the sum of the enhancer-promoter 2 reporters, suggesting that promoter 2
could be solely responsible for expression in the posterior, despite kni_ proximal minimal’s
ability to effectively drive expression with promoter 1. If promoter 2 is sufficient for posterior
stripe expression, we would predict that the promoter 1 knockout would have a relatively

small effect, while a promoter 2 knockout would greatly decrease expression in the posterior.

In contrast to this expectation, both promoter 1 and promoter 2 knockouts have a sizable
effect on expression output, indicating that both are required for wildtype expression levels in
the posterior (Figure 3.5B, light gray and gray bars). Specifically, knocking out promoter
2 severely reduces expression in the posterior stripe, producing about half the expression
of the summed outputs of the enhancer-promoterl constructs (Figure 3.5B, light gray vs
light purple bars). Knocking out promoter 1 also reduces expression in the posterior stripe
but not as severely as knocking out promoter 2 (Figure 3.5B, gray vs light gray bars). The
promoter 1 knockout generates about half the expression of the summed expression output of
the enhancer-promoter2 constructs (Figure 3.5B, gray vs purple bars). In both cases, the
results indicate that the differences in locus context cause the enhancers to act sub-additively,
even when only one promoter is present. The promoter knockouts also allow us to examine
how they tune expression output. Knocking out either promoter impacts burst size (and
thus initiation rate) and burst frequency, though knocking out promoter 2 has a more severe
impact (Figure 3.5D, 3.5E and 3.5G). These results show that, in the posterior, both

promoters are required to produce WT expression levels when considered in the endogenous
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locus setting (Figure 3.5B, light and dark gray vs black bars). This is despite the fact that
enhancer-promoter reporters indicate that, in the absence of competition, promoter 2 alone

would suffice (Figure 3.5B, purple vs black bars).

3.3.8 Polll initiation rate is a key burst property that is tuned by

promoter motif

Studying these enhancers and promoters in the locus context demonstrated that distance
and competition affect a promoter’s ability to drive expression, but now we narrow our focus
to promoter 2’s remarkable compatibility with enhancers that bind very different sets of
TFs. To dissect how its promoter motifs enable promoter 2 to be so broadly compatible,
we again made enhancer-promoter reporter lines in which one enhancer and one promoter
are directly adjacent to each other, but this time the promoter is a mutated promoter 2 in
which the TATA Box and DPE motifs have been eliminated (Figure 3.6A, see Methods for
details). This allows us to determine whether a single, strong Inr site (mutated promoter
2) can perform similarly to a series of weak Inr sites (promoter 1) and to clarify the role of

TATA Box and DPE motifs in tuning burst properties.

Promoter 2 is characterized by two TATA Boxes, an Inr motif, and a DPE motif. Previously,
much research has focused on comparing TATA-dependent with DPE-dependent promoters;
however, many promoters contain both. Here, we consider how the presence of both may
impact transcription. We know that each of these motifs recruits subunits of TFIID, with
TATA Box recruiting TBP or TRF1 [54, 62, 73], Inr recruiting TAF1 and 2 [20, 170], and
DPE recruiting TAF6 and 9 [143], as well as other co-factors like CK2 and Mot1 [65, 92].
Strict spacing between TATA-Inr and Inr-DPE both facilitate assembly of all these factors
and others into a pre-initiation complex [15, 37]. It is likely that a promoter with all three

motifs will behave similarly, with the addition of each motif further tuning the composition,
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configuration, or flexibility of the transcriptional complex. Given this, elimination of the
TATA Box and DPE motifs may weaken the promoter severely through loss of cooperative
interactions, especially for kni KD and VT33935, which are significantly more compatible
with promoter 2 than promoter 1. Alternatively, the single strong Inr site may be suffi-
cient to recruit the necessary transcription machinery, especially in the case of kni -5 and
kni proximal minimal, which work well with the series of weak Inr sites that composes

promoter 1.

When compared to promoter 1, we see that promoter 1-compatible enhancers (kni -5 and
kni_ proximal minimal) drive lower expression with a single Inr than with a series of weak
Inr sites (Figure 3.6B, light purple bars). In contrast, enhancers less compatible with
promoter 1 (kni KD and VT33935) drive higher expression with a single Inr site than
promoter 1 even without the TATA Box and DPE sites (Figure 3.6B, light purple bars),
suggesting that the strong Inr is the key to better expression output with these enhancers.
For all enhancers, the resulting expression change appears to be mediated mainly through a

decrease in burst size due to a reduction in initiation rates (Figure 3.6D — F).

Given that all four enhancers are compatible with promoter 2, and promoter 2 appears to
achieve higher expression by tuning Polll initiation rates, we posit that TATA Box and DPE
are what help promoter 2 drive high initiation rates. When comparing p2ATATAADPE with
promoter 2, we see that all enhancers produce lower expression (Figure 3.6B, dark purple
bars), and this is mediated mainly through tuning burst size (Figure 3.6D) and, for some
enhancers, also burst frequency (Figure 3.6C). Notably, burst size (and thus polymerase
initiation rate), which were most dependent on molecular compatibility, are affected the
most by the elimination of the TATA Box and DPE motifs (Figure 3.6D and 3.6E),
indicating that molecular compatibility plays an important role mediating high expression
output. Interestingly, even in the absence of the TATA Box and DPE motifs, the one

strong Inr site is sufficient to produce higher expression with the enhancers less compatible
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with promoter 1 (kni_ KD and VT33935), and this increased expression is also mediated by
higher polymerase initiation rates (Figure 3.6B and 3.6F, light purple bars). In conclusion,
enhancers seem to fall into classes, which behave in similar ways with particular promoters,
and the molecular compatibility that appears to tune Polll initiation rates seems to be

mediated by the promoter motifs present in an enhancer-specific manner.

3.4 Discussion

We dissected the kni gene locus as a case study of the role of multiple promoters in control-
ling a single gene’s transcription dynamics. Synthetic enhancer-promoter reporters allowed
us to measure the ability of kni enhancer-promoter pairs to drive expression in the ab-
sence of complicating factors like promoter or enhancer competition. Using these reporters,
we found that some promoters are broadly compatible with many enhancers, whereas oth-
ers only drive high levels of expression with some enhancers. A detailed analysis of the
transcription dynamics of these reporters indicates that the molecular compatibility of the
proteins recruited to the enhancer and promoter tune expression levels by altering the initi-
ation rate of transcriptional bursts. In the context of the whole locus, we found that some
enhancer-promoter pairs drive lower expression than their corresponding synthetic reporters,
due to the effects of promoter and enhancer competition, distance, or other factors. In fact,
while the synthetic reporters indicate that both promoters can drive similarly high levels
of expression in the anterior, in the locus, promoter 1 drives most of the expression, with
promoter 2 supporting some low levels of expression in the absence of promoter 1. In the
posterior, both promoters appear to be necessary to achieve wildtype levels of expression
with enhancer competition leading to sub-additive expression. By mutating promoter motifs
in the synthetic enhancer-reporter constructs, we found that the effects of promoter motif

mutations fall into two different classes, depending on the enhancer that is paired with the
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promoter. This suggests that there may be several discrete ways that a promoter can be
activated by an enhancer, depending on the proteins recruited to each. Returning to our
original hypotheses to explain the presence of two promoters in a single locus, we find that
both differing enhancer-promoter preferences and a need for expression robustness in the

face of promoter mutation may play a role.

Our work has highlighted the importance of both of kni’s promoters. Previous studies have
almost exclusively focused on kni’s promoter 1 [117, 124], which unexpectedly looks like a
typical housekeeping gene promoter, with a dispersed shape and series of weak Inr sites [162].
It is kni’s promoter 2, with its focused site of initiation and composition of TATA Box, Inr,

and DPE motifs, that looks like a canonical developmental promoter [162].

Interestingly, despite only discussing promoter 1, in practice, studies interrogating the be-
havior of multiple kni enhancers often included both promoters, as promoter 2 is found in a
kni intron [13, 35]. Our analysis clearly demonstrates both promoters’ vital role in normal

kni expression.

With these observations in mind, we wanted to determine the prevalence of a two promoter
structure, with one broad and one sharp. To do so, we used the RAMPAGE data set,
which includes a genome-wide survey of promoter usage during the 24 hours of Drosophila
embryonic development [6] and cross-referenced these promoters with those in the Eukaryotic
Promoter Database, which is a collection of experimentally validated promoters [33]. We
found that 13% of embryonically expressed genes have at least two promoters. When we
considered the two most commonly-used promoters, there is a clear trend of a broader
primary (most used) promoter (median = 91bp) and a sharper secondary promoter (median
= 42bp) (Figure S3.1C). This trend is still present if the genes are split into developmental
and housekeeping genes, with developmental promoters (median = 43bp) generally more
focused than housekeeping promoters (median = 90bp), as expected (Figure S3.1D and

E). Among the primary promoters of developmental genes, 58% consist of a series of weak Inr
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sites, much like kni promoter 1. This suggests that this promoter shape and motif content
in developmental promoters may be more common than previously expected and should be

explored.

There is growing evidence that promoter motifs play a role in modulating different aspects of
transcription dynamics. However, the role of each motif can vary from one locus to the next.
In the “TATA-only” Drosophila snail promoter, the TATA Box affects burst size by tuning
burst duration [127]. In the mouse PD1 proximal promoter, which consists of a CAAT Box,
TATA Box, Spl, and Inr motif, the TATA box may tune burst size and frequency [56]. A
study of a synthetic Drosophila core promoter and the ftz promoter found that the TATA
box tunes burst size by modulating burst amplitude and that Inr, MTE, and DPE tune burst
frequency [177]. TATA Box also appears to be associated with increased expression noise,
as TATA-containing promoters tend to drive larger, but less frequent transcriptional bursts
[129]. In contrast to TATA Box, Inr appears to be associated with promoter pausing, e.g.
by adding a paused promoter state in the Inr-containing Drosophila Kr and Ilp4 promoters
[127]. In fact, a Pol IT ChIP-seq study indicates that paused developmental genes appear to
be enriched for GAGA, Inr, DPE, and PB motifs [129].

Similarly, the TFs bound at enhancers can affect transcription dynamics in diverse ways.
Exploration of the role of TFs in modulating burst properties has indicated that BMP and
Notch can tune burst frequency and duration, respectively [38, 63, 88]. Work that considers
both the promoters and enhancer simultaneously have come to differing conclusions. Work in
human Jurkat cells, wherein 8000 genomic loci were integrated with one of three promoters,
showed that burst frequency is modulated at weakly expressed loci and burst size modulated
at strongly expressed loci [28]. Work in Drosophila embryos and in mouse fibroblasts and
stem cells suggest that stronger enhancers produce more bursts, and promoters tune burst
size [44, 87]. On the whole, this work indicates that promoter motifs and the TFs binding

enhancers can act to tune burst properties in a myriad of ways. Given the wide range
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of possibilities, it is likely that setting, i.e. the combination of promoter motifs and the
interacting enhancers, is particularly important in determining the resulting transcription

dynamics.

Our work supports this notion. Notably, eliminating the TATA Box and DPE from promoter
2 seems to reinforce the idea that we have two classes of enhancers that behave in distinct
ways with these promoters due to the different TFs bound at these enhancers. We find that
polymerase initiation rate is a key property tuned by the molecular compatibility of the
proteins recruited to the enhancer and promoter. Our observation is in contrast to previous
studies in which PollI initiation rate seems constant despite swapping two promoters with
different motif content or altering BMP levels or the strength of TF’s activation domains
(63, 141] and is tightly constrained for gap genes [183]. We suggest that the differences we
see in our work, where initiation rate depends on molecular compatibility, versus other work,
where initiation rate is controlled by other factors, again reinforces the idea that the role of

any particular promoter motif or TF binding site can be highly context dependent.

Together, ours and previous work demonstrate that deriving a general set of rules to predict
transcription dynamics from sequence is a challenge because the space of promoter motif
content and enhancer TF binding site arrangements is large. The proteins recruited to
both promoters and enhancer can combine to make transcriptional complexes with different
constituent proteins, post-translational modifications, and conformations, that may even
vary as a function of time. Due to the vast possibility space and context-dependent rules,
most work has only scratched the surface of how promoter motifs or enhancers can modulate

burst properties, suggesting a field rich for future investigation.
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3.8 Materials and Methods

3.8.1 Datasets used in this study

The experimentally validated promoters and their experimentally determined transcription
start sites (T'SSs) were obtained from the Eukaryotic Promoter Database (EPD) New [33].
They were cross-referenced with the RNA Annotation and Mapping of Promoters for Analysis
of Gene Expression (RAMPAGE) data obtained from five species of Drosophila [6] to form

a high-confidence set of promoters for which promoter usage during development could be
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evaluated. Single embryo RNA-seq obtained by Lott, et al. was indexed (with a k of 17
for an average mapping rate of 96%) and quantified using Salmon v0.12.01. The resulting
transcript-specific data was used to further resolve kni promoter usage during nuclear cycle
14 [102, 122]. Housekeeping genes were defined as in Corrales, et al. where genes were
defined as housekeeping if their expression exceeded the 40th percentile of expression in each
of 30 time points and conditions using RNA-seq data collected by modEncode [23] and a list

of these can be found in the Supplementary Materials (File S1).

To study TF-promoter motif co-occurrence, we collected a total of ~1000 enhancer-gene
pairs expressed during development in Drosophila. The majority were identified by tradi-
tional enhancer trapping (REDfly & CRM Activity Database 2, or CAD2) and consist of
non-redundant experimentally characterized enhancers [12, 51]. About 15% were identified
through functional characterization of 7000 enhancer candidates using high throughput in
situ hybridization (Vienna Tile, or VT); these VT enhancers have been limited to those
expressed during stages 4 — 6. The remaining 1% of enhancer-gene pairs have been identified
through 4C-seq [49] and are active 3 — 4 hours after egg laying (stages 6 — 7). A list of these
enhancer-promoter pairs and their coordinates can be found in the Supplementary Materials

(File S2).

3.8.2 Motif prediction in promoters and enhancers

For enhancers, TF binding site prediction was performed using Patser [57] with position
weight matrices (PWMs) from the FlyFactor Survey [182] and a GC content of 0.406. Each
element in the PWM was adjusted with a pseudocount relative to the intergenic frequency
of the corresponding base totaling 0.01. For TFs that had multiple PWMSs available, PWMs
built from the largest number of aligned sequences were chosen; that of Stat92E was taken

from an older version of the FlyFactor Survey. For promoters, the transcription start clusters
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(TSCs) [6] and the adjoining +40bp were scanned for Inr, TATA Box, DPE, MTE, and TCT
motifs using ElemeNT and the PWMs from [145].

3.8.3 Evaluation of total binding capacity of enhancers

Total binding capacity is a measure of the cumulative ability of an enhancer to bind a TF,
and thus it takes into account the binding affinity of every w-mer in the enhancer for a
TF binding site of length w [172]. To calculate the total binding capacity, we start by
computationally scoring each possible site in the enhancer for the motifs of TFs regulating
early axis specification. Taking the exponential of the score, normalizing this exponential by
the enhancer length [, and summing these values gives us an overall binding capacity for each
enhancer and TF combination, which is roughly equal to the sum of the probabilities that a

TF is bound to each potential site in the enhancer. Hence, we use the following formula

B w o Py
et S Inngy

l

c(s,z) =

i=1
to calculate the total binding capacity ¢ of a given sequence s for a given TF z [172]. Here,
[ is the length of the sequence being considered, w is the width of the PWM of the TF, b(7)
is the base at position i of the sequence, p;(b) is the frequency of seeing base b at position

j of the PWM, and ¢(b) is the background frequency of base b. Note that Z;”Zl ln%

is equivalent to the score given to the w-mer at position ¢ in the sequence calculated using

Patser, as described above [57].

3.8.4 Selection of enhancers to study

knirps enhancers expressed in the blastoderm were identified using REDfly [51], and the

shortest, non-overlapping subset of enhancers was obtained using SelectSmallestFeature.py
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available at the Halfon Lab GitHub https://github.com/HalfonLab/UtilityPrograms.
The enhancers in this subset were categorized by the expression patterns they drove, and a

representative enhancer was picked from each of these categories.

3.8.5 Generation of transgenic reporter fly lines

As described in Fukaya, et al., the four kni enhancers were each cloned into the pBphi vector,
directly upstream of kni promoter 1, 2 or 2ATATAADPE; 24 MS2 repeats; and a yellow
reporter gene [44]. Similarly, the kni locus and its promoter knockouts (Apl and Ap2)
were each cloned into the pBphi vector, directly upstream of 24 MS2 repeats and a yellow
reporter gene by Applied Biological Materials (Richmond, BC, Canada). We defined kni_ -
5 as chr3L:20699503-20700905(-), kni proximal minimal as chr3L:20694587-20695245(-),
kni_ KD as chr3L:20696543-20697412(-), VT33935 as chr3L:20697271-20699384(-), promoter
1 as chr3L:20695324-20695479(-), promoter 2 as chr3L:20694506-20694631(-), and the kni
locus as chr3L:20693955-20701078(), using the Drosophila melanogaster dm6 release coordi-
nates. Promoter motif knockouts (for p2ATATAADPE and locus Ap2) involved making the
minimal number of mutations that would both inactivate the motif and introduce the fewest
new motifs or TF binding sites (TATA: TATATATATC > TAGATGTATC, Inr: TCAGTT >
TCGGTT, and DPE: AGATCA > ATACCA). The locus Apl construct involved replacing
promoter 1 with a region of the lambda genome predicted to have the minimal number of
relevant TF binding sites. The precise sequences for each reporter construct are given in a

series of GenBank files included in the Supplementary Materials (File S3 — 18).

Using phiC31-mediated integration, each reporter construct was integrated into the same site
on chr2L by injection into yw; PBac{y[+]-attP-3B}VK00002 (BDRC stock # 9723) embryos
by BestGene Inc (Chino Hills, CA). To visualize MS2 expression, female flies expressing
RFP-tagged histones and GFP-tagged MCP (yw; His-RFP/Cyo; MCP-GFP/TM3.Sb) were
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crossed with males containing one of the MS2 reporter constructs.

3.8.6 Sample preparation and image acquisition

Asin Garcia et al., live embryos were collected prior to nuclear cycle 14 (nc14), dechorionated,
mounted with glue on a permeable membrane, immersed in Halocarbon 27 oil, and put under
a glass coverslip [45]. Individual embryos were then imaged on a Nikon A1R point scanning
confocal microscope using a 60X /1.4 N.A. oil immersion objective and laser settings of 40uW
for 488nm and 35muW for 561nm. To track transcription, 21 slice Z-stacks, at 0.5 um steps,
were taken throughout ncl4 at roughly 30sec intervals. To identify the Z-stack’s position in
the embryo, the whole embryo was imaged at the end of ncl4 at 20X using the same laser
power settings. To quantify expression along the AP axis, each transcriptional spot’s location
was placed in 2.5% anterior-posterior (AP) bins across the length of the embryo, with the
first bin at the anterior of the embryo. Embryos were imaged at ambient temperature, which

was on average 26.5°C.

3.8.7 Burst calling and calculation of transcription parameters

Tracking of nuclei and transcriptional puncta was done using a version of the image analysis
MATLAB pipeline downloaded from the Garcia lab GitHub repository on January 8, 2020
and described in Garcia et al [45]. For every spot of transcription imaged, background
fluorescence at each time point is estimated as the offset of fitting the 2D maximum projection
of the Z-stack image centered around the transcriptional spot to a gaussian curve, using
MATLAB Isqnonlin. This background estimate is subtracted from the raw spot fluorescence
intensity. The resulting fluorescence traces across ncl4 are then smoothed by the LOWESS
method with a span of 10%. These smoothed traces are then used to quantify transcriptional

properties and noise. Traces consisting of fewer than three timeframes are not included in
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the calculations.

To quantify the transcription properties of interest, we used the smoothed traces to deter-
mine at which time points the promoter was “on” or “oft” [166]. A promoter was considered
“on” if the slope of its trace, i.e. the change in fluorescence, between one point and the next
was greater than or equal to the instantaneous fluorescence value calculated for one mRNA
molecule (FRNAP, described below). Once called “on”, the promoter is considered active
until the slope of the fluorescence trace becomes less than or equal to the negative instanta-
neous fluorescence value of one mRNA molecule, at which point it is considered inactive until
the next time point it is called “on”. The instantaneous fluorescence of a single mRNA was
chosen as the threshold because we reasoned that an increase in fluorescence greater than or
equal to that of a single transcript is indicative of an actively producing promoter, just as a
decrease in fluorescence greater than that associated with a single transcript indicates that
transcripts are primarily dissociating from, not being newly initiated at, this locus. Visual
inspection of fluorescence traces agreed well with the burst calling produced by this method

(Figure S3.4) [166].

Using these smoothed traces and “on” and “off” time points of promoters, we measured
burst size, burst frequency, burst duration, polymerase initiation rate, and noise. Burst size
is defined as the integrated area under the curve of each transcriptional burst, from one
“on” frame to the next “on” frame, with the value of 0 set to the floor of the background-
subtracted fluorescence trace (Figure S3.4C). Frequency is defined as the number of bursts
in ncl4 divided by time between the first time the promoter is called active and 50 min into
ncl4 or the movie ends, whichever is first (Figure S3.4E). The time of first activity was
used for frequency calculations because the different enhancer constructs showed different
characteristic times to first transcriptional burst during ncl4. Duration is defined as the
amount of time occurring between the frame a promoter is considered “on” and the frame

it is next considered “off” (Figure S3.4F). Polymerase initiation rate is defined as the
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slope at the midpoint between the frame a promoter is considered “on” and the frame
it is next considered “oft” (Figure S3.4G). The temporal coefficient of variation of each

transcriptional spot i, was calculated using the formula:

.\ _ standard deviation(m;(t))
CV(Z) - mean(m;(t))
where m;(t) is the fluorescence of spot i at time ¢. For these, and all other measurements, we
control for the embryo position of the fluorescence trace by first individually analyzing the
trace and then using all the traces in each AP bin (anterior-posterior; the embryo is divided
into 41 bins each containing 2.5% of the embryo’s length) to calculate summary statistics of

the transcriptional dynamics and noise values at that AP position.

All original MATLAB code used for burst calling, noise measurements, and other image pro-
cessing are available at the Wunderlich Lab GitHub [166] with a copy archived at https://
github.com/elifesciences-publications/KrShadowEnhancerCode. Updates to include
calculations of polymerase initiation rate are also available at the Wunderlich Lab GitHub

(https://github.com/WunderlichLab).

3.8.8 Conversion of integrated fluorescence to mRNA molecules

To convert arbitrary fluorescence units into physiologically relevant units, we calibrated our
fluorescence measurements in terms of mRNA molecules. As in Lammers et al., for our
microscope, we determined a calibration factor, , between our MS2 signal integrated over
ncl3, FMS2, and the number of mRNAs generated by a single allele from the same reporter
construct in the same time interval, NFISH, using the hunchback P2 enhancer reporter
construct [45, 85]. Using this conversion factor, we calculated the integrated fluorescence
of a single mRNA (F1) as well as the instantaneous fluorescence of an mRNA molecule

(FRNAP). For our microscope, FRNAP is 379 AU/RNAP, and F1 is 1338 AU/RNAPmin.
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We can use this values to convert both integrated and instantaneous fluorescence into total
mRNAs produced and number of nascent mRNAs present at a single time point, by dividing

by F1 and FRNAP, respectively.

3.8.9 Regression modeling and statistical analysis

To quantify the effect of enhancer, promoter, and interaction terms on burst parameters, we

considered models of the form

g(Y) = enhancer + promoter + (enhancer x promoter)

where Y is the burst property of interest and g is the link function (Figure 3.4A). Model
selection involved considering (1) the type of model, (2) the distribution that best fit the burst
property data and (3) the appropriate predictors to include. We approached model selection
with no specific expectations, opting to use generalized linear models (GLMs) because they
were not much improved upon by adding random effects (GLMMs) and because they fit the

data better than linear models (LMs).

Similarly, the appropriate distribution for each burst property was determined by fitting
various distributions to the data and comparing their goodness-of-fit. As expected, total
RNA produced and burst size (in transcripts per burst) were best described by a negative
binomial distribution, as has been commonly used to describe count data. For the other
burst properties, for which the appropriate distribution was less clear, we found that burst
frequency was best fit by the Weibull distribution and burst duration and initiation rate
were best fit by the gamma distribution. These choices were supported by the lower AIC
values produced when comparing them to models using alternative distributions. They also

seem reasonable given examples of other applications of these distributions. To keep the
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interpretation consistent across models, we chose to use an identity link function for all
models (Figure 3.4B); using the canonical link functions associated with each of these

distributions produced the same trends (Figure S3.5).

The predictors we included were the enhancer and promoter and any interaction terms
between the enhancer and promoter. In each case, dropping the interaction terms produced
higher AIC values, suggesting that the interaction terms are important and should not be

dropped by the model.

3.8.10 Data Availability Statement

Transgenic fly strains and plasmids are available upon request. Supplementary File S3.1
contains the gene names, the dm6 release coordinates, and the FlyBase numbers (FBgns)
that matched to the gene names and coordinates [23]. File S3.2 contains DNA sequences
of the enhancers and promoters used in the computational analysis presented in Figure
S3.2. Files S3.3 — 3.18 contain GenBank files describing the plasmids used to make all the

transgenic fly strains produced for this work.
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3.9 Figures
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Figure 3.1: knirps as a case study. The knirps (kni) locus was chosen to study how the motif
content of endogenous enhancers and promoters affects transcription dynamics. This locus
was selected because it comprises multiple enhancers that bind different TFs and multiple
core promoters that contain different promoter motifs. These enhancers and promoters are
all active during the blastoderm stage. (A) The kni locus comprises multiple enhancers that
together drive expression of a ventral, anterior band and a posterior stripe, as shown in the
in situ at the top left. Enhancers that drive similar expression patterns have been displayed
together in boxes with a representative in situ hybridization [125, 139]. The four enhancers
selected for study are in color and labeled in bold text; the others are in gray. kni also has
two promoters represented in two shades of purple, which drive slightly different transcripts
(differing by only five amino acids). Expression data for the two kni promoters is shown, with
RAMPAGE data [6] in (B) and RNA-seq data [102] in (C); the time period corresponding
to the blastoderm stage is highlighted in gray. Based on these two sets of data, the two
kni promoters are both used during nuclear cycle 14 though which one is more active is less
clear. Note that for the rest of development, promoter 1 is the more active one. (D) A total
of eight MS2 reporter constructs containing pairs of each of the four enhancers matched with
each of the two kni promoters were made. (E) The two kni promoters are shown here in
black, consisting of the RAMPAGE-defined transcription start clusters (T'SCs)between the
brackets and an additional +40bp from the TSCs. The two kni promoters can be
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Figure 3.1 (cont.): distinguished by their motif content (with promoter 1 consisting of
a series of Inr motifs and a DPE motif and promoter 2 consisting of an Inr, two overlap-
ping TATA Boxes and a DPE motif). They also differ in the “sharpness” of their region
of transcription initiation (shown between the brackets), with promoter 1 (125bp) being
significantly broader than promoter 2 (4bp) based on RAMPAGE tag data [6].
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Figure 3.2: The kni enhancers differ in their capacity to bind different transcription fac-
tors and drive transcription with different promoters. The enhancers can be separated
into two classes—those that produce high expression with either promoter (kni_ -5 and
kni_proximal minimal) and those that produce much higher expression with promoter 2
(kni_ KD and VT33935). Note that for simplicity, kni_proximal minimal has been short-
ened to kni_pm in the figures. (A) Here ability of the kni enhancers to bind early axis-
patterning TFs is quantified and represented visually. The logarithm of the predicted TF
binding capacity of each of the kni enhancers is plotted as circles around the enhancer,
with the color indicating the TF and the circle size increasing with higher binding capacity.
The TFs are categorized by their role in regulating anterior-posterior (AP) or dorsal-ventral
(DV) patterning and broadly by their roles as activators (indicated by the green arc) and

repressors (indicated by the pink arc). Note ;lglat kni_ KD and VT33935, which drive the



Figure 3.2 (cont.): same posterior stripe of expression, share very similar TFs and that
kni -5, the only enhancer with a DV component, is the only one bound by DV TFs.
kni proximal minimal drives a similar expression pattern to kni_ KD and VT33935, but
notably has different predicted TF binding capacities. (B) The Drosophila embryo with
the kni expression pattern at nuclear cycle 14 is shown; kni -5 drives the expression of the
anterior, ventral band, while the other three enhancers drive the expression of the posterior
stripe. We made enhancer-promoter reporters containing each of the four enhancers matched
with either promoter 1 or 2. Using measurements from these enhancer-promoter reporters
(shown at the right), the total RNA produced by each construct during nuclear cycle 14 is
plotted against position along the embryo length (AP axis). The error bands around the
lines are 95% confidence intervals. The constructs containing promoter 1 are denoted with a
dashed line and those containing promoter 2 with a solid line. Some, but not all, enhancers
show a strong promoter preference. kni_ KD and VT33935, which are bound by similar TFSs,
drive 2.9-fold and 3.4-fold higher expression with promoter 2 at 62.5% embryo length, respec-
tively (one-sided t-test p < 2.2x107'¢ for both), whereas, kni_ -5 and kni__proximal _minimal
show similar expression regardless of promoter with the largest difference only 1.2-fold at the
anterior-posterior bin of maximum expression (22% and 63%, respectively) (two-sided ¢-test
comparing kni_ -5-promoterl vs. kni_-5-promoter2, p = 0.12 and kni_ proximal minimal-
promoterl vs. kni_ proximal minimal-promoter2 p = 9.8 x 107°). In panels (C — D), the
temporal coefficient of variation (CV) is plotted against the total RNA produced in ncl4 at
the anterior-posterior bin of maximum expression (22% and 63%) for the anterior band and
the posterior stripe, respectively, with the error bars representing 95% confidence intervals.
There is a general trend of mean expression levels being anti-correlated with CV, or noise.
(C) Here, the data points are colored by the construct’s promoter, with promoter 1 in light
purple and promoter 2 in purple. Despite the general trend, there are cases when the same
promoter (promoter 2) shows higher CV and total expression when paired with different
enhancers (kni_ proximal minimal vs kni_ -5). (D) Here, the data points are colored by the
construct’s enhancer. Again, despite the general trend, there are cases when the same en-
hancer (kni_ -5) shows higher CV and total expression when paired with different promoters
(promoter 1 vs 2).
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Figure 3.3: Two-state model of transcription in the context of tracking transcription dy-
namics. (A) Here, we represent the two-state model of transcription, in which the promoter
is either (1) in the inactive state (OFF), in which RNA polymerase cannot bind and initiate
transcription or (2) in the active state (ON), during which it can. The promoter transitions
between these two states with rates ko, and kg, with promoter activation involving both the
interaction of the enhancer and promoter and the assembly of all the necessary transcription
machinery for transcription initiation to occur. This may occur through enhancer looping
or through the formation of a transcriptional hub. In its active state, the promoter produces
mRNA at rate r, and the mRNA decays by diffusing away from the gene locus at rate u. (B)
MS2-tagging RNA allows us to track nascent transcription, and the resulting fluorescence
trace (in light blue) is proportional to the number of nascent RNA produced over time. The
graph is split into sections, representing different molecular states and how they correspond
to fluctuating transcription over time. These states are represented by different colors—red
when the promoter is OFF, green when it is ON, and yellow when transcription continues
but the promoter is no longer ON, as no new polymerases are being loaded. The dynamics
of these fluctuations or bursts can be characterized by quantifying various properties, in-
cluding burst frequency (how often a burst a occurs), burst size (number of RNA produced
per burst), and burst duration (the period of active transcription during which mRNA is
produced at rate r).
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Figure 3.4: Expression levels are mainly determined by burst frequency and ini-
tiation rate. (A) To parse the effects of the enhancer, the promoter, and their interactions
on all burst properties, we built generalized linear models (GLMs). Y represents the burst
property under study, ¢ is the identity link function, and the enhancers, promoters, and their
interaction terms are the explanatory variables. The coefficients of each of these explanatory
variables is representative of that variable’s contribution to the total value of the burst prop-
erty. (B) All burst property data was taken from the anterior-posterior bin of maximum
expression (22% and 63%) for the anterior band and the posterior stripe, respectively. The
coefficients and the 95% confidence intervals for each independent variable relative to that
of a reference construct (kni_-5-pl) are plotted as a bar graph; * p < 0.05, ** p < 0.01,
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Figure 3.4 (cont.): *** p < 0.001. The reference construct is represented in gray, and
the effects of enhancer, promoter, and their interactions are represented in green, purple,
and brown, respectively. Summing the relevant coefficients gives you the average value of
the burst property for a particular construct relative to the reference construct. Thus, as
the reference construct, kni_ -5-pl coefficient will always be 1. The average value of the
burst property for a particular construct, e.g. VT-p2, relative to the reference construct,
would be 0.75, which is the sum of the reference bar = 1, AVT = -0.78, Ap2 = 0.17, and
AVT + Ap2 = 0.36. Note that for simplicity, kni_proximal minimal and VT33935 has
been shortened to kni_pm and VT, respectively, in the following graphs. In panels (C
— G), (left) split violin plots (and their associated box plots) of burst properties for all
eight constructs will be plotted with promoter 1 in light purple and promoter 2 in purple.
The black boxes span the lower to upper quartiles, with the white dot within the box
indicating the median. Whiskers extend to 1.5*IQR (interquartile range) § the upper and
lower quartile, respectively. (right) Bar graphs representing the relative contributions of
enhancer, promoter, and their interactions to each burst property are plotted as described in
(B). The double hash marks on the axes indicate that 90% of the data is being shown. (C)
Expression levels are mainly determined by the enhancer and the interaction terms. Some
enhancers (kni -5 and kni_ proximal minimal) appear to work well with both promoters;
whereas, kni_ KD and VT, which are bound by similar TFs, show much higher expression
with promoter 2. (D) Burst frequency is dominated by the enhancer and promoter terms,
with promoter 2 consistently producing higher burst frequencies regardless of enhancer. (E)
Burst size, which is determined by both initiation rate and burst duration, is dominated by
the enhancer and interaction terms, with interaction terms representing the role of molecular
compatibility. As (F) burst duration is reasonably consistent regardless of enhancer or
promoter, differences in burst size are mainly dependent on differences in (G) Polll initiation
rate.
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Figure 3.5: The synthetic enhancer-promoter constructs are insufficient to cap-

ture the behavior of the knirps promoters within the endogenous locus.

(A)

We cloned the entire kni locus into an MS2 reporter construct and measured the expression
levels and dynamics of the wildtype (wt) locus reporter, and reporters with either promoter
1 or 2 knocked out (Apl and Ap2). To make the Apl reporter, we replaced promoter 1 with
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Figure 3.5 (cont.): a piece of lambda phage DNA, due to the large number of Inr motifs.
To make the Ap2 construct, we removed the TATA, Inr, and DPE motifs by making several
mutations (see Methods for additional details). In panels (B — G), all burst property data
was taken from the anterior-posterior bin of maximum expression (22% and 63%) for the
anterior band and the posterior stripe, respectively. (B) The Drosophila embryo with the kni
expression pattern at nuclear cycle 14 is shown; kni_ -5 drives the expression of the anterior,
ventral band, while the other three enhancers drive the expression of the posterior stripe.
The bin of maximum expression is highlighted in light teal. To compare the expression
produced by the synthetic enhancer-promoter reporters with the locus reporters, we plotted
bar graphs of the summed total RNA produced at the location of maximum expression
in the anterior (left) and posterior (right) for six cases—just enhancer-promoterl reporters
(light purple), just enhancer-promoter2 reporters (purple), both enhancer-promoterl and
-promoter2 reporters (dark purple), the wt locus reporter (black), the locus Ap2 reporter
(light gray), and the locus Apl reporter (dark gray). In panels (C — F) violin plots (and
their associated box plots) of burst properties for all three reporters are plotted with the
wt, Apl, and Ap2 reporters in black, light gray, and dark gray, respectively. The internal
boxes span the lower to upper quartiles, with the dot within the box indicating the median.
Whiskers extend to 1.5*IQR (interquartile range) § the upper and lower quartile, respectively.
The double hash marks on the axes indicate that 95% of the data is being shown. (C) The
coeflicient of variation is inversely correlated with total RNA produced shown in (B). In
the anterior, the Ap2 reporter, which produces the same total RNA as the wt reporter, also
produces the same amount of noise. (D) In the anterior of the embryo, burst frequency of the
Ap2 reporter is less than the wt reporter even though they produce the same expression levels
and noise. In the posterior, knocking out promoter 2 has a larger impact on burst frequency
than knocking out promoter 1. (E) In both the anterior and posterior, burst size is directly
correlated with total RNA produced. Note that in the posterior of the embryo, knocking
out promoter 2 has a much larger impact on burst size than knocking out promoter 1. Burst
size is dependent on Polll initiation rate and burst duration. While (F) burst duration is
reasonably consistent regardless of promoter knockout, (G) Polll initiation rate is directly
correlated with burst size. This suggests that differences in burst size are mainly mediated
by differences in Polll initiation rate.
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Figure 3.6: Polll initiation rate is a key burst property that is tuned by promoter motif.
(A) We made enhancer-promoter reporters containing each of the four enhancers matched
with a mutated promoter 2 (p2ATATAADPE) in which the TATA Box and DPE motifs have
been eliminated by making several mutations (see Methods for details). In panels (B — F),
bar graphs of the burst properties produced by p2ATATAADPE relative to promoter 1 (in
light purple) and to promoter 2 (in purple) are shown. By comparing p2ATATAADPE with
promoter 1, we can determine whether a single, strong Inr site (mutated promoter 2) can per-
form similarly to a series of weak Inr sites (promoter 1), and by comparing p2ATATAADPE
with promoter 2, we can clarify the role of TATA Box and DPE motifs in tuning burst
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Figure 3.6 (cont.): properties. The error bars show the 95% confidence intervals. The gray
dashed line at 1 acts as a reference—if there is no difference between the burst properties
produced by p2ATATAADPE and either promoter 1 or 2, the bar should reach this line.
All burst property data was taken from the anterior-posterior bin of maximum expression
(22% and 63%) for the anterior band and the posterior stripe, respectively. Note that for
simplicity, kni_proximal minimal and VT33935 have been shortened to kni_pm and VT,
respectively, in the following graphs. (B) When comparing p2ATATAADPE with promoter
1, we can see that the enhancers fall into two classes—those that drive less expression or more
expression with a single strong Inr site than with a series of weak Inr sites. The enhancers
(kni_ -5 and kni_ proximal minimal) that drive less expression are the same ones that were
similarly compatible with both promoters 1 and 2, whereas the enhancers that drive more
expression (kni_ KD and VT33935) are the ones that strongly preferred promoter 2. When
comparing p2ATATAADPE with promoter 2, we see that eliminating TATA Box and DPE
motifs reduces expression output for all enhancers. (C) When comparing p2ATATAADPE
with either promoter 1 or promoter 2, we see that burst frequency is not substantially affected
though, compared to promoter 2, there is a moderate decrease upon motif disruption. (D)
When comparing the burst size of p2ATATAADPE reporters with either that of promoter
1 or promoter 2 reporters, we see the same behavior as with total RNA (shown in panel
(B)). This suggests that burst size is the main mediator of the increase or decrease in total
RNA produced. Burst size is dependent on Polll initiation rate and burst duration. As (E)
burst duration is reasonably consistent regardless of promoter, it appears that (F') changes
in burst size are mainly mediated by tuning Polll initiation rate. Together, this suggests
that enhancers fall into two classes, based on their response to different promoters; however,
regardless of class, Polll initiation rate is what underlies differences in expression output.
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3.10 Supplementary Figures
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Figure S3.1: The knirps promoters show sequence and functional conservation, and this
two-promoter structure is prevalent among genes expressed during development. (A) Both
kni promoters are aligned with the orthologous sequences in four other Drosophila species,
with dashes (-) representing unaligned sequence and dots (.) indicating matching base pairs.
There is remarkable sequence conservation, with the core promoter motifs preserved across
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Figure S3.1 (cont.): all five species. The highlighted regions represent transcription start
clusters (TSCs), identified by Batut, et al [6] as regions of statistically significant clustering
of cDNA 5" ends. (B) kni promoter activity over the first 10 hours of development is
reasonably consistent across five species of Drosophila, with promoter 1 generally being used
more than promoter 2. Specifically, note that both promoters are used in nuclear cycle 14
(2 — 3 hours) in all five species. (C — E) For developmentally expressed genes with multiple
promoters that are represented in both the Eukaryotic Promoter Database and the Batut et
al. RAMPAGE data [6, 32], violin plots of the two most used promoters, with the primary
promoter (most used) in light purple and the secondary promoter (second most used) in dark
purple. The black boxes span the lower to upper quartiles, with the white dot within the box
indicating the median. Whiskers extend to 1.5*IQR (interquartile range) § the upper and
lower quartile, respectively. The double hash marks on the axes indicate that 95% of the data
is being shown. (C) When the two most used promoters of genes expressed in embryogenesis
(n = 1177) are plotted, the size of primary promoters is significantly larger than that of the
secondary promoter. (D) When limited to promoters of developmentally controlled genes —
genes whose expression pattern varies considerably as a function of developmental time —
(n = 387) this trend of larger primary promoters is maintained, though on average, these
promoters are sharper that those of the whole gene set in panel C. (E) When limited to
promoters of housekeeping genes (n = 790), this trend of larger primary than secondary
promoters is also maintained, though on average, these promoters are still broader than
those of developmentally controlled genes.
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Figure S3.2: TFs show preferences for certain core promoter motifs. To identify patterns
of TF-core promoter motif co-occurrence, we calculated the fold enrichment of core promoter
elements associated with TF-target genes. The left heatmap shows the log fold-enrichment
over background of the frequency of the core promoter motif (columns) for the set of pro-
moters associated with enhancers controlled by the TF (rows). The right heatmap shows the
log fold-enrichment over background of the frequency of the motif combination (columns) for
the set of promoters associated with enhancers controlled by the TF (rows). For example,
this means that column 1 (Inr) in the left heatmap shows enrichment of any promoters that
contain Inr regardless of any other promoter motifs they might contain, whereas column 2
(Inr) in the right heatmap shows enrichment of promoters with only Inr and no other core
promoter motifs.

89



2.54 — p1
p2ATATAADPE

3 2.0 ¢ — kni_locus (wt)
© -+- locus Ap2
Q — locus Ap1
g 1.5- + t
[ ——

1.0- + —+

T T T T
0 100 200 300 400

Total RNA produced in nc14

Figure S3.3: Noise is inversely correlated with total RNA produced. To examine the
relationship between temporal coefficient of variation (CV) and activity of each construct,
we plotted the mean temporal CV against the total RNA produced in ncl4 at the anterior-
posterior bin of maximum expression (22% and 63%) for the anterior band and the posterior
stripe, respectively, with the error bars representing 95% confidence intervals. There is a
clear trend of CV decreasing with increased total RNA produced though there are examples
where constructs with the same promoter can produce higher noise than others with similar
output levels, suggesting that promoters do not solely dictate noise levels.
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Figure S3.4: Visual inspection of burst calling algorithm. This figure is adapted from
Waymack, et al. with one additional panel (G) added [166]. To quantify the burst properties
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Figure S3.4 (cont.): of interest (burst size, burst frequency, burst duration, and poly-
merase initiation rate), we began by smoothing individual fluorescence traces using the
LOWESS method with a span of 10%. Periods of promoter activity or inactivity were then
determined based on the slope of the fluorescence trace. (A) Example of smoothing tran-
scriptional traces. (B) Fluorescence trace of a single punctum during ncl4. Open black
circles indicate time points where the promoter has turned “on”, filled red circles indicate
time points where the promoter is identified as turning “oft”. (C) Transcriptional trace with
the green shaded region under the curve used to calculate the size of the first burst. This
area of this region is calculated using the trapz function in MATLAB and extends from the
time point the promoter is called “on” until the next time it is called “on”. Panels (D -
F) show additional representative fluorescence traces of single transcriptional puncta during
ncld. (D) A trace with the entire region under the curved shaded green represents the area
used to calculate the total amount of mRNA produced. This area is calculated using the
trapz function in MATLAB extends from the time the promoter is first called “on” until 50
min into ncl4 or the movie ends, whichever comes first. (E) Burst frequency is calculated
by dividing the number of bursts that occur during ncl4 by the length of time from the
first time the promoter is called “on” until 50 min into ncl4 or the movie ends, whichever
comes first. (F) Burst duration is calculated by taking the amount of time between when
the promoter is called “on” and it is next called “off”. (G) Polymerase initiation rate is
calculated by taking the slope of the smoothed fluorescence race at the midpoint between
when the promoter is called “on” and it is next called “off”.
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Figure S3.5: Using canonical link functions gives the same results. Here, we show the

results from the generalized linear models (GLMs) when using the log link function instead
of the identity link function, which was used in Figure 3.4. (A) To parse the effects of
the enhancer, the promoter, and their interactions on all burst properties, we built GLMs.
Y represents the burst property under study, g is the link function, and the enhancers,
promoters, and their interaction terms are the explanatory variables. The coefficients of
each of these explanatory variables is representative of that variable’s contribution to the
total value of the burst property. (B) All burst property data was taken from the anterior-
posterior bin of maximum expression (22% and 63%) for the anterior band and the posterior
stripe, respectively. We exponentiate the coefficients and the 95% confidence intervals for
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Figure S3.5 (cont.): each independent variable to invert the log link function and call
these quantities the “multiplicative factors.” Performing this conversion yields a multiplica-
tive relationship between our response variable (the burst property) and our explanatory
variables. The reference construct (kni_-5-pl) has been set to 1 such that multiplying the
relevant multiplicative factors gives you the value that, if multiplied by the reference con-
struct value, will gives you the average value of the burst property for a particular construct.
These factors are plotted as a bar graph; *p < 0.05, **p < 0.01, ***p < 0.001. The reference
construct is represented in gray, and the effects of enhancer, promoter, and their interactions
are represented in green, purple, and brown, respectively. Thus, the average value of the
burst property for a particular construct, e.g. VT-p2, relative to the reference construct
would be 0.73, which is the product of AVT = 0.25, Ap2 = 1.1, and AVT + Ap2 = 2.6.
The average value of the burst property for VI-p2 would then be 0.73 x 205 = 150. Note
that for simplicity, kni_ proximal minimal and VT33935 has been shortened to kni_ pm and
VT, respectively, in the following graphs. In panels (C - G), (left) split violin plots (and
their associated box plots) of burst properties for all eight constructs will be plotted with
promoter 1 in light purple and promoter 2 in purple. The black boxes span the lower to up-
per quartiles, with the white dot within the box indicating the median. Whiskers extend to
1.5*IQR (interquartile range) $ the upper and lower quartile, respectively. (right) Bar graphs
representing the relative contributions of enhancer, promoter, and their interactions to each
burst property are plotted as described in (B). The double hash marks on the axes indicate
that 90% of the data is being shown. (C) Expression levels are mainly determined by the
enhancer and the interaction terms. Some enhancers (kni_-5 and kni_proximal minimal)
appear to work well with both promoters; whereas, kni_ KD and VT, which are bound by
similar TFs, show much higher expression with promoter 2. (D) Burst frequency is domi-
nated by the enhancer and promoter terms, with promoter 2 consistently producing higher
burst frequencies regardless of enhancer. (E) Burst size, which is determined by both ini-
tiation rate and burst duration, is dominated by the enhancer and interaction terms. As
(F) burst duration is reasonably consistent regardless of enhancer or promoter, differences
in burst size are mainly dependent on differences in (G) Polll initiation rate, with this burst
property as the main molecular knob affected by molecular compatibility.
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Chapter 4

Discussion

The ability to unlock the rules that govern how functions are encoded in regulatory sequences
has been an elusive goal despite several decades of research. As with many other topics,
further study has revealed layer after layer of added complexity to what originally seemed
like a simple problem—decoding a language that consists of four simple nucleotides in varying
order. Here, we have explored how one constraint (the regulatory function of an enhancer)
can shape that enhancer’s structure (Chapter 2) and how multiple promoters of a single
gene can serve multiple regulatory roles (Chapter 3). These studies have expanded our
understanding of how function is encoded in regulatory DNA and the molecular mechanisms

underpinning the collective activation of transcription by enhancers and promoters.

However, to build a fuller understanding of how to interpret or "read" the regulatory sequence
to determine its function requires the ability to identify 1) the relevant players (enhancer
boundaries and what other sequences or proteins may affect enhancer/promoter function),
2) the sequence features (TF binding sites and their affinity and arrangement), and 3) the in-
terdependent relationships between sequence features due to various mechanistic, biological,

and evolutionary constraints. Importantly, identifying these features and the relationships
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between them will involve elucidating the molecular mechanisms that facilitate the execution

of the DNA’s regulatory task.

First, it feels appropriate to address our motivations in trying to understand how regula-
tory DNA encodes instructions for gene expression. Being able to predict the function or
expression output of enhancers is often invoked as a motivation for exploring this field. This
is a problem that can likely be solved by obtaining more data and developing a machine
learning algorithm to make predictions of expression output. It may even be the case that
there are so many dependencies between sequence features and other players in the system
that designing a synthetic enhancer with a desired function without the help of a computer
algorithm is improbable. However, gaining an understanding of the molecular mechanisms
that are affected by the sequence features in regulatory DNA may be a useful objective in
itself. Even if this does not allow us to predict expression output directly, understanding
these molecular underpinnings will help us identify disease variants and understand what

molecular players we can target to alleviate the symptoms of disease.

4.1 How regulatory task constrains promoter shape

Here, we will consider some future directions for the projects covered in this document. Our
work in Chapter 3 revealed that developmental genes often have multiple promoters, and
there is a general trend of more active promoters also being broader, with a series of initiation
sites spanning a range typically considered characteristic of housekeeping promoters. To
uncover the evolutionary constraints on these sets of broad and highly active promoters
versus the sharper and less active promoters, we can consider the natural variation in these
regulatory elements and look for signs of selection pressure. Given the fact that the sharper
promoters specify a narrow band of DNA in which initiation can occur, we expect that these

promoters have more highly conserved motif content than the broader promoters which
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consist of many sites of initiation. We can test this hypothesis by using the Drosophila
Genome Nexus data [84], a compilation of ~1000 Drosophila melanogaster genomes, and
comparing the frequency of SNPs within promoter motifs in sharper vs broader promoters.
Alternatively, the constraint may be on a bulk feature like the number of Inr sites rather
than strict conservation of each site; in that case, we can compare how the numbers of these
sites compare across Drosophila species using the Batut RAMPAGE data [6]. This could
help us understand which feature of promoters is crucial to delivering the desired expression
output. Is it which motifs are present? Or is it the number of initiation sites, or even the
pattern of initiation sites? Sequence conservation of any of these features could indicate that

they are the key to successful transcription at promoters.

4.2 Does the molecular compatibility of proteins re-
cruited to the enhancer and promoter generally

affect polymerase loading?

In Chapter 3, we found that RNA polymerase initiation rate to be the molecular mecha-
nism mostly acutely impacted by the molecular compatibility of the proteins recruited to
the enhancer and promoter. Untangling how exactly polymerase loading is tuned and what
specific molecular factors are at play will involve improving our understanding of TF activat-
ing domains, how these activating domains nucleate transcriptional hubs, and how Mediator
plays a role in this process, among other things. However, we should start by testing how
generalizable tuning polymerase loading is. We can do so by 1) identifying other gap genes
and early developmental genes that are regulated by multiple enhancers regulated by similar
and dissimilar sets of TFs and multiple promoters with motif content similar and dissimilar

to those of the knirps promoters and 2) tracking the transcriptional dynamics of MS2-tagged
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combinations of their enhancers and promoters. It was notable that all our reporters, includ-
ing those with the mutated promoter 2, showed that molecular compatibilitys main effect
was on polymerase initiation rate. Thus, it is likely that while the specific effect (tuning
initiation rate up or down) is dependent on the proteins recruited to the enhancers and
promoters and thus on the motif content of these regulatory elements, the fact that poly-
merase initiation rate is the key point of regulation is not. Accordingly, we would expect
that these experiments would support this fact. Results indicating otherwise would suggest
that there is something about the TFs recruited to the knirps enhancers that leads to this

specific relationship between molecular compatibility and initiation rate.

4.3 Evaluating global TF-promoter motif preferences

and their impact on expression output

While we took a detailed look at the impact of different combinations of endogenously paired
enhancers and promoters in a developing Drosophila embryo in Chapter 3, we would like to
build on the idea that TFs have preferences for core promoter motifs and identify these
preferences by characterizing global TF-promoter motif co-occurrence patterns and validat-
ing these preferences in cell culture. As discussed in Chapter 3, our effort to identify these
preferences reproduced similar results as previous bioinformatic analyses and experiments
validating the preference between the TFs, Caudal and Dorsal [70, 180]. We also identified
a preference between bicoid and DPE in combination with subsets of Inr, TATA Box, and
MTE. Overall, we showed that TF and core promoter motifs show non-random co-occurrence

patterns.

There are two hypotheses for why TFs and promoter motifs co-occur in a non-random man-

ner. As suggested by previous work on the compatibility of certain TFs and core promoter
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motifs, co-occurrence may be indicative of the dependency of that TF on the particular core
promoter motif, leading to decreased expression levels when the motif is removed. Alterna-
tively, increased co-occurrence may be the result of selection for robust expression output.
While I favor the second hypothesis, it is possible that these preferred interactions lead
to increased stability of the interaction between enhancer and promoter, both decreasing

expression noise and increasing expression levels, as appears to be the general trend [29].
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Figure 4.1: Heatmap of the number of TFs expressed in a set of cell lines based on mod-
Encode RNA-seq data [50]. An RPKM of 1 is used as a cutoff for calling a TF expressed.

We can test these hypotheses by doing a global assay in Drosophila Kc167 cells [21], in which
more of our early key TFs are expressed compared to the other commonly used S2 cells
(Figure 4.1). We can use the pSTARR-seq_fly plasmid [1], which contains the Drosophila
Synthetic Core Promoter (DSCP) [126]. Like the super core promoter (SCP), the DSCP
contains four important core promoter motifs—TATA box, Inr, MTE, and DPE—and has
been used in large-scale characterizations of enhancers and enhancer-promoter interactions,
indicating that it works well with many enhancers [178]. We can make seven versions of
the DSCP, removing the motifs as necessary to create only the motif combinations observed
in my dataset of developmental promoters. We can then pair these seven promoters with
the set of developmental enhancers previously collated when looking for patterns of TF-
promoter motif co-occurrence. To obviate the need to add an additional marker for the
promoter, the constructs containing each promoter can be transfected into separate pools
of Kcl67 cells. We can then perform STARR-seq on the seven pools of constructs (one for
each promoter) to measure expression levels driven by each enhancer-promoter pair and do

replicates of STARR-seq to measure expression noise. This strategy can be assessed by doing
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a pilot study in which we identify a few enhancers that are predicted to work well with very
different sets of promoter motifs, combinatorially pairing them with the seven promoters to

create 21 reporter constructs and determining expression levels by performing qPCR.

These experiments will allow me to see various outcomes. It may be that higher expression
levels are produced by the preferred pairing of TFs and core promoter motifs, suggesting
that frequently co-occurring TF and promoter motif pairs may depend on each other to
drive expression. Alternatively, expression levels may vary irrespective of the preferred pair-
ing, suggesting that other features of the promoter or enhancer, e.g. unknown motifs or TF
binding sites, may be modulating aspects of transcriptional bursting and affecting expression
level and noise. It may also be possible that higher expression levels are driven by a par-
ticular set of promoter motifs, implying that particular promoter motif combinations may
modulate aspects of transcriptional bursting, e.g. polymerase loading or rate of promoter
switching to an inactive state, such that expression level is increased. I expect that the
first outcome is most likely, with preferred pairings producing increased expression levels
correlated with decreased expression noise. One mechanism by which this could occur is
an increased stability of the interaction between enhancer and promoter, which would lead
to increased burst frequency and decreased noise in addition to increased expression levels.
However, noise could also be uncoupled from expression levels, with particular promoter
motif combinations producing different levels of noise. This would suggest that the combi-
nation of promoter motifs intrinsically produces a certain level of noise that is unrelated to or
relatively unaffected by the pairing with any particular enhancer or TF. These experiments
will allow me to test the hypothesis that increased co-occurrence of TFs and core promoter
motifs is a result of more stable interactions, leading to a decrease in expression noise and

likely an increase in expression level.

Here, we explored some extensions to the work discussed in the previous chapters. This work

probed questions of gene regulatory network function by pairing imaging-based and genomic
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measurements of gene expression with statistical and physically-based computational models.
Moving forward research methods that integrate the tools and ideas from multiple disciplines
will be necessary to approach fully understanding how function is encoded in regulatory
sequence. While my work here only scratched the surface of some questions about gene
regulatory function, it’s only left me feeling more excited by how much there is to still

explore.
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