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These experiments examined the reactive processes involving nanoparicle laden liquid

droplets, and turbulent jet flames as two separate sets of studies. The first part of this

dissertation (Chapters 2 and 3) deals with the combustion of ethanol liquid droplets loaded

with nano particulate additives using different droplet formation methods. For this study, an

apparatus at the Energy and Propulsion Research Laboratory at UCLA was used to keep the

droplet in a quiescent environment. Three different types of droplet combustion experiments

were performed, involving: (I) the classic single droplet suspended from a quartz fiber, (II) a

single droplet suspended from a quartz capillary, (III) a burning droplet that has continual

fuel deliver to sustain the droplet for longer periods of time during the combustion process.

Two alternative nanoparticles were explored to demonstrate the effect of energetic additives:

reactive nano aluminum (nAl) and inert nano silicon dioxide (nSiO2), each having nominal

average diameters of 80 nm. Simultaneous high speed visible and OH* chemiluminescence

images were taken to determine the shape of the droplet over time and hence the burning

rate constant (K), flame standoff distance (δf ), and mean OH* chemiluminescence inten-

sity (Imean) with varying particulate concentrations. Visible imaging showed particle/vapor
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ejections and jetting in continuously fed droplet experiments, while rod-suspended burning

droplets showed limited particle ejection, usually towards the end of the droplet lifetime.

The nSiO2-laden, rod-suspended droplets formed a porous, shell-like structure resembling

the shape of a droplet at higher nSiO2 concentrations, in contrast to smaller residue struc-

tures left for nAl-laden droplets. A systematic increase in the burning rate constant was

observed as the loading concentration of nAl was increased from 1wt%-6wt%. The droplet

with continual fuel delivery had the greatest improvement in K of 13% over the pure fuel

value. For nSiO2, the continuously fed droplet showed the greatest increase of 5% at 1 wt%

loading concentrations, and no consistent trend was observed for nSiO2, likely due to the

large shell-like residue structures in the latter stages of combustion. Transmission electron

microscopy (TEM) images of particle residue revealed additional insights.

The second part of this dissertation (Chapters 4 and 5) studied reacting gaseous turbulent

jets in a newly constructed experiment at the Air Force Research Laboratory (AFRL/RQR)

located at Edwards Air Force base. This experimental study aimed to characterize the

coupling of an acoustic field with a turbulent gaseous methane nonpremixed flame under

atmospheric pressure conditions. Two separate injection configurations were examined: one

that involved a classic single methane jet surrounded by a minimal velocity oxidizer co-flow

and a second coaxial jet configuration with annular oxidizer flow and the same low-velocity

co-flow. The different jets were placed within an acoustic waveguide in which standing waves

could be created using several speakers. The reacting jets could thus be situated at either

a pressure node or a pressure anti-node location. High-speed Schlieren and OH* chemilu-

minescence images recorded the near field behavior of the flame under both unforced and

acoustically forced conditions. High-speed imaging showed two different phenomena asso-

ciated with these standing waves. When the flame was forced while situated at a pressure

node, a sinuous oscillatory response of the flame was observed, in addition to transverse

oscillations of the center fuel jet, which shortened the intact fuel core length. The flame

“flattened” into an ellipsoidal shape in the direction of the acoustic waves. Conversely, at
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a pressure anti-node, the coupling of the acoustics and flame gave rise to an axisymmet-

ric response (puff-like oscillations), which prompted the flame to become unstable at the

anchoring region. This could lead to periodic liftoff or permanent flame liftoff.

A receptivity study for a methane jet at Reynolds number of 5,300 and an ambient oxygen

concentration of 40% showed that the reacting jet was able to respond at the frequency of

the unsteady acoustic field for a range of frequencies, but with a diminishing response of the

flame for both the pressure node and the pressure anti-node under high frequency excitation.

Proper Orthogonal Decomposition (POD) analysis was able to extract mode shapes and

frequencies based on pixel intensity fluctuations. For the cases of pressure node forcing, this

analysis method illustrated the different modes of flame oscillation, in many cases which

were similar to corresponding low Reynolds number fuel jet experiments with pressure node

excitation conducted at UCLA. A forcing susceptibility diagram was created to map the

three different anchoring stability regimes the flame experienced under pressure anti-node

forcing, demonstrating the need for higher amplitude excitation required for the flame to lift

off when forced at higher frequency pressure anti-node conditions.

As an extension to the single jet, the shear coaxial jet configuration kept the center fuel

and surrounding oxidizer co-flow constant. Only the outer annular oxidizer flowrate was

varied, with annular-to-inner jet velocity ratios ranging from R = 0.05 to 0.3, to investigate

its impact on the flame’s ability to respond to the acoustics. In the absence of acoustic

excitation, the coaxial jet did demonstrate natural shear layer/wake like instabilities at

higher annular-to-jet velocity ratios, for R = 0.17 and 0.3. The dynamical response of

the coaxial jet to pressure node excitation exhibited similar characteristics to that of the

single jet for a range of forcing frequencies. But when forced at a pressure anti-node, a

notable difference between the two configurations was found. The shear coaxial jet was more

responsive to the acoustic forcing at higher forcing frequencies, for example, than the single

fuel jet. The susceptibility diagrams for the full range of annular-to-inner jet velocity ratios

demonstrated opposite trends when compared to the single jet, that is, that the coaxial jet
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was more responsive to excitation at a given excitation amplitude when the forcing frequency

was higher, and thus closer to the natural coaxial jet instability frequency. Hence evidence

suggests that the natural instabilities of the coaxial jet shear layer may be causing the

difference in susceptibility diagrams.

Both sets of experimental studies here, the nanofuel droplet combustion studies and the

acoustically-coupled turbulent fuel jet combustion experiments, provide useful advances to

our understanding of reactive flows relevant to liquid rocket engine systems. Enhancement

in burning rates with nanoparticulate additives show potential benefits for rocket fuels,

and attendant benefits are documented in the presence of acoustic disturbances, studied

separately [1]. AFRL-based acoustically coupled turbulent fuel jet studies reveal different

dynamical characteristics, depending on the injection system and the acoustic frequency

and amplitude range. Different characteristic signatures extracted via POD analysis are

both relevant in understanding combustion instabilities and in developing reduced order

models underlying control of such instabilities. The present studies contribute to these goals

in important ways.
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CHAPTER 1

Introduction and Background

Chemical propulsion is the current method of choice used by almost all rocket launch vehi-

cles. Chemical propulsion systems can be liquid rocket engines (LREs), solid rocket motors

(SRMs), or hybrid engines (solid fuel with liquid or gaseous oxidizer). Of these, LREs have

been the main engine for the core stages of launch vehicles because of their higher per-

formance (i.e., specific impulse ISP , which is the thrust scaled by the weight flow rate of

the exhaust, in units of time) and controllability during operation. Performance of these

LREs highly depends on the combustion chamber processes such as injection, atomization,

vaporization, mixing and ignition of the propellants. Like most chemical reacting systems,

LREs have challenging combustion related problems that have been continuously worked

on since early liquid rocket engine development [2, 3, 4, 5]. This is especially the case for

hydrocarbon-fueled LREs, which are known to have greater problems with combustion in-

stabilities than hydrogen-fueled LREs, and with the advent of an increasing proportion of

hydrocarbon-fueled US launch vehicles, an understanding of such instabilities is increasingly

important.

This study contributes to the field by investigating various aspects of combustion cham-

ber processes, especially with respect to combustion-acoustic coupling. Part one was a

set of experiments conducted at the UCLA Energy and Propulsion Research Laboratory

which investigated the combustion of liquid fuel droplets as part of a larger study involv-

ing combustion-acoustic interactions in a small scale, atmospheric waveguide. The liquid

droplets were loaded with nanoparticles, used as a fuel additive, to investigate vaporiza-

1



tion (burning rate) characteristics. Part two was conducted at a new facility at Air Force

Research Laboratory at Edwards AFB where jet flames of various geometries were subject

to acoustic forcing. This study focused on the injection and combustion processes related

to liquid rocket engines, specifically the coupling phenomena of acoustic fluctuations and a

reacting jet.

1.1 Liquid Rocket Engines

Historically LREs have been primarily used for launch vehicles that take different types and

sizes of payloads into earth’s orbit or space. Since the initial space launches in the late

1950’s, rockets have been used for space exploration, satellite deployment (communication

and weather), and for military missions [6]. Depending on the requirements of the mission

these launch vehicles can have multiple stages, each with their own propulsion system. As

previously stated, liquid rocket engines typically achieve high specific impulse (ISP ) as well

as high thrust as compared to solid or hybrid engines which is why they are chosen for larger

payload missions. With the higher performance comes a more complex system with more

components. Some of the additional components include tanks, valves, turbomachinery, and

relatively elaborate combustion/thrust chambers. See figure 1.1 for more details.

The goal of an LRE is to generate thrust to move the rocket which is held stationary on

the ground by earths gravitational field. To produce thrust the propellants carried by the

rocket must chemically react inside the chamber to convert the chemical potential energy

into thermal enthalpy. Temperatures in the combustion chamber can be between 2500 C to

4100 C (2773 K-4373 K). The thermal enthalpy expands the combustion products through

the nozzle to convert the thermal enthalpy into kinetic energy. In the nozzle the hot gases

expand and can reach velocities anywhere from 1800 to 4300 m/sec at the exit [6]. The

expelled exhaust gases produce thrust which can be explained by newtons third law; where

the rocket pushes on the gas, and the gas in turn pushes on the rocket. The research topics
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Figure 1.1: Propellant delivery system for typical liquid rocket engines: taken and edited from [6].

of this study are related to the combustion processes that occur inside the thrust chamber.

Therefore, the focus will be on the combustion chamber processes: injection, atomization,

vaporization, mixing and combustion of the propellants. Along with these topics, combustion

dynamics in the combustion chamber resulting in combustion instabilities will be reviewed.

1.1.1 Injection Systems

In operation the liquid propellants enter the thrust chamber through the injector plate first.

Injectors plates are designed specifically to create uniform atomization and mixing over the

chamber cross section, although the mixture ratio can be biased rich near walls. Historically

injector plates consisted of hole patterns that introduced the fuel and oxidizer separately.

Many injector designs consist of individual cylindrical elements that are assembled into

arrays on the injector plate. In this injection scheme, each injector element is equipped
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with an inner and outer flow path for the fuel and oxidizer, where a difference in velocity

exists between the propellant flows. Typical configurations included classic straight coaxial

injectors, swirl coaxial injectors, and impinging coaxial injectors; in liquid rocket engines the

oxidizer typically flows through the inner path and fuel flows through the outer flow path.

Both liquids and gases have historically been used in the inner and outer flows, depending

on engine requirements. Here attention is given to the case where the inner flow is liquid

oxygen and the outer flow is gaseous hydrogen. This differential velocity causes a shearing

between the flows which helps to break up the oxygen stream into small droplets [6].

1.1.2 Atomization

As the propellants enter the combustion chamber atomization must begin in order to have

sufficient time for combustion. The injectors are design specifically to promote atomization

by creating a turbulent shear layer between the two different density fluids, which also

makes it susceptible to hydrodynamic instabilities. Depending on the injector design, the

jets produced could be unstable naturally or the injector exit could cause flow instabilities.

To breakup the liquid jets some sort of instability in the propellant streams must occur

[4]. Atomization is achieved when thin liquid sheets are formed which subsequently become

unstable and then break up to form ligaments and large drops, which then break down further

into small droplets [7]. It is important to note that the atomization process described applies

to subcritical propellant injection. When the propellant is supercritical there is no definitive

atomization process. It becomes difficult to distinguish the difference between gaseous and

liquid phases of the flow.

1.1.3 Vaporization

Vaporization in LREs can be described as droplet gasification and diffusion. Similarly to

atomization, vaporization is another process that only occurs during subcritical propellant
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injection. Vaporization rates are influenced by turbulence, pressure or temperature oscilla-

tions and acoustic waves. Evaporation of droplets occurs as heat release from the nearby

reactions cause the droplet surface to heat up through radiation, convection, and conduction

heat transfer. The liquid evaporates when the droplet surface approaches its boiling temper-

ature. The droplet surface must vaporize at a rate rapid enough for efficient Fuel-oxidizer

mixing to occur for combustion [8, 9, 10].

1.1.4 Mixing

Mixing of the fuel and oxidizer propellants is the step before combustion. With the oxidizer

and fuel now in the same phase after vaporization the last step is to mix the two. In LREs the

propellant flows are turbulent in all locations of the combustion chamber. Thus, molecular

mixing takes place through turbulent mass diffusion of the fuel and oxidizer towards each

other from regions of high to low species concentration [11]. Concentration gradients will

form locally on either side of the chemical reaction zone. Adequate mixing is essential to

sustain combustion for the entirety of the engine operation.

1.1.5 Combustion

The final step for the propellants is to undergo sustained combustion for the desired time of

operation. After successful ignition, the chamber contains heterogeneous zones containing

liquids, vaporized propellants, and areas of chemical reactions characterized by chemical

oxidation of the fuel. As breakdown of propellant chemicals into smaller fractions and simpler

chemicals transpire, rapid chemical reactions occur at increasingly higher temperatures. The

high temperature will quickly vaporize any remaining liquid droplets through convective

heating, and turbulent diffusion continues to mix pockets of fuel-rich and fuel-lean gases.

Reaction zones inside the chamber are characterized by high heat release. Even with precise

design of the injectors, uniform combustion inside the chamber is never quite achieved, and
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is often not desired to maintain chamber walls relatively cool. Because of these pockets of

fuel rich or fuel lean mixtures, fluctuations of heat release will be present and could stimulate

potential instabilities inside the chamber [6, 12].

1.2 Droplet Combustion

Individual burning droplets have been investigated as a basis of fundamental combustion

studies for decades [13, 14, 2, 15, 16]. Combustion of a droplet represents a heterogeneous

reactive process involving condensed phase combustion. This simple model can help un-

derstand the characteristics of current and future fuels used by LREs. Injectors for these

systems are designed to create liquid sprays consisting of droplet groups which typically

burn as a collection. Before trying to understand how the collection burns the combustion

of a single droplet is required. Several physical and chemical phenomena are involved in the

combustion of a single droplet, which involve fluid dynamics, chemical reactions, and heat

transfer.

In most practical systems, fluid motion arises from the flow field surrounding the droplet

as well as the inertia of the droplet itself. In contrast stationary droplets, in the laboratory

under gravity, establish natural motion of the surrounding fluid through buoyancy forces. As

the droplets enter the combustion zone (or heat source) heat transfer to the droplet increases

vapor pressure and the liquid evaporates into the gas phase and diffuses outward creating

a flame zone. A non-premixed flame encompasses the liquid droplet with the fuel vapor on

the inside reacting with the surrounding oxidizer. This category of flames is limited by the

diffusion speed of the oxidizer and fuel towards the reaction zone. Since the oxidizer and

fuel are entering the reaction from opposite sides, the flames contain both fuel lean and fuel

rich regions. Figure 1.2 illustrates the different mechanisms described here.
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Figure 1.2: Physical and chemical processes of a burning droplet [17].

The rate at which the surface of the droplet regresses is predominantly dependent on

the transport and thermodynamic properties of the liquid fuel and surrounding ambient gas,

and it is often quantified by the well-established d2 law [10, 11, 18]. This equation may be

derived from the continuity equation by which mass is lost from a spherical droplet of initial

diameter d0, resulting in the variation in droplet diameter d(t) over time, indicated by the

following equation,

d2(t) = d20 −Kt. (1.1)

Equation 1.1 holds after the initial transient period associated with ignition and heating of

the droplet [17]. During quasi-steady droplet burning the equation represents a linear relation

between the droplet diameter squared (surface area) vs time. The slope (K) is known as the

burning rate constant and has units of mm2/s. The d2 law has been shown to accurately

describe spherical droplets burning in micro-gravity [19, 20] and semi-spherical droplets in

normal gravity [13, 14, 15, 21, 22], but in the latter case the length scale associated with
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the oblong droplet should be corrected. There are various methods in the literature used

to calculate the equivalent diameter to replace the sphere-based diameter in the d2 law [23].

One method is a diameter based on the equivalent area of a circle (deqac), defined by the

diameter of a circle which has the same projected area (AP ) as that of the imaged droplet,

Eqn. 1.2. Another method is the diameter based on the equivalent volume of a sphere (deqvs),

the diameter of a sphere which has the same volume as that of the body of revolution of the

droplet image about its vertical axis, Eqn. 1.3.

deqac =
√

4Ap/π (1.2)

deqvs = 3
√

6V/π (1.3)

Historically three different experimental methods have been used to study fundamental

physics of droplet combustion. The three methods are fiber suspended droplets, an array

of falling droplets, and a porous sphere that has fuel feeding the surface continuously [17].

Fiber suspended droplets in a controlled environment (usually surrounded by stationary

gas) allows for easy probing of the droplet regression, but the intrusion of the fiber can

cause heat loss and changes in the droplet shape (i.e. away from spherical). In the case of

falling droplets, the disadvantages of the fiber are removed and droplet size can be evaluated

via optical imaging. But probing the droplet instantaneously becomes more difficult and

convective heat transfer is introduced for falling droplets. Lastly, the porous sphere allows

for a true quasi-steady burning of the droplet and probing for long periods of time but once

again the droplet is affected by the presence of the sphere and the dynamics associated with

the regression of the droplet cannot be studied. Porous sphere experiments are mainly for

the study of gas phase processes.
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1.2.1 Fuel Additives

Recent advances in nanoscale materials have revived the desire to explore liquid fuels laden

with energetic nanoparticles (nanofuels). The use of these nanofuels containing reactive,

energetic, and/or catalytic nanoscale additives is thought to have the potential to improve

combustion characteristics by modifying the base fuels’ physical and chemical properties.

Materials such as magnesium, aluminum, boron, titanium, and others have been manufac-

tured to form particles with diameters in the 1-100 nm range. Enhanced properties such as

increase volumetric energy density, shortened ignition delays, higher volumetric heat release

rates, and enhanced thermal conductivity are suggested to be present in these energetic

nanoparticles [24, 25].

The potential benefits of nanoscale particles compared to micron scale and above are:

1) nanoparticles offer a significantly larger surface area to volume ratio, which theoretically

corresponds to enhanced reactivity and 2) decreasing particle size generally provides lower

ignition temperature and energy. Surface atoms can have different thermo-physical and elec-

trical properties compared to the bulk atoms, thus with small enough particles the properties

of the surface atoms can dominate the overall particles’ properties. There is a limit to how

small these metal particles can be in order to take advantage of the enhanced properties,

because the metal oxide layer is a few nanometers thick (3 nm). When this layer constitutes

a large mass fraction of the nanoparticle then the properties of the particle are no longer

that of the metal core but that of the metal oxide [25].

Metal combustion can transpire in the vapor phase or as a heterogeneous process. For a

metal to burn as a vapor the oxide volatilization temperature must be greater than that of

the metal boiling temperature, otherwise it will burn heterogeneously on the surface [8]. This

is known as the Glassman Criterion temperature. Table 1.1 show the volatilization (Tvol)

and boiling temperatures (Tbp) for a few different metals and their oxides. For aluminum

Tvol is greater than Tbp and according to the Glassman criterion this metal will burn in the

9



vapor phase with a detached diffusion flame.

Metal Tbp [K] Oxide Tvol [K]

Mg 1366 MgO 3430

Al 2791 Al2O3 4000

B 4139 B2O3 2340

Ti 3631 Ti3O5 4000

Table 1.1: Physical Properties of Metal and Metal oxides [8]

Recently there have been numerous fundamental droplet combustion studies focusing

on nanofuels using a variety of liquid base fuels and additive mixtures. In terms of the

nanoparticles the following materials have been studied; aluminum [26, 27, 28, 29, 30, 31, 32,

33], boron and iron [34], magnesium oxide [35, 33], carbon-based particles [36, 37, 38, 33], and

titanium dioxide [39, 40]. These metallic nanoparticles are theorized to enhance combustion

by increasing the energy density of the base fuel. A common approach taken to measure the

impact of these nanoparticles on the burning characteristics is by determining the burning

rate constant K of the different nanofuels.

Aluminum nanoparticles (nAl) have been studied as potential liquid fuel additives by

multiple research groups for their high reactivity and catalytic properties. For example,

Tanvir et al. studied a stream of falling droplets on the order of 200-400 microns, where

the nanofuel was composed of ethanol and aluminum nanoparticles (nAl) [28]. Their results

showed that the burning rate constant (K) increased as the loading concentrations of nAl

with a maximum enhancement in the burning rate constant over the pure ethanol case of

140%, observed for 5wt% nAl loading concentration [28]. Another set of results by Pfeil et al.

looked at fiber suspended droplets for the addition of nAl to ethanol and JP-8. The addition

of 1wt.% nAl to ethanol gave a 10 % increase in K and 1wt% nAl in JP-8 had no effect on

K [26]. Javed et al. tested kerosene droplets containing 0.1%, 0.5%, or 1.0% nAl at elevated

temperatures (400-800 ◦C) [30]. The nAl laden droplets exhibited disruptive behavior of the
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burning droplet causing reduced ignition delay, lowered minimum ignition temperature, and

the burning rates were enhanced. The work presented later on in the results section has been

published which shows droplet combustion experiments with 1.3-1.9 mm diameter ethanol

droplets exhibit moderate increases (10%) in K at increasing nAl loading concentrations, up

to 6 wt.% [32]. This work is consistent with the previously mentioned work by Pfeil et al.

in 2010.

Not all experimental results have been favorable when adding energetic nanoparticles to

liquid fuels; some have been neutral, and others have reported negative impact on the burning

characteristics. The difference in findings can be largely attributed to the different types

of experiments and different additives-fuel combinations. Guerieri et al. performed falling

droplet experiments to compare the effects of nAl with that of nAl plus nitrocellulose particles

through a comparative analysis of kerosene that had a surfactant for suspension stability

(TOPO) [31]. In contrast to other observations, a reduction of 12% in K was reported

when 6.1wt. % nAl was added to a kerosene droplet. The nature by which nanoparticle

agglomerates/aggregates and their structural geometry within the droplet are thought to

cause a wide range in the observed values of K. A comprehensive study by Bennewitz et al.

looked at various energetic nanoparticle, including nAl, in RP-2 and ethanol. In general,

the findings were not significant in enhancing the burning rate constant or reducing ignition

delays in rod suspended droplets. The loading concentrations were taken as high as 6 wt.%;

most of the particle burning was seen at the end of the droplet lifetime. The enhanced

particle burning at the end of the droplet was also seen by Pfeil et al. (2010) and Sim et al.

(2018).

Other experiments exploring nanofuels have involved synthesizing nanoparticles or using

nanoparticles with different properties other than metals. Javed et al. studied the effects

of coating nAl particles with oleic acid. This was done for fiber suspended burning heptane

[29] and kerosene [30] droplets at elevated temperatures. Their results reveal a significant

increase in K in a high temperature environment for both fuels. In a second study, Pfeil et al.
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added ammonia borane to ethanol for combustion of fiber suspended droplets. An increase of

up to 16% is observed in the value of K but the burning behavior from combustion with nAl.

The droplet experiences expansion and contraction, ultimately shattering and atomizing

into smaller droplets [41], in contrast to more systematic regression of the nAl-laden droplet

surface before the influence of agglomerate becomes large.

Lastly, some experiments have investigated how nanoparticle laden fuels can be used

to control combustion dynamics in liquid rocket engines. First it is important to look at

the natural instabilities that arise in nanoparticle laden droplets. Instabilities could arise

in the suspension of NPs in fuel droplets due to inhomogeneities in the fuel mixture as

well as heterogeneous bubble nucleation associated with a surface reaction of NPs [42].

Such instabilities, including droplet deformation (in a swell-shrink cycle), along with flame

perturbations due to micro- explosions and/or ligament/jet formation, have been observed in

many studies for nano- fuel droplets. Recent studies have explored the initiation mechanisms

of these natural instabilities and coupling between the phenomena and burning processes for

NP-laden fuel droplets [40, 43, 44]. In terms of combustion dynamics control in LREs one

study looked at ammonia borane (AB) as an additive in ethanol fuel [45] to study the effect

on a variable resonance combustor. The results surprisingly showed a bimodal heat release

distribution when the liquid fuel was composed of 6wt.% AB. This significantly altered the

stable combustion range by making the system unstable over a wider range of geometric

configurations. A study by our group looked at acoustically coupled nanofuel droplets with

ethanol as the base fuel and nAl as the additive. Acoustic excitation allows droplets with

nAl additives to burn for longer periods of time than in the absence of acoustics, likely due to

a reduction in particle agglomeration as well as a suppression of particle jetting observed in

the absence of acoustic excitation. Additionally, improved resistance to acoustic excitation,

along with an increase in mean flame extinction strain rate of burning nanofuel droplets (by

up to 44%). These findings suggested several potential benefits for nAl particle additive for

LRE applications.
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1.3 Combustion Instabilities

The occurrence of combustion instabilities in LREs continues to pose significant challenges

due to the complex and nonlinear nature of turbulent combustion and multi-phase processes.

High frequency combustion instabilities are considered to be the most destructive and are

usually characterized by well-defined frequencies and mode shapes corresponding to the

natural acoustic modes of the chamber [3]. A combustor theoretically has an infinity of

resonant acoustical modes with corresponding resonant frequencies, but enhanced losses tend

to attenuate the higher frequencies. Naturally, combustion chambers experience random

background noise (smooth combustion) due to chemical reactions and gas expansion. When

pressure amplitudes exceed the average noise amplitude it is said to be combustion instability,

or in some cases, rough combustion. Combustion instabilities are considered to be present

when pressure fluctuations during operation exceed ±5% of the mean chamber pressure. The

instabilities are characterized by well-defined periodic pressure peaks that may be continual,

may amplify, or dampen [6, 2].

Classification of combustion instability can be done through the frequency at which they

are oscillating. The first category are low frequency instabilities less than 400Hz. They are

termed “chugging” instabilities. Interactions between the propellant feed system and the

combustion chamber can create these low frequency instabilities. The second category of

instabilities are in the intermediate range of frequencies between 400Hz-1,000Hz and com-

monly related to vibrations of the engine structure but can also be caused by combustion

processes. Lastly, high frequency instabilities (above 1,000Hz) are known to be the most de-

structive type. They are linked to combustion processes and chamber acoustical resonance

modes [6].

The unsteady heat release associated with combustion can be thought of as an acoustic

source which propagates sound disturbances throughout the combustor. The pressure waves

travel across the chamber and reflect off the walls to make their way upstream to the injector
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plate. Therefore, incoming flow is perturbed and further causes mass flow and heat release

oscillations. This process could be thought of as a feedback cycle, as shown in figure 1.3,

where flow/mixture perturbations create unsteady oscillations in the heat release rate, which

in turn trigger acoustic oscillations that disturb the flow.

Figure 1.3: Thermo-acoustic Feedback Cycle

During the combustion process if the timing between heat release and pressure oscillations

is right it can increase chamber pressure amplitudes significantly. The Rayleigh criterion

describes the coupling between pressure and heat release oscillations; when heat is given at

the moment of the greatest condensation or taken at the moment of the greatest rarefaction,

vibration is amplified. The opposite would cause vibrations to dampen [46]. In other words,

when heat release oscillations and pressure oscillations are in phase, or nearly so, there is

an amplification of the disturbance; if they are out of phase, the disturbance dampens.

Combustion instabilities can be quantified mathematically over an acoustic period (T) by

the following equation,

G =
1

T

∫
V

p′q′dV, (1.4)
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where p’ represents the pressure perturbations, q’ represents the heat release oscillations, V

is the volume of interest, and G is is the Rayleigh index. This equation is derived assuming

only linear perturbations. When pressure and heat release fluctuations are nearly in phase

it results in a positive G value indicating unstable combustion. Conversely when p’ and q’

are out of phase, G is negative, which is thought to denote stable combustion.

1.3.1 Longitudinal and Transverse Instabilities

High-frequency instabilities occur in two basic modes, longitudinal and transverse. A com-

bination of longitudinal and transverse modes is also possible, but not as common. These

instabilities occur at frequencies greater than 1,000 Hz and generally involve excitation of

acoustically resonant chamber modes. They can rapidly amplify to destructive magnitudes.

Large acoustic pressure and velocity fluctuations are contained throughout the chamber.

An oscillatory source of energy is required for sustaining an instability. For high frequency

instabilities, this energy must come from the propellant combustion and can be only weakly

dependent upon the feed system [2].

Longitudinal modes occur along the axial direction of the chamber. They depend on

the boundary conditions on the upstream and downstream interfaces (e.g. injector and

converging nozzle entrance). Because pressure waves are reflected off the boundaries and

travel though the combustion zone, natural dampening of these waves occurs making them

less harmful. However, longitudinal instabilities can still occur in LREs and are important

to consider during the design of these engines.

Transverse modes are defined by the cross-sectional geometry of the chamber. For cylin-

drical chambers, they can be broken down into radial and spinning tangential and standing

tangential modes. Spinning tangential modes travel clockwise or counterclockwise around

the chamber at the instability frequency. This waveform contains a constant amplitude as

it races around the combustion chamber. These modes have circular pressure node lines

oriented orthogonal to the radial axis of the combustor. Standing tangential modes are char-
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acterized by a waveform with fixed node(s) locations fluctuating amplitudes. These waves

have the velocity perturbation 90◦ out of phase with the pressure in the space dimension.

Combinations of transverse and longitudinal modes may also occur. The combination of

modes will have nodes lines that split the chamber cross section as well as node lines in the

radial direction [2]. Refer to figure 1.4 for visualization of the first transverse modes of each

type.

Figure 1.4: Acoustic Pressure and Velocity Distributions for Common Transverse Modes [2]

1.3.2 Historical example: Combustion Instabilities in F-1 Engines

One of the noteworthy cases of a rocket experiencing catastrophic combustion instabilities

was in the development of Rocketdyne’s F-1 engine for NASA’s Apollo program. Five of

these engines were used on the first stage of the Saturn V in from the mid-1960s to early

1970s. One of the major issues found during the first decade of developing this engine was

severe failures due to combustion instabilities. In 1962 a program named Project First was
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formed to develop a stable F-1 engine and to understand the parameters that make a LREs

stable. A total of 2000 full-scale tests were conducted during Project First that focused on

injection patterns and baffle configurations [2].

After approximately 3200 full-scale tests of the F-1 engine an appropriate injector design

and baffle pattern was found that kept the engine stable. The baffles minimize any influential

coupling and amplification within the chamber particularly with transverse oscillations [2].

These baffles protruded enough into the chamber to be effective, yet not so far that it would

change affect the chamber performance. While these efforts delivered a stable combustor, it

took many design iterations and full-scale tests to find a workable solution. It is important

to note that the solution found for the F-1 engine was not a universal one. Different engines

with different injectors and acoustic resonances will behave differently. Thus, a fundamental

understanding behind the phenomenon of thermo-acoustic instabilities is vital to avoid costly

liquid rocket engine development in the future.

1.3.3 Reacting Jets Exposed to Transverse Acoustic Excitation

Over the past few decades, researchers have studied the dynamic coupling between transverse

acoustics and heat release oscillations in the near field of the injector with the goal of under-

standing the underlying physical mechanisms responsible for the high-frequency transverse

mode instabilities. Small changes in injector geometry and associated flow field variables,

including fuel–oxidizer velocity ratio, momentum flux ratio, injection temperature, and in-

jection pressure drop, are found to have potentially significant effects on the overall stability

of the engine. The focus of this section will be to highlight studies on gaseous flames un-

der oscillatory pressure fields. Specifically, transverse forcing of jets in pressure nodes and

pressure anti-node configuration will be discussed.

Several fundamental studies on gaseous non-premixed flames under transverse oscillatory

pressure fields have been conducted in the past. For example, Ghosh and Diao [47, 48]

investigated how varying parameters such as density, velocity ratio, and momentum flux

17



ratios of a shear coaxial flame affects its response to acoustics. The flame acoustic interaction

was most significantly affected by the density ratio, which was varied by introducing noble

gases to both the oxidizer and the fuel. Experiments by Sim et al. [49] with laminar micro jet

flames exposed to transverse acoustic excitation suggest that as forcing amplitude increases,

flame dynamics transition from weakly oscillatory combustion to full-scale flame coupling

and lock-in to multi-mode flame dynamics, involving periodic liftoff and reattachment.

Transverse forcing of premixed burners have shown interesting flame dynamics that could

be related to non-premixed flames. For example, Pun et al. [50] found that an aerodynam-

ically stabilized flame is more susceptible to chamber acoustics compared to one that is

stabilized by a bluff-body. In the low frequency range, the frequency-driven global Rayleigh

index resulted in lower magnitudes for the bluff-body stabilized flame. O’Connor et al.

[51, 52, 53] investigated the response of a premixed swirl flame to transverse acoustic exci-

tation. Investigations included in phase and out-of-phase forcing of the acoustic field. In

the near field the velocity fluctuations are dominant in the shear layer including the vortex

roll-up. In-phase forcing disturbed the flame symmetrically and out-of-phase forcing cre-

ated helical disturbances in the flame. In the downstream region the transverse acoustics

motion takes over the flame. The conclusion of this work was that the unstable shear layer

created by the swirl burner is highly susceptible to acoustic forcing, which has a significant

effect on flame response. In a similar experiment Saurabh and Paschereit [54] subjected a

swirl stabilized premixed flame to axial and transverse acoustic forcing. At low frequencies,

the two different types of forcing produced qualitatively similar results characterized by ax-

isymmetric fluctuations of the flame. Quantitatively the two forcing methods were different.

The flame response to transverse forcing is higher than the response to axial forcing as seen

through plotting the flame transfer function. Additionally, when the two forcing methods

were turned on simultaneously, the flame responses were shown to be asymmetric. The au-

thors attributed this to amplitude and phasing differences between the axial and transverse

forcing.
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It is important to discuss some of the findings related to forcing reacting gaseous jets

up stream of the injector because they could be related to pressure anti-node forcing. For

example, Juniper et al. [55] studied self-excited jet nonpremixed flames as well as low density

jets. In the reacting cases, a large forcing amplitude was required in order for heat release

to lock-in to the forcing frequency and to overcome natural instabilities. In a study of

the well know Delft burner, Rocha et al. [56] introduced acoustic forcing to the burner to

examine temperature and gas concentrations. It was found that the forced flames exhibited

notable differences with unforced flames, such as altered flame liftoff dynamics. Chao and

Jeng [57] found that forcing in the turbulent amplification regime of frequencies helped with

flame stability and extended the blow-out limit. Work by Demare and Baillot [58] show a

reduction in the liftoff height which they attribute to the enhanced mixing and disruption

of the streamwise structures. Alternatively, Zheng et al. [59] looked at laminar premixed

flames under acoustic excitation; their results showed that external excitation could promote

periodic liftoff and reattachment of the flame.

Acoustically forced jets have revealed important dynamics in flame behavior that can be

related to LRE. Fundamental studies such as the ones presented are still needed to test new

injectors and fuels for future LRE development. With that in mind part two of this work

looks to investigate flame-acoustic coupling.

1.4 Research Goals

Over the years, in the context of studying combustion instabilities relevant to pure liquid

fuels, our research group at UCLA has utilized an experiment where fuel is continuously

delivered through a thin capillary that forms a droplet on the tip and is maintained at

roughly a constant diameter during combustion and is stabilized due to surface tension.

This method allows for acquiring phase locked imaging and other localized data for a single

burning droplet placed in an acoustic field, and this experiment has been done in both
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micro-gravity [60] and normal gravity [61, 62]. Fuels such as Ethanol, Methanol, JP-8,

and liquid synthetic fuels derived via the Fischer Tropsch process have been studied. Bulk

flame deflection and alterations in droplet burning characteristics in the presence of standing

acoustic waves (in the vicinity of either a pressure node or pressure anti-node) have been

interpreted in the context of an acoustic radiation force from a quantitative perspective

[63, 60]. Studies done by Rodriguez [64] and Teshome [65] in normal gravity explored droplet

combustion response in acoustic environments established by both dual speaker and speaker-

reflector configurations, with evaluation of acoustically- resonant combustion features such as

burning rate constant and acoustic acceleration. Wegener [66] and Sevilla [67, 61] performed

phase-locked OH* chemiluminescence imaging that revealed temporal coupling between the

acoustic forcing and flame, enabling for the first time a local quantification of the Rayleigh

index and ability to relate burning rate increases to the nature of the combustion-acoustic

coupling. More recently, Bennewitz et al. [62] found for several alternative fuels (ethanol,

JP-8, and Fischer-Tropsch) that high enough forcing amplitudes cause the diffusion flame

around the droplet to experience periodic partial extinction and re-ignition caused by periodic

straining of the flame.

Part one of this study looks at a systematic set of tests for nanofuel droplets burning in a

quiescent environment at atmospheric conditions, to explore fundamental phenomena in the

absence of acoustic perturbations. We are not only motivated by the reported benefits of

nanofuels and contradictory findings reported in the literature, but we are also interested in

finding ways to overcome some of the challenges such as their natural tendency to form aggre-

gates which hinders homogeneity of the nanofuel. The goal in part one of this work is to look

at different droplet formation methods and to study differences and similarities in perceived

nanofuel droplet combustion behavior: the alternatives being the fiber suspended droplet,

droplets suspended on a capillary, and droplet continuously fed via a capillary. Of the fuels

explored by our group ethanol was used because nanoparticles can be suspended without

the use of surfactants. The nanoparticles explored to date include reactive nano Aluminum
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(nAl), as done by others in non-fed experiments, but also inert nano Silica (nSiO2), as a

means of examining the effect of the actual dynamics of a nanoparticulate in liquid fuel as

contrasted with its contribution to the fuel’s energetic content. Several combustion param-

eters were explored here, including the burning rate constant, flame standoff distance, and

OH* chemiluminescent flame intensity. These studies form the foundation for separate on-

going experiments involving the exposure of such nanofuel droplets to acoustic perturbations

in normal gravity [68].

Part two of this work involved reactive gaseous jet experiments conducted at the Air

Force Research Laboratory (AFRL). Our research group has performed acoustically cou-

pled jet experiments for over a decade. In earlier experiments, non-reacting liquid nitrogen

coaxial jets under transverse forcing were investigated. Parameters such as jet spread an-

gle and dark core length were measured [69, 70, 71, 72, 73]. In a similar experimental

setup, forced reacting jets were studied containing rocket relevant propellants, GO2/RP-2 or

GH2/LOX. Acoustic-flame coupling was quantified by OH* chemiluminescence wave track-

ing [74, 75, 76, 77]. Current experiments examined turbulent nonpremixed flames created by

shear coaxial jet configurations using gaseous methane and enriched air. The jet is situated

at either a pressure node or pressure anti-node. The purpose of this study is to examine the

dynamic coupling between flame and acoustics during the onset of combustion instability.

Understanding the coupling and synchronization between flame and acoustics can give in-

sight on the growth/decay of combustion instabilities per the Rayleigh criterion, with more

contemporary analysis tools to explore the dynamics with the ultimate goal of controlling

them.
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CHAPTER 2

Nanofuel Droplet Combustion: Experimental Setup

and Methods

The information presented in this chapter is taken with slight modification from the article:

Hyung Sub Sim, Miguel A. Plascencia, Andres Vargas, John W. Bennewitz, Owen I. Smith &

Ann R. Karagozian (2018): “Effects of Inert and Energetic Nanoparticles on Burning Liquid

Ethanol Droplets”, Combustion Science and Technology, DOI: 10.1080/00102202.2018.1509857.

2.1 Nanofuel Characterization and Preparation

The nanoparticles (NPs) chosen for this study included energetic aluminum (nAl) and inert

silicon dioxide (nSiO2) both were purchased from Nanostructured and Amorphous Mate-

rials Inc. The particles were advertised as having an average nominal diameter of 80 nm.

Upon receiving the nano materials, transmission electron microscopy (TEM) imaging was

performed to confirm the size distribution of the particles, Figure 2.1 shows samples of each

material with a 200 nm resolution. The as received particle images indicate a particle di-

ameter range of tens to several hundreds of nanometers. Figure 2.1.a indicates that nAl

had spherical shapes and particle sizes ranging from tens to several hundreds of nanometers

(consistent with the nominal diameter of 80 nm). Some nAl particles show an Al2O3 layer of

approximately 2-4 nm. This layer is significant because compared to the aluminum core the

oxide layer’s melting temperature is approximately 1400 K larger [8]; table 2.1 provides more

details on these values as reported by Nanostructured and Amorphous Materials Inc. These
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articles were stored in a vacuum desiccator upon opening to prevent further oxidation on

the surface of the nAl particles. The as-received nSiO2 (shown in 2.1.b) appeared to consist

of much smaller amorphous particles, with average sizes on the order of tens of nanometers

in diameter but with larger aggregates as compared with nAl.

(a) nAl (b) nSiO2

Figure 2.1: TEM Images of received material with a scale of 200 nm.

Name Density [g/cm3] Melting Temperature [k]

Aluminum 2.7 933

Aluminum Dioxide 4.0 2,345

Silicon Dioxide 2.2-2.6 1,873

Table 2.1: Bulk properties of Aluminum, Aluminum Oxide, and Silicon Dioxide.

Preparation of the fuel was done in a fume hood to prevent any contamination to the

laboratory environment. The target mixture volume made for a typical set of tests was 20

ml and loading concentrations were varied from 1 to 6 weight percent of the liquid fuel. To

prepare the mixture, a weighing dish, beaker, and an analytical scale (Torbal, AGZN120)

were used to measure out the correct quantity of nanoparticles and liquid ethanol (purchased

from Sigma-Aldrich), which were then poured into a glass vial. Stable suspension of the
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mixtures was achieved by placing the mixture vials inside a horn sonicator (Qsonica, Q125)

for 5-10 minutes. The sonicator contained an ice bath to prevent ethanol from naturally

evaporating. The sonicator was operated at 100 percent amplitude (10 Watts) with an 8

second pulse at 50 percent duty cycle. The suspension stability of NPs was monitored by

measuring particle loading concentrations at the beginning and end of the experiments. The

samples were poured on to a weighing dish which was placed in a vacuum oven to dry out the

sample. Sampled measurements, in Figure 2.2, showed good dispersion of NPs, maintaining

the target loading concentration in ethanol for at least 2–3 hours.

Figure 2.2: Suspension stability of nAl and nSiO2 mixtures (final refers to 3 hours after sonication
process).

2.2 Experimental Apparatus

The present droplet combustion experiments were conducted in a closed, atmospheric pres-

sure acoustic waveguide in which the burning fuel droplet was suspended in the center. The

apparatus is identical as the one used in prior studies [63, 64, 65, 67, 66, 78]. In the current

experiments, various modifications have been made to improve flame/droplet imaging and

acoustic characterization, among other features. Figure 2.3 shows the acoustic waveguide

along with other components used to collect data.
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The waveguide is made of hollow aluminum round stock with an inner diameter of 11.4

cm and a length of 90 cm. A speaker assembly, consisting of two speakers (Dayton Audio,

DS115-8) and three rods 61 cm long, is placed inside the acoustic waveguide. The rod as-

sembly enable fixing the distance between the speakers while moving them relative to the

geometric center of the waveguide. The waveguide is equipped with pressure taps along

the outer surface which are approximately 2.5 mm in diameter to allow the insertion of

miniature pressure transducers (Kulite, XCE-093-50D) with a diameter 2.4 mm. There are

four ports on the waveguide which are utilized all located at/near the center. First located

at the top center of the waveguide a threaded port which allows for different fuel delivery

methods to be used. A port for ignition is located near the bottom center where the droplet

is formed; where a heating element can be inserted and removed. Lastly, for optical access

to the droplet there are two quartz windows located on the waveguide such that the droplet

can be imaged perpendicularly.

Figure 2.3: Schematic of the experimental apparatus for the combustion of a fuel droplets.
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2.2.1 Acoustic Field

Instrument control and data recording was done using LabView software in combination

with a data acquisition board (DAQ) (NI USB-6251 BNC), although that was not the focus

of the present studies, but rather, separate studies [1]. This is described here because of

the relevance to the AFRL-based experiments. A sinusoidal signal is generated in LabView

and sent though the DAQ to a speaker amplifier (Radioshack, MPA-250B) before the signal

reaches the two speakers. After the amplifier, the speakers can be wired in-phase or out-

of-phase to create a standing wave. Simultaneously the pressure transducer signal is being

acquired to adjust the output sinusoidal signal to establish the desired pressure amplitude at

the nearest pressure anti-node. The speakers were forced at frequencies low enough to create

effectively one-dimensional planar waves along the length of the waveguide. In separate

studies to examine the effects of acoustic excitation on burning droplets, the speakers are

moved, together, to the right or left, relative to the burning droplet, to explore the effect of

the position of the droplet relative to a pressure node (PN) or anti-node (PAN) [61, 62].

The acoustic field inside the waveguide has been characterized using pressure transducers

as well as a hot wire anemometer (Dantec Dynamics, 55P11) to measure both pressure

(p′(x, t)) and velocity (v′(x, t)) amplitudes. Theoretical values were calculated using the

linearized momentum equation relating pressure and velocity amplitudes.

p′(x, t) = Re(−p′max sin (
2πx

λ
) exp (iωt)) (2.1)

u′(x, t) = Re(−ip
′
max

ρc
cos (

2πx

λ
) exp (iωt)) (2.2)

First the hot-wire had to be calibrated; for this the hot-wire was placed at the geometric

center of the waveguide. The calibration procedure was taken from Huelsz and López-

Alquicira [79] which implemented hot-wire anemometry to an oscillatory flow field arising

from acoustic forcing. Voltage measurements were acquired for acoustic excitation ampli-
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tudes ranging from 0 to 280 Pa in increments of 10 Pa. These voltage measurements were

correlated with the theoretical velocity at the probe location from Eqn. 2.2, and repeated

for each of the three acoustic forcing frequencies.

Experimental results showing velocity perturbation amplitudes in the vicinity of the

PN for each of the three forcing frequencies, at an excitation amplitude p′max = 200 Pa

(measured at the nearest PAN), are shown in Fig. 2.4. For each forcing frequency, there was

close agreement observed between the theoretical and experimental velocity perturbation

amplitudes; this reassured that the pressure amplitude (p’) measurement in the vicinity of

the droplet location is a good estimate of the local (u’) during droplet burning experiments

via Eqn. 2.2. These results have been published by Bennewitz et al. [62].
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Figure 2.4: Experimental and theoretical acoustic pressure oscillation amplitude profiles are shown
at forcing frequencies 332 Hz, 586 Hz, and 898 Hz.

For this particular study the acoustic aspect of this apparatus was not used although

separate studies use the acoustic field to explore nanofuels[1]. Additional details regarding
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the effects of acoustic excitation on burning droplets and the methods for exploration in the

present waveguide can be found in [61, 62].

2.2.2 Fuel Delivery Methods

This study looks at three distinct fuel delivery techniques each involving a different method

of generating a droplet. The experiments here were conducted in three different ways (see

Figure 2.5): (1) with a burning droplet suspended from a quartz fiber (case I); (2) a droplet

suspended from a quartz capillary without continuous fuel delivery during combustion (case

II); and (3) a droplet suspended from the capillary with continuous fuel delivery at a volu-

metric flow rate, Qv via a syringe pump (case III).

Q_fuel

Droplet

Flame

Quartz fiber

(0.24 mm dia) Capillary

(0.64 mm OD)

Copper

Shroud

Case I Case II Case III

Aluminum

Waveguide

Port

Figure 2.5: Schematic describing the three droplet formation methods.

The fibers and capillaries were manufactured in house using an oxygen/MAP hand torch

from Bernzomatic, where the fibers started from a 2 mm rod and the capillaries from a

2 mm tube. To make the fibers, the rod had to be drawn to approximately 240 microns
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in diameter. Once the fiber was created a bead of approximately 100 microns larger was

formed at the tip to help suspend the droplet. The capillaries were drawn by placing them

on a rotating stand to heat the quarts material uniformly. The capillaries were drawn at

approximately half the length to form a taper down to 640 microns. Table 2.2 summarizes

average dimensions of both the capillaries and fibers used for these experiments.

Fiber [µm] Fiber Bead [µm] Capillary, OD [µm]

Diameter 240 360 640

Table 2.2: Diameters of quartz fibers and capillaries.

Case I is the classic fiber suspended experiment where a single droplet was deposited on

the quartz bead using a small capillary. These tests were performed for comparison purposes

to past/current work being done on nanofuels [26, 27, 28]. Case II included a quartz capillary

where a single droplet was formed at the tip of the capillary similar to case I. These tests

enabled for the direct assessment of the effect of a quartz capillary, which had a larger

diameter, as compared to a quartz fiber. Experiments from case III allow for a quasi-state

approach of continuous fuel delivery to enable probing the flame for longer periods of time.

Fuel is continuously delivered to the droplet to replenish the fuel that evaporates on the

surface due to the presence of the high temperature flame. As shown in the diagram, the

capillary is placed inside a copper shroud to protect the capillary from excess heating for

both case II and III.

2.2.3 Image Acquisition

The droplets were imaged perpendicularly to the waveguide length (see Figure 2.3). Front

and rear quartz windows were used for imaging and back-lighting the droplets. Two cameras

were used for these experiments, one was Nanostar ICCD camera (LaVision) permitting the
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capture of chemiluminescence from the electronically excited hydroxyl radical, OH*, within

the flame surrounding the droplet. The second was a high-speed visible camera (Photron

Mini AX200) used for recording shadowgraph images.

For fiber-suspended (case I) and continuously fed droplets (Case III) simultaneous imag-

ing of the droplet was recorded. A beam splitter (Andover Corp. 325SC01-50) was utilized

to image the droplet from one single port, giving the same angle of the burning droplet.

The beam splitter was oriented at 45° based on incident light, reflecting 90% of the incident

light below 350 nm and allowing 90% transmission at wavelengths above 350 nm. An ultra-

violet (UV)-B light bulb was used for backlighting the droplet. The NanoStar camera was

equipped with a 105 mm UV lens and a narrow-band filter (ZBPA 310) centered at 310 nm

with a full width at half maximum (FWHM) of 20 nm. The high- speed visible camera with

a 200 mm micro lens was employed for visualizing the droplet diameter behavior, as well as

particle expulsion events and their ignition. The two cameras were synchronously operated

using a LabVIEW script in conjunction with a data acquisition board (NI USB-6251) and

a programmable timing unit (PTU). Synchronization of the cameras for case I and III was

achieved using a TTL signal generated in LabVIEW. The two cameras were on standby

waiting for the trigger which synchronized the images with the pressure signal.

For case (II) only the NanoStar camera operating in the ultraviolet range was used.

Attached to the camera was a U-330 band-pass filter with a wavelength centered at 330 nm,

(FWHM) of 140 nm, with back-lighting of the droplet via a far red (730 nm) light-emitting

diode (LED). Table 2.3 reports the recording rates for the different cases.

Lavision, NanoStar Photron, Mini AX200

case (I) 15 3000

case (II) 28 NA

case (III) 10 1000

Table 2.3: Recording Rates (fps) for experiment cases I, II, and III.
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2.2.4 Experimental Procedure

A streamlined procedure was used to conduct the experiments due to the fast evaporation of

ethanol and sedimentation of the particles. First the nanofuel was prepared as mentioned in

section 2.1 then immediately was loaded into a 20 ml plastic syringe. Additionally, a Tygon

tube with a capillary at one end was attached to the syringe. Next, one of two droplet

formation methods were used: for case I a single droplet was placed on the fiber using a

small capillary. For case II and III the capillary was placed inside the copper shroud and

the syringe was placed on a pump (KD Scientific, 100 Series). Using the syringe pump a

single droplet could be formed or a droplet that had constant volume flow rate. Lastly, the

droplets were ignited using a removable nichrome wire. After a test the rod or capillary was

cleaned by ultrasonic bath or manually wide between experiment trials. Also, in between

trials the waveguide was purged to refresh the air, and the syringe with the nanofuel was

manually shaken to maintain stability of the mixture. The maximum testing time for a batch

of nanofuel was 3 hours corresponding to the mixture stability results presented in section

2.1.

2.3 Measurement Methods

2.3.1 Burning Rate Constant

The burning rate constant for a suspended droplet (case I and II) and a continuously fed

droplet (case III) are calculated using the following two equations, respectively.

Knon−fed = −d(d2)

dt
= −2dḋ (2.3)

Kfed =
4Qv

πd
− 2dḋ (2.4)
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where d is the droplet diameter and Qv is the volume flowrate. These two equations are de-

rived from continuity; the second equation accounts for the replenishing of fuel to the droplet

in addition to the droplet surface regression rate [60, 61]. The droplet was approximated as

an ellipsoidal so that the diameter with the equivalent volume of a sphere takes the form,

deqvs = 2a1/3b2/3 (2.5)

where a and b are the semi-major and minor axis lengths determined by tracking the edge

of the droplet in MATLAB which uses the Canny edge detection method. With the edge

of the droplet found it was then possible to fit an ellipse to the points, as seen in Figure

2.6, then assuming vertical symmetry the volume of an ellipsoid is calculated. To calculate

the equivalent droplet diameter (deqvs), Eqn. 2.5, the volume of the ellipsoid is equating to

the volume of a sphere [63]. Having the droplet diameter history, K was extracted as the

slope via linear regression using the middle 80 percent of the data which represents Eqn.

2.3, this would be for case I and II. For the case III, Eqn. 2.4 is used where (deqvs) is nearly

constant throughout the experiment due to the droplets reaching quasi-steady burning with

a constant fuel flow rate Qv, therefore the second term in Eqn. 2.4 is typically very small.

Nevertheless, this term is still quantified in the instantaneous calculations for K; the K values

were averaged over the quasi-steady period to provide the mean burning rate constant for

the experiments in Case III.

2.3.2 Mean OH* Chemiluminescence Intensity and Standoff Distance

The electronically excited hydroxyl radical is created during hydrocarbon combustion through

the intermediate reaction involving methylidyne (CH) and diatomic oxygen [80], given by

CH(2Πu) + O2(
3Σg)→ CO(1Σ+) + OH∗(2Σ+). (2.6)

Then the de-excitation reaction of the OH* radical

OH∗(2Σ+)→ OH(2Π) + hν (2.7)
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gives an electronic transition (2Σ+ −2 Π) in the ultraviolet (UV) band centered around 308

nm.

The mean OH* chemiluminescent intensity was calculated using the images obtained from

the intensified camera. To compute the overall integrated intensity of each image multiple

post processing steps were performed, first the images are background subtracted to remove

any light not emitted from the flame. Secondly, the images are filtered to isolate the area

corresponding to the flame [78]. An example of a processed image can be seen in Figure 2.6.

The goal of processing the images to obtain electronically excited OH* chemiluminescent

intensity of the flame which is said to be a good indicator of heat release [20, 81, 82, 83, 84,

85, 86].

Figure 2.6: OH* chemiluminescence image showing relevant dimensions for calculating burning rate
constant and standoff distance.

The analysis of the flame standoff distance δf focused on the stagnation region of the

flame which is established at the lower part of the droplet due to buoyancy. This standoff

distance was calculated using the processed images as used for the calculating mean intensity.

In Figure 2.6 the standoff distance δf is defined as the distance from the edge of the droplet

to the maximum OH* chemiluminescence intensity point of the flame keeping the vertical

position constant, corresponding to the center of the droplet and capillary system. Results

for both the mean intensity and standoff distance will be discussed in the next chapter.
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2.4 Temperature Measurements

Temperature measurements of the droplet were made using a S-type thermocouple (Omega,

P10R-005) made of Platinum–Rhodium (Pt-10-Rh/Pt) with 0.125 mm wire diameter. The

thermocouple (TC) was held vertically to match the conditions as that in case I. This was

done for a single droplet by suspending it directly on the TC junction and igniting it. Results

for neat fuel (pure ethanol), nAl + Ethanol and nSiO2 + Ethanol will be presented in the

next chapter. In between testing the nanofuels the TC was cleaned using an ultrasonic bath

with ethanol and a neat fuel droplet was burned on the same TC before running another

nanofuel test.

2.5 Simple Model for Nanofuel Burning Rate

This section is taken from a paper from our group; Sim et al. [32] presented the development

of a theoretical burning rate constant was formulated for nanofuels. Given that characteri-

zation of nanofuels was largely done by investigating the burning rate it was of interest to

predict the effects of nanoparticle additives on theoretical droplet burning rate constants

as well as adiabatic flame temperature. A simple droplet combustion model was developed

to better understand the mechanisms for enhancement in K for nanofuels. The theoretical

burning rate constant (K0) for a single droplet may be determined from the following relation

[18],

K0 =
8λg
Cp,gρl

ln (1 +B), (2.8)

where λg, Cp,g, and ρl denote the average thermal conductivity, specific heat of the fuel

and oxidizer in the gas phase, and the density of fuel (here, ethanol) at the boiling point,

respectively. B is the transfer number given by,
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B =
Cp,g(T∞ − Tboil) + q

i

hfg
, (2.9)

in which hfg is the latent heat of vaporization of the fuel at the boiling point, T∞ is the

ambient temperature, Tboil is the boiling temperature of the ethanol droplet, q is the heat

of combustion of fuel, and i is the stoichiometric oxygen to fuel mass ratio. Suitable species

properties such as heat capacity and thermal conductivity were determined based on ap-

proaches described in [87].

To incorporate the effects of NPs in this droplet combustion model, all properties in eqn.

2.8 were determined for the present nanofuels with various nanoparticle types and loading

concentrations from the following equations, after the analysis of [88],

λnf
λbf

= 1 +
3(α− 1)φ

(α + 2)− (α− 1)φ
, (2.10)

ρnf = (1− φ)ρbf + φρnp, (2.11)

and

Cp,nf =
(1− φ)ρbfCp,bf + φρnpCp,np

ρnf
. (2.12)

Here α is the thermal conductivity ratio between the NP and the base fuel and φ is the

volume fraction of NP within the liquid. The subscripts np, nf, and bf identify nanoparticle,

nanofuel, and base (neat) fuel. Heats of combustion were estimated for all fuel constituents,

including nAl and nSiO2, and the latent heat of vaporization of nAl-ethanol mixtures was

adopted as well, from measurements in [28]. Temperature-dependent properties used in these

calculations for ethanol, nAl, and nSiO2 are adopted from [89, 90, 91, 92, 93, 94, 95].

Theoretical calculations were also performed to understand changes in the adiabatic

temperatures of ethanol flames with the addition of nSiO2 and nAl. The adiabatic flame

temperature was determined for various loading concentrations, using the NASA CEA pro-

gram [96], 1 atm and an initial temperature of 300 K. The adiabatic flame temperature for
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ethanol in air with an equivalence ratio of unity, most relevant for flames here, was estimated

to increase from the value for neat fuel, 2,195 K, to approximately 2,250 K in the presence

of 6 wt.% Al, resulting from exothermic oxidation of Al. With the addition of nSiO2 to the

flames in the computation, the theoretical flame temperature was not significantly changed

for various loading concentrations up to 6 wt.%.
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CHAPTER 3

Nanofuel Droplet Combustion: Results and Discussion

The information presented in this chapter is taken with slight modification from the article:

Hyung Sub Sim, Miguel A. Plascencia, Andres Vargas, John W. Bennewitz, Owen I. Smith &

Ann R. Karagozian (2018): “Effects of Inert and Energetic Nanoparticles on Burning Liquid

Ethanol Droplets”, Combustion Science and Technology, DOI: 10.1080/00102202.2018.1509857.

This study aims to understand the effects of adding energetic nanoparticles (nAl) to

liquid ethanol fuel (nanofuels). To do this, three different types of experiments were carried

out as mentioned in section 2.2.2. In addition, inert nanoparticles (nSiO2) were used as

alternative additives to compare results against the nAl energetic nanoparticles. The main

parameter quantified in this investigation is the burning rate constant (K) but others such

as the flame standoff distance, OH* chemiluminescent intensity and droplet temperature

are evaluated. Before looking at the nanofuels a series of baseline tests were conducted to

understand the differences between neat fuel (pure ethanol) and nanofuels.

3.1 Baseline Experiments

3.1.1 Case I: Droplet suspended from a quartz fiber

The first set of tests completed were for case I. As mentioned in section 2.2.4, droplets were

transferred to the quartz fibers using a small capillary that would disperse a consistent size

droplet on the fiber of approximately 1.3 mm in diameter. Simultaneous visible and UV
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imaging allowed for tracking of the droplet as well as of the flame. Normalized droplet di-

ameter history shown in Figure 3.1 is in good agreement with the classical d squared law

[17], so that K may be extracted from the slope of the line given by (d/d0)
2 vs. t/d2. From

section 2.3, the droplet diameter is determined from back-lit imaging and edge detection,

where d is based on the equivalent volume of a sphere.

Figure 3.1: Normalized droplet diameter regression for neat ethanol fuel with images depicting this

process for Case I. The droplet was burned in atmospheric conditions.

Four representative images show the droplet evaporating on the fiber over approximately

1-2 seconds. When calculating K using the slope of the normalized droplet diameter squared

only the middle 80 percent of the data range is used. The middle portion of the data best

represents quasi-steady burning (i.e., linear slope). The first ten percent of the data accounts

for ignition time and the last ten percent has a droplet with a liquid volume approximately

equal to the bead’s volume. Overall, 48 baseline tests were conducted for case I to reduce

the uncertainty. For example, the burning rate constant was not influenced by the variation

in the fiber dimensions, trends for which are show in Figure 3.2. The average burning rate

constant for case I was 0.810 [mm2/s] with a 98 percent confidence interval of ± 0.002.
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Figure 3.2: Burning rate constant versus a) fiber bead diameter and b) fiber diameter.

The flame standoff distance (δf ) for case I was calculated as the distance from the edge

of the droplet to the point where the flame has the highest intensity. As indicated in Figure

2.6, the flame standoff distance δf was typically measured from the bottom of the droplet

to the bottom of the flame surface; this was not the case when acoustic excitation disturbed

the droplet and caused flame deflection [61]. Figure 3.3 depicts the evolution of the standoff

distance for several neat fuel tests. For an easy way of comparing the standoff distance to the

plots of nanofuel droplets, the vertical axis of the plot has a normalized standoff distance.

This non-dimensional standoff distance is defined as δf divided by the instantaneous droplet

diameter with time. From the plot in Figure 3.3 it can be seen that the general trends for all

the cases show continuous increase in normalized δf as time evolves. This rate of increase in

the flame standoff distance becomes larger through the lifetime of the droplet because the

droplet surface recedes and the total amount of fuel vapor increases as the droplet burns.

These results are consistent with those found by Law et al. for ocatane droplets [97].

The spatially averaged, normalized OH* chemiluminescence intensity of the transient

flame is plotted in Figure 3.4. In early part of combustion, the flame intensity remains

nearly constant but approximately halfway through the burn time the intensity begins to
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decrease. The decline in the flame intestine is due to the depletion of fuel vapor and especially

oxygen in the vicinity of the droplet. The intensity profile does not go to zero because it

corresponds to the amount of data used for tracking the diameter, which is cut off when the

droplet is on the same order of size as the bead.
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Figure 3.3: Normalized standoff distance time evolution for several representative neat fuel cases.
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Figure 3.4: Transient profile of the normalized OH* chemiluminescence intensities for neat fuel.
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3.1.2 Case II: Droplet suspended from a quartz capillary

Separate experiments of burning ethanol droplets suspended from the quartz capillary, but

without continuous feeding of fuel, were performed for comparison with the fiber-suspended

droplets (case I) without feeding. Similar to case I, the droplet diameter history (d/d0)
2

varies linearly in time. For these tests only the intensified camera was used to acquire

images at 28 fps. Figure 3.5, includes images of the burning ethanol droplet. The average

Figure 3.5: Normalized droplet diameter regression for neat fuel with images depicting this processes

for case II. Droplet was burned in atmospheric conditions.

burning rate constant is 0.740 [mm2/s] with a 98 percent confidence interval of ± 0.013.

These average burning rates for pure ethanol are systematically lower than those in case I,

even when accounting for experimental uncertainties (1.38%) in the evaluation of K [61]. Case

II had larger droplet diameters (1.5 mm) compared to case I; this was due to the capillary

having a lager diameter than the fibers used for case I. This leads to a lower relative liquid

surface area for the droplet exposed to hot gases, thus with lower relative evaporation rates
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as well as possibly a higher heat loss to the capillary, so there is less energy to vaporize the

ethanol. Only having the intensified Nanostar camera caused the resolution of the camera

to be less than half. Hence, in order to resolve the droplet shape and interface as accurately

as possible, only a portion of the actual burning droplet was imaged with the UV camera,

as can be seen in Figure 3.5 where the flame is cut off. For this reason, the standoff distance

and flame chemiluminescent intensity could not be calculated.

3.1.3 Case III: Continuously fed droplet via a quartz capillary

In these experiments in which fuel is continuously fed to the burning fuel droplet, the burning

process is effectively quasi-steady; the variation of the droplet diameter is small because the

droplet is continuously being replenished with new fuel via a syringe pump delivering fuel at

a constant volume flow rate. Figure 3.6 shows pure ethanol droplets exhibited quasi-steady

combustion for over 20 sec, much longer than that for nonfed droplets in cases I and II (which

burned for 1.5–1.8 sec).

Figure 3.6: Burning sequences from visible and OH* chemiluminescence imaging of continuously
fed droplets of neat ethanol with simultaneous visible (top) and OH* chemiluminescence (bottom)
imaging (case III).
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Additionally, Figure 3.7 shows the droplet diameter and OH* chemiluminescence intensity

and flame standoff distance are effectively constant over time. In this plot, the two images

represent the droplet at the beginning and end of the data shown. Pure ethanol exhibits

quasi-steady combustion for approximately 20 seconds which is significantly more than that

for non-fed droplets (1-2 sec.). For case III, the average burning rate constant is 0.80 [mm2/s]

with a 98 percent confidence interval of ± 0.024. Similarly, to case II the average droplet

diameter (1.6 mm) is larger than case I, but of course here the droplet does not recede

in shape but maintains the same shape over time. The maintenance of the droplet size,

in addition to potential internal recirculation within the droplet, are likely reasons for this

larger burning rate constant K as compared with values for Case II, the capillary-suspended

droplet without fuel feeding. The plot in Figure 3.6 also describes flame characteristics: the

variation of the normalized δf and OH* chemiluminescent intensity are plotted in blue and

red respectively. Both parameters are nearly constant for the duration of the experiment,

further confirming the quasi-steadiness aspect of these experiments.

Figure 3.7: Normalized droplet diameter (black), OH* chemiluminescence intensity (red), and δf
(blue). Additionally an initial (left) and final (right) image of the droplet are show in the plot.
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3.1.4 Summary

To summarize the baseline results for the burning ethanol droplets without nano particulates,

table 3.1 lists average values for K as calculated from the slope of the (d2/d0)
2 plots for cases

I and II, and for case III equation 2.4 is used. While there were some differences among

the different methods and results in terms of average K values, due in general to altered

droplet sizes over time and different suspension diameters between the fiber and capillary,

current K values are in good agreement with established values (0.82 [mm2/s] [13], 0.80 ±

0.05 [mm2/s] [41]).

Case I Case II Case III

Kavg[mm
2/s] 0.81 0.74 0.80

Kmin[mm2/s] 0.79 0.72 0.75

Kmax[mm2/s] 0.82 0.77 0.84

confidence interval (±) 0.002 0.013 0.024

deqvs,avg [mm] 1.3 1.5 1.89

# of tests 50 12 24

Table 3.1: Summary of the burning rate constants for neat fuel.

Case I data for the nonfed, fiber-suspended droplet produced slightly higher K values

than for the nonfed, capillary-suspended droplet (case II). This was likely related to the fact

that the effective droplet surface area exposed to hot gases was reduced for the capillary-

suspended droplets as compared with the fiber-suspended droplets but with the same effec-

tive volume and thus effective diameter of a sphere. For the neat fuel in case III, the average

K value was 0.80 [mm2/s], in contrast to K = 0.74 [mm2/s] for case II in the absence of

continuous fuel delivery. Internal droplet recirculation, which is known to increase evapora-

tive rates [18], was occasionally visible in imaging of fed droplets and could have been the

reason for this systematic increase in K for case III.
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3.2 Nanofuels

Next, the effects of adding energetic nAl and inert nSiO2 particles to liquid ethanol will be

explored. The mixture loading concentrations varied from 1-6wt% for nAl and 1-3wt% for

nSiO2. For case II, nSiO2 was not tested since the method itself was designed to understand

the effect of the diameter of the suspension capillary as compared with the quartz fiber, and

this understanding was accomplished using neat ethanol. Comparisons to established values

by others, obtained via fiber-suspended droplet experiments, are made for mixtures of 1wt%

nAl in ethanol.

3.2.1 Case I: Droplet suspended from a quartz fiber

In this section we explore the classic burning droplet suspended from a fiber, starting with

the lowest particulate concentration. Figure 3.8 illustrates simultaneous visible and OH*

chemiluminescence images for 3 separate tests at three different loading concentrations of

nAl, 1 wt%, 3 wt%, and 5 wt%, shown in Figures 3.8a, 3.8b, and 3.8c, respectively. Similar

to neat fuel droplets, the diameter deceases systematically as the fuel evaporates, but as the

combustion approached completion, burning particles were visible, likely due to the occur-

rence of particle ejections from the droplet as well as from the fiber, with possible passage

through the flame zone, in some cases. With increasing concentration, of nAl the particle

ejection/ignition appears to occur earlier and more frequently because of particle accumu-

lation and agglomeration within the droplet. In Figure 3.8.b large aggregates of particles

were found, at time 0.6233 [mm2/s], near the top of the droplet surface and adjacent to the

fiber; these particles then ignite after they travel across the flame as seen in the following

image. Additionally, there is some residue of nAl left on the fiber after combustion is com-

plete, consisting potentially of reacted as well as of unreacted particles as seen in Figure 3.8.c.
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Figure 3.8: Simultaneous visible and OH* chemiluminescence images depicting the droplet regres-
sion for a mixtures of a) 1 wt%, b) 3 wt%, & c) 6 wt% nAl (case I).

As shown in Figure 3.9, the evolution of the normalized square of the droplet diameter

follows the classical d squared law. Systematically larger slopes with the addition of nAl were

observed when compared with that for pure ethanol, corresponding to a slight increase in K.

For higher loading concentrations (4-6 wt%), the droplet regression experiences a deviation
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from the d2 law due to the distortion of the droplet, for example, as shown in Figure 3.8.c.

However, only the middle 80% of the data are used to calculate K, therefore this deviation,

which likely has a higher burning rate, is excluded. It is important to note that during

this portion of the test, the mixture concentration of the droplet is much higher than the

original quantity because of the accumulation and agglomeration of the nanoparticles. For

these experiments, the increase in K with increasing nAl concentration was measurable, on

the order of 8.5% as one increases concentration from 1 wt% to 6 wt%. These values will be

compared to the other droplet formation methods later on.

Figure 3.10 has two plots; on the right normalized flame standoff distance (normalized

by the time-variable droplet diameter) and on the left normalized intensity. For the standoff

distance there is a large amount of overlap amongst the data points, giving no particular trend

with respect to increasing nAl concentration. Nonetheless, the trend of increasing standoff

distance with time remains as noted for neat fuel. In terms of OH* chemiluminescence

intensity, the higher loading concentrations have a slightly more negative slope than neat

fuel does in the second half of the droplet lifetime.

Figure 3.9: Normalized droplet diameter regression as a function of time for various nAl concen-
trations, ranging from 1-6 wt% (case I). One representative neat fuel case is show in red.
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Figure 3.10: Evolution of the normalized a) chemiluminescence intensity and b) flame standoff
distance for nanofuels containing nAl.

Next results for the addition of inert nSiO2 and agglomerate will be presented. For these

mixtures only 1-3wt% was used because of the large amount of the particle build up. Figure

3.11 has simultaneous visible and OH* chemiluminescence images for concentrations of 1wt%

and 3wt%. Similar to the nAl cases agglomerates can be seen ejecting from the droplet/fiber,

but they do not ignite as the particles cross the flame zone due to its higher melting and

ignition temperature. The nSiO2 residues left on the fiber did not melt or burn at burnout

of the droplet, which is quite different from the observations in the presence of nAl. At the

higher loading concentrations, nSiO2 residual forms a shell-like structure which can be seen

in Figure 3.11.b at time 1.2873 sec. Once the shell is formed the liquid fuel continues to burn

adjacent to the nSiO2 shell, but the visible region in which liquid fuel exists does not change

size anymore, which provides evidence that shell is porous so that fuel can diffuse through

it. In fact, this structure deforms the droplet from its initially symmetric elliptical shape so

that it is no longer axisymmetric and follows the d2 law. This can be seen in the (d/d0)
2

vs t/d20, Figure 3.12. Burning ethanol droplets with 1 and 2 wt% nSiO2 exhibit similar

behavior to the nAl-laden droplets, while 3 wt% nSiO2-ethanol droplet shows a flattening

of the d squared plot, reflecting a constant droplet size which produces a reduction in the K

48



value at about 50% of the burning time when the severe droplet deformation occurs.

Figure 3.11: Simultaneous visible and OH* chemiluminescence images depicting the droplet regres-
sion for mixtures of a) 1 wt% & b) 3 wt% nSiO2 (case I).

Figure 3.13 shows trends in flame standoff distance and evolution in chemiluminescence

intensity over time. Normalized intensity profiles indicate that the addition of nSiO2 have

a faster decay after the initial burning of the droplet, similar to that seen for nAl addi-

tives.There is also a non-systematic reduction in intensity with increasing concentrations of

nSiO2, as observed for nAl, but the addition of the particles appears to indicate some level of

increase in depletion of oxygen. The standoff distance shows the same tends as that of neat

fuel and ethanol with nAl. Overall, however, the visible reduction in the slope of the lines
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in Figure 3.12 with increasing nSiO2 concentration in the early stages is not as significant

as for nAl, as will be discussed below.

Figure 3.12: Normalized droplet diameter regression for nSiO2 concentrations of 1-3 wt% (case I).
One representative neat fuel case is show in red.
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Figure 3.13: Evolution of the normalized a) chemiluminescence intensity and b) flame distance for
nanofuels containing nSiO2.
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3.2.2 Case II: Droplet suspended from a quartz capillary

Experiments for burning ethanol droplets suspended at the end of the quartz capillary but

without continuous fuel delivery were performed for various concentrations of nAl, as in case

I, to enable study of the effects of a larger diameter suspension device (with an outer diameter

of 0.64 mm, vs. the quartz fiber diameter of 0.24 mm). When nano Aluminum additives are

introduced to capillary suspended ethanol droplets the burning rates similar trends to case

I were found. Figure 3.14 shows the variation in the normalized droplet diameter squared

as a function of scaled time for the neat fuel and for fuel with 1, 2, 3 and 4 wt.% nAl as

examples. Droplets suspended from the capillaries exhibited the same trends in the decay in

diameter as in case I in that the evolution of the droplet diameter followed the d2 law prior

to initiation of particle expulsion. Overall, the (d/d0)
2 trends are consistent with previous

case with the addition of nAl, higher loading concentrations have steeper slopes.

Figure 3.14: Normalized droplet diameter regression for nAl concentrations of 2, 4, 6 wt% (case
II). One representative neat fuel case is show in red.
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3.2.3 Case III: Continuously fed droplet via a quartz capillary

Combustion processes for fed droplets without and with inclusion of nAl and nSiO2 additives

are shown in Figures 3.6, 3.15, & 3.16. For continuously fed droplets with additives, two

distinct stages of the burning process were identified: (1) one with quasi-steady combustion

and a relatively unchanged effective droplet diameter, and (2) a stage with clearly unsteady

combustion processes and a decay in droplet size due to jet/ligament ejection, causing droplet

deformation. As shown in Figure 3.15.a, at 1 wt.% nAl, there was a downward jetting of

fluid from the bottom of the droplet which first occurred at a scaled time (t/d 2) of 4.4201

s/mm2, followed by the appearance of distinct particle combustion near the ethanol envelope

flame, which continued in time. The initiation of distinct burning particle agglomerates led

to transient behavior such as droplet distortion and a reduction in effective droplet diameter.

The presence of jetting transported nAl particles from the liquid into the flame zone. The

associated reduction in droplet size would effectively increase the burning rate constant

determined at a fixed volume flow rate. For high concentrations of nAl, jetting caused

droplet–flame instabilities to be initiated sooner, more severely, and more frequently than

for lower concentrations. As indicated in Figure 3.15.c, for example, OH* chemiluminescence

images with 5 wt.% nAl show that the expulsion of particles and liquid ligaments from the

droplet significantly perturbed the diffusion flame. At burnout, a large degree of particle

residue was built up outside of the capillary for both nAl and nSiO2 laden droplets.

For nSiO2 additives, a concentration of 1 wt.% did not significantly alter the flame or

droplet dynamics, as depicted in Figure 3.16.a. But in Figure 3.16.b, for 3 wt.% nSiO2,

formation of droplet ligaments as well as severe droplet deformation were apparent. Here,

the particles were found to accumulate in the upper part of the droplet during combustion

and formed rigid, porous structures within and at the surface of the droplet over the burning

period of several seconds.
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Figure 3.15: Simultaneous visible and OH* chemiluminescence images depicting the droplet regres-
sion for a mixtures of a) 1, b) 3, & c) 6 wt% nAl (case III).
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Figure 3.16: Simultaneous visible and OH* chemiluminescence images depicting the droplet regres-
sion for a mixtures of a) 1 & b)3 wt% nSiO2 (case III).

Figure 3.17 and 3.18 shows the variation of the square of droplet diameter plotted as

a function of scaled time for the continuously fed droplet with various concentrations of

nAl and nSiO2. In Figure 3.17, droplets with nAl showed quasi-steady combustion, that

is, an approximately constant droplet diameter, for approximately 5–15 sec., depending on

the concentration. After this, the droplet experienced swelling and shrinking cycles noted

above, followed by an overall decrease in the effective droplet diameter as determined via

backlit visible imaging. In contrast, for droplets with 1 and 2 wt.% nSiO2 as in Figure 3.18,

the droplet diameter remained nearly constant, with quasi-steady combustion for about 20
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sec. without exhibiting significant droplet deformation or diameter alteration. But at 3

wt.% nSiO2, abrupt changes in the diameter due to fuel jetting and other phenomena were

observed, as shown in the images in Figure 3.18. Based on these later stage alterations in the

droplet shape for higher loading concentrations of nAl and nSiO2, the burning rate constants

were extracted for case III using Eqn. 2.4 applied during the quasi-steady combustion period

only, when the droplet itself was more likely to be symmetrical about the suspension rod or

capillary.

Figure 3.17: Normalized diameter vs time profiles for continuously fed nAl laden droplets (case
III).

Figure 3.18: Normalized diameter vs time profiles for continuously fed nSiO2 laden droplets (case
III).
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3.2.4 Summary

The resulting values of burning rate constant K for all the nanofuel concentrations and for

the three different experimental procedures are summarized in figure 3.19 and 3.20 for nAl

and nSiO2, respectively. Lower concentrations of nAl (below 3 wt %) only appeared to

increase K slightly for all three cases. But in the case of continuously fed burning droplets,

higher concentrations of nAl, at or above 3 wt%, were observed to improve K by up to

13%, depending on the nAl concentration. Continuous feeding maintains the droplet at an

effectively constant size, and the internal circulation created by feeding appears to delay the

agglomeration of particulates seen in non-fed burning droplets while simultaneously enabling

the nAl addition to contribute to increases in burning rates.

Figure 3.19: Effect of nAl additives on K with varying concentration for three different fuel delivery
methods.

Figure 3.20 summarizes the burning rate of ethanol plus nSiO2. In case I (nSiO2), the

highest enhancement of 2.5% was achieved at 2.0 wt% and there was no further increase

in K at 3.0 wt%. Case III at 1 wt.% nSiO2 increased the burning rate constant by 5%,

whereas 2 wt% and 3 wt% did not show any enhancement in K when compared with the
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baseline. The relatively small increases in burning rate constants with increasing loading

concentration, even for nSiO2, are consistent with separate modeling study results [32]. But

increases in burning rate constant, especially with higher loading concentrations, are greater

for the energetic nAl additives than for inert nSiO2 additives.

Figure 3.20: Effect of nSiO2 additives on K with varying concentration for three different fuel
delivery methods.

3.3 TEM Imaging

Figure 3.21 shows TEM images of nAl before and after combustion when dispersed in ethanol

droplets, which can assist in interpreting the previous results. Transmission electron mi-

croscopy (TEM T12 quick cryoEM) is used to determine the microscopic morphology of nAl

and their aggregates after combustion, and this imaging was performed by Dr. Hyung Sim,

a postdoctoral researcher in the UCLA Energy and Propulsion Research Laboratory. The

TEM image of the as-received nAl had a particle size range from a few tens of nanometers to

about 100 nm as well as an oxide shell (2-5 nm) on the Al core in many cases; the advertised

diameter of the nAl was 80 nm. Compared with the unreacted particles, the irregular shapes
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of the reacted particles in the residue were found as clusters in the TEM images, suggesting

that the oxide shell may have ruptured and that at least some of the Al core was oxidized

during the combustion of the droplets. Large agglomerates of unreacted and/or partially re-

acted particles were also observed in the residue. There were no significant differences among

the reacted residue resulting from the three different experimental methods for performing

these experiments. Separate scanning electron microscope (SEM) imaging conducted by

Dr. Sim will enable both surface topography and elemental analysis (via Energy Dispersive

Spectroscopy or EDS) to be performed for these various samples.

Figure 3.21: TEM images of the nAl residue from different experimental conditions.

3.4 Flame Temperature Analysis

In addition to measuring the droplet temperature, a theoretical analysis of the adiabatic

flame temperature for mixtures was calculated using the NASA Chemical Equilibrium with

Applications (CEA) [96] online program. Both mixtures of bulk aluminum and silica with

ethanol were explored up to 6 wt%. It is assumed that the bulk material and ethanol burn

simultaneously, at constant pressure (1 atm) and an initial temperature of 300 K. At an

equivalence ratio of unity, most relevant to the diffusion flame in this study (φ = 1), the

addition of 6 wt% nAl increases the flame temperature by approximately 55 K from 2195
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K to 2250 K, while the addition of 6wt% nSiO2 does not change the flame temperature,

2187 K, with respect to the neat fuel case. If in fact some of the aluminum core of the

nanoparticles burn in the vapor phase, per the Glassman criterion, this could cause an

increase in the nanofuel droplet flame temperature. Therefore, driving the surface of the

droplet to evaporate faster.

3.5 Droplet Temperature Measurements

The droplet temperature was measured for neat fuel, nAl + ethanol, and nSiO2 + ethanol,

explain some of the differences observed in burning rate constant K and other features of the

combustion process. A history of droplet temperature was measured by forming a droplet

on a thermocouple bead during droplet combustion; this method was used to replicate the

conditions of case I. From table A.6 the boiling temperature of ethanol is 351 K, and it is

expected that the droplet remains below this temperature during quasi-steady combustion in

order to sustain a liquid droplet. Figure 3.22 depicts the results, where in the four tests shown

the droplet temperature reaches a temperature of approximately 343 K at the 2-4 seconds

range. This corresponds to the quasi-steady combustion of the droplet. The later part of the

temperature, where the temperature spikes and then drops profile is not accurate because

when the droplet becomes small the TC junction may be exposed to the flame before the

droplet has fully evaporated. The addition of nanoparticles did not change the temperature

of the droplet substantially, which tells us that the boiling temperature is not altered to any

significant degree with the addition of low concentrations (1-6wt%) of nanoparticles. Table

3.2 has the summary of droplet temperatures during the quasi-steady combustion portion of

the droplet lifetime; a minimum of three tests were used to obtain the average.
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Figure 3.22: Temperature evolution of the droplet suspended from thermocouple bead for various
droplet conditions (neat fuel, nAl at 3 wt% and 5 wt%, and nSiO2 at 3 wt% concentration). Dashed
line represents the boiling temperature of pure ethanol.

neat fuel 1 wt% nAl 3 wt% nAl 5 wt% nAl 3 wt% nSiO2

Temperature [K] 345.89 344.59 343.70 343.01 343.51

Table 3.2: Average droplet temperature for quasi-steady portion of droplet lifetime.

3.6 Theoretical Burning Rate Comparison

This section is take from recently published paper [32]. Figure 3.23 summarizes the effects of

particle loading concentration, particle type, and droplet forming methods on the average K

values from experimental measurements, and these results are also compared with theoretical

calculations. Data were normalized by the average baseline burning rate constant without

additives, Knoadditive. The average K for 1 wt.% nAl in the present fiber-suspended droplet

experiments (case I) agrees well with the value of K for the same conditions and methods

in the experimental studies by Pfeil et al. [41]. For case I experiments, the addition of nAl

60



systematically increased K by up to 8.5% with increasing loading concentration; in contrast,

inclusion of nSiO2 produced a maximum enhancement in K of 2.5%, achieved at 2.0 wt.%

nSiO2, with no further increase in K at 3.0 wt.% nSiO2. For other nonfed experiments, as in

case II, K was observed to increase by as much as 7.4% at 4 wt.% nAl relative to the baseline.

At 5 and 6 wt.% nAl, there was no further increase in K values, likely due to formation of

aggregates that appeared to influence the structure of the droplet to a greater degree than

for the fiber-suspended droplets in case I. It should be noted that for nAl additives, there

seems to exist a critical concentration for maximized K values, at loading concentrations

around 4–5 wt.%, above which a reduction in K was observed. Per imaging results, this was

likely due to the formation of aggregates, especially in the vicinity of the droplet surface,

which could suppress evaporation, as noted in other studies [28].

Figure 3.23: Comparison of K values for theoretical calculations and experimental measurements
(from cases I to III) for burning nAl and nSiO2 laden ethanol droplets at various particle concen-
trations.
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Figure 3.23 indicates that fed droplets (case III) with nAl exhibited the same trends

as the nonfed droplets in the sense that K systematically increased, by up to 13.6%, with

increasing nAl concentrations. Larger values of K in fed droplets with NPs could possibly

be attributed to enhanced internal circulation within the droplet during fuel delivery, with

a documented delay in particulate agglomeration and aggregation which could have enabled

energetic NPs to have a greater influence on the liquid droplet. In contrast, while Figure

11 shows that the inclusion of 1 wt.% nSiO2 raised the burning rate constant by 5%, the

addition of 2 and 3 wt.% nSiO2 did not show any enhancement in K compared with the

baseline. For increasing concentrations of nSiO2 in ethanol, the increasingly prominent

residual shell structure within and adjacent to the droplet surface appeared to reduce the

effective vaporization of ethanol, especially at later times.

The theoretical (predicted) burning rate constant K0 for nonfed burning ethanol droplets

with nAl and nSiO2 additives compared reasonably well with experimental measurements, as

indicated in Figure 3.23. For a pure ethanol droplet, K0 was found to be approximately 0.74

mm2/s, in reasonably good agreement with the current experimental measurements. The

simple combustion model showed that inclusion of nAl particulates could increase the burning

rate constant by up to 13.3% with increasing loading concentration but that the addition of

nSiO2 would produce a predicted maximum enhancement in K of 7.2% (associated with 6

wt.% nSiO2, which was not possible to sustain in the present experiments). This theoretical

approach suggested that both nAl and nSiO2 could enhance thermal properties, resulting in

higher vaporization rates relative to the neat fuel during combustion. But compared to inert

nSiO2, the energetic nAl produced an increased flame temperature and heat of combustion.

Yet even nSiO2 additives at low concentrations produced increases in K0, comparable to

those observed in experiments for nonfed droplets; changes in thermal conductivity appeared

to be the primary reason for the increases in K.
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CHAPTER 4

Reacting Jets: Experimental Setup and Methods

4.1 Facility

The present studies were performed using a newly designed fundamental atmospheric com-

bustion facility at the Air Force Research Laboratory (AFRL/RQR) located at Edwards Air

Force base. This facility was designed to study turbulent gaseous non-premixed (diffusion)

flames generated by a variable exit burner with different geometries. It is equipped with

a high-pressure supply line of ambient temperature nitrogen, air, oxygen, and methane. A

chamber to house the jet and acoustic field sits above the burner.

Experiments were performed to explore the behavior of reacting methane jets in the pres-

ence of an acoustic field under normal atmospheric conditions. In the following subsections, a

description of the acoustic chamber, gas burner, and flow system will be given. An overview

of the acoustics field generation and image visualization techniques are then discussed. Next,

the analysis used on the recorded high-speed images is presented. Finally, the experimental

errors and their propagation to the measured quantities are discussed.

4.1.1 Acoustic Waveguide

A schematic of the experimental facility is shown in Figure 4.1. The acoustic waveguide

sits on top of an optical table and is elevated 76.2 mm with four stands. The waveguide

is fabricated from 6.35 mm (1/4 in.) and 12.7 mm (1/2 in.) thick aluminum sheets. The

walls were made of sectional pieces of aluminum sheets so that the length could be modified
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to change acoustic resonances. For this study only one configuration was used; the inner

dimensions of the waveguide were 914.4 mm x 355.6 mm x 108.0 mm. Inside two horizontal

baffles (not shown) were placed in the center of the channel to suppress vertical acoustic

modes. These baffles are made of aluminum having dimensions of 254 mm x 104.8 mm x

3.2 mm (see Figure B.3). The burner, to be described in a later section, is located at the

geometric center of the acoustic channel. The general acoustic waveguide design is motivated

by the facility designed and used by O’Connor [98], and also bears similarities to the acoustic

waveguide/reactive flow configuration used at UCLA for both liquid droplet and gaseous fuel

jet experiments.

Figure 4.1: CAD assembly illustrating details of the acoustic channel and burner.

Various access points were incorporated into the design of the waveguide to accommodate

data acquisition and an exhaust exit. Optical access is made possible through multiple quartz

windows used for imaging and laser entry. Two large rectangular (165.1 mm x 279.4 mm x

6.35 mm) quartz windows give imaging access to the reacting jet. For pressure measurements,

two rows of pressure transducer ports are located at heights of 6.35 mm and 152.4 mm in

reference to the bottom floor. An exhaust port with a diameter of 88.9 mm is positioned

concentrically above the burner exit. The acoustic drivers (speakers) were threaded directly
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to the side walls. Threaded through holes for the speakers were machined symmetrically

on both ends of the waveguide (4 on each end); the exact location of these holes is 88.9

mm from the top/bottom edge and 50.8 mm inside from the channel ends. One ignition

port with diameter of 25.4 mm is located on the back side of the channel near the bottom

wall. Lastly, nitrogen purges introduced near the acoustic drivers push the gases inside the

channel toward the exhaust port to protect the drivers and to force variations in the speed of

sound caused by the presence of the flame to remain located near the center of the channel.

Appendix B includes a technical drawing of the acoustic waveguide.

4.1.2 Waveguide Characterization

The waveguide was designed to produce one-dimensional transverse acoustic waves but de-

partures from this ideal exist due to the presence of the exhaust port and the burner volume.

Initially the length of the channel was chosen based on resonance frequencies in a rectangular

cavity with rigid boundaries,

fa = c

√(
nx

2Lx

)2

+

(
ny

2Ly

)2

+

(
nz

2Lz

)2

, (4.1)

where fa relates to the waveguide dimensions, Lx,y,z , integers nx,y,z, and the ambient speed of

sound c. To create an acoustically resonant condition with maximum pressure perturbations,

then the frequency must correspond to one of the frequencies in Eqn. 4.1 [99]. The reference

coordinate system used for this analysis is as follows; Lx represents the length (transverse)

direction, Ly represents the height, and Lz is the width of the waveguide. The goal of this

study was to apply transverse forcing therefore both ny and nz are set to zero to find the

theoretical acoustic frequency fa,th and wavelength λth. Equation 4.1 simply becomes

fa =
cnx

2Lx

, (4.2)

where n odd integers correspond to the pressure node (PN) resonances (e.g. n = 1, 3, 5 etc.)

and even integers correspond to the pressure anti-node (PAN) resonances (e.g. n = 2, 4, 6

etc.).
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The length of the waveguide took into consideration the frequency range of the speakers

and the physical space in the facility. With a length of 27.94 cm, the possible resonant fre-

quencies (refer to table 4.1) were within the frequency range of the speakers (Galls SK144),

which was reported by the manufacture to be 200-5,000 Hz. See Figure B.4 for manufac-

turer’s published frequency response for each speaker. Just as important, the flow field

could still be considered acoustically compact (where the characteristic length scale of the

flow is significantly lower than that of the acoustic wavelength). Here the compactness is in

reference to the transverse direction in which the acoustics were applied and the propellant

injection diameters. See the third and fourth columns of table 4.1 for the detailed frequencies

that are theoretically achievable in the transverse direction.

Table 4.1: Theoretical and experimental resonant frequencies and wavelengths.

Transverse Waveguide Resonance (ny,z = 0)
1D Theoretical 3D COMSOL Experimental

nx Lx fa,th [Hz] λth [cm] fa,comsol [Hz] λcomsol fa,exp [Hz] λexp [cm]
1 .9144 188 1.83 189 1.8 - -
2 .9144 375 0.91 363 0.94 375 0.92
3 .9144 563 0.61 567 0.60 571 0.60
4 .9144 750 0.46 750 0.46 775 0.44
5 .9144 938 0.37 941 0.36 942 0.36
6 .9144 1125 0.30 1116 0.31 1150 0.30
7 .9144 1313 0.26 1318 0.26 1314 0.26
8 .9144 1500 0.23 - - - -
9 .9144 1688 0.20 1693 0.20 - -
10 .9144 1876 0.18 - - - -
11 .9144 2063 0.17 2066 0.17 - -

In order to investigate three dimensional effects and departure from the theoretical one

dimensional frequencies a simulation of the waveguide was performed using COMSOL Mul-

tiphyics, a finite element solver. First the CAD model was imported into the software (see

4.2.a). Features such as propellant tubes, burner volume, exhaust port, and baffles were

included in the model. The acoustic mode shapes of the geometry are solved using the

Helmholtz equation in the frequency domain. The boundary conditions were all selected to
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be hard wall boundaries. The exit port is represented by using a closed pipe with the same

diameter and with an effective finite length to best represent an open flange port [99]. The

(gas) used was nitrogen at standard temperature and pressure. Examples of the first two

modes of the standing acoustic waves from this type of simulation are given in Figure 4.2b

and 4.2c for the first pressure node condition (n = 3, frequency 567 Hz) and first pressure

anti-node condition (n = 2, frequency 363 Hz), per table 4.1. See table 4.1 for other trans-

verse modes found in this simulation.

(a)

(b)
(c)

Figure 4.2: Comsol Multiphysics acoustic simulation of (a) combustion geometry, (b) amplitude of
pressure fluctuations is shown for n3 at frequency 567Hz, and (c) amplitude of pressure fluctuations
is shown for n2 at frequency 363Hz

To complete the characterization of the acoustic waveguide an experimental frequency

analysis was performed without the presence of a reacting jet. First it is established that two

different types of transverse standing wave modes can be established inside the waveguide,
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pressure anti-node (PAN) phase or a pressure node (PN) phase. When the speakers on both

ends of the channel are operated in phase (φ = 0◦), standing acoustic waves with a pressure

anti-node (PAN) and corresponding velocity node (VN) at the center where the burner is

located. Conversely, when the speakers on one end are operated out of phase (φ = 180)

with respect to the opposite end, standing acoustic waves with a pressure node (PN) and

corresponding velocity anti-node (VAN) are established at the burner exit.

Using five Kulite (XCS-093-10D) miniature differential pressure transducers embedded

at several locations along the waveguide, acoustically resonant conditions can be identified

for both PAN and PN conditions at the center of the chamber. A frequency sweep over a

duration of 236 seconds was used to ramp the oscillation frequency from 100 Hz to 1500

Hz while acquiring data at a rate of 50 kHz. A constant voltage (3 V) was applied to each

speaker during this sweep. First the speakers were operated in phase to acquire frequency

sweep results for a PAN. Figure 4.3 shows the results of the sweep in terms of a Fast Fourier

Transfer (FFT) of a pressure transducer, place at the center location, to qualitatively and

quantitatively show the frequencies that produced the highest amplitudes with the common

input voltage, these frequencies are taken as the resonant modes of the acoustic waveguide.

For PAN conditions at the center of the chamber, significant amplitudes can be achieved

near the first even values of the transverse modes (nx = 2, 4, 6 ) with values of 375 Hz,

775 Hz, and 1150 Hz. Similarly, a sweep was performed for out-of-phase speaker operation

(PN), and FFT spectral results for data from two pressure transducers located 63.5 mm

on both sides of the center location can be seen in Figure 4.4. For PN conditions at the

center of the chamber, significant amplitudes can be achieved near the first even values of

the transverse modes (nx = 3, 5, 7 ) with values of 571 Hz, 942 Hz, and 1314 Hz. Similar

results for a pressure transducer placed at the center location are located in Figure B.7.

Given that this is a pressure node, there is no significant spectral content. See the last two

columns of table 4.1 for the transverse modes found experimentally. There was reasonable

consistency between these experimental measurements and both 1D theoretical estimates
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and COMSOL-based 3D estimates.
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Figure 4.3: Frequency sweep with speakers operated in-phase (0◦) and a PAN occurring at the
center of the waveguide. A FFT of a pressure transducer located at center of the waveguide at
6.35mm from the floor (bottom row). Resonant frequencies are shown to occur near 375 Hz, 775
Hz, and 1150 Hz.
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Figure 4.4: Frequency sweep with speakers operated out-of-phase (180◦) and a PN occurring at
the center of the waveguide. A FFT of two pressure transducer located 63.5mm to the left and
right with reference to the center (6.35mm from the floor or bottom row). Resonant frequencies
are shown to occur near 571 Hz, 942 Hz, and 1314 Hz.
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To ensure the acoustics were in fact nearly one-dimensional standing waves at the noted

phases, the waves were characterized by positioning five pressure transducers in the channel.

Two transducers were positioned to the right of the jet exit on the upper and lower PT rows

of the channel, two transducers were positioned to the left of the jet exit on the upper and

lower PT rows, and one transducer was positioned at the jet exit on the bottom row. The

wave forms from the five transducers were then examined to confirm their phase and standing

nature. Two examples of typical pressure traces are shown in Figure 4.5. It may be confirmed

that all wave forms were sinusoidal. For the PN case (Figure 4.5 a) the left and right pressure

transducers were placed at the nearest PAN, assuming uniform channel conditions, 12.7 cm

from the center. The side pressures are out-out-of-phase and of equal amplitudes as expected.

For the PAN case (Figure 4.5 b), the left and right pressure transducers were located nearer

to the center at 6.35 cm, too close to be at an anti-node. The side pressures were in-phase,

lower in amplitude than the peak at the center, and yet at an appropriate amplitude given

the locations of the transducers. Similar analyses were performed for all the frequencies

above to confirm PN or PAN status for all conditions.

Figure 4.5: Local Pressure transducer measurements, producing a wave form analysis for (a) pres-
sure node at 1314 Hz and (b) pressure anti-node at 1150Hz

70



Final resonant frequencies for reacting experiments were selected based on several fac-

tors such as speaker frequency range, mode mixing, and variability of the acoustics in the

presences of a flame. Mode mixing refers to a transverse resonance that coincides with a

vertical resonance and therefore both modes can interact inside the waveguide. For PN

nx = 1 (ny,z = 0), 189Hz, was not used because it was out of the frequency range of the

speakers. Additionally, nx = 5 (ny,z = 0), 942Hz, was also not used because of its proximity

to ny = 2 (nx,z = 0) which is estimated to be 964Hz using Eqn. 4.2. Similarly, nx = 9

(ny,z = 0), 1688Hz, was not used because of its proximity to nz = 1 (nx,y = 0). For the

PAN the first three modes,nx = 2, 4, 6, were used without mode mixing. It is important to

note that second PAN mode did have a resonance that coincided with the resonance of the

center burner tube, this can be seen from the COMSOL results in Figure B.9. Lastly, the

final frequencies used to apply forcing to the reacting jet were 360 Hz, 775 Hz, and 1150

Hz for the PAN. For the PN the frequencies were 581Hz, 1348Hz, and 2065Hz. The slight

changes at some of the frequencies were modified because of experimental findings comes

from adjusting the frequency once the flame was present inside the channel.

4.2 Burner Configuration

The burner system, which could be operated as a single burner with co-flow or a coaxial

burner with co-flow consisted of two alternative configurations. Configuration 1 was for

a single jet (see Figure 4.6), with a center round tube (inner diameter, D1,i = 4.0 mm,

post thickness Tp1 = 0.36 mm) surrounded by a minimum velocity co-flow section (outer

diameter, D3,i = 88.9 mm) to shield the jet from outside entertainment and suppress re-

circulation. Configuration 2 is a coaxial jet (see Figure 4.7), with a center round tube

(inner diameter, D1,i = 4.0 mm, post thickness Tp1 = 0.36 mm) and an annular tube

(outer diameter, D2,i = 11.23 mm, post thickness Tp2 = 0.36 mm) which are surrounded by

the same co-flow section (outer diameter, D3,i = 88.9 mm). The two concentric tubes are

circular in cross-section and were designed to have fully developed turbulent flow at the exit
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(L1 = 305 mm L2 = 254 mm), using L/D = 4.4Re1/6 [100]. The Reynolds numbers (Re)

referred to in this study corresponds to the methane jet in the center and is based on the tube

exit diameter (D1,i), bulk velocity based on mass flowrate, and fluid properties (density and

dynamic viscosity) of methane calculated at chamber conditions (atmospheric). The length

of the co-flow section in the axial direction is 200 mm, where the metal spheres take up 80.15

mm of the space. In addition, the honeycomb has a diameter of 88.0 mm and is 25.4 mm

thick, with a cell to thickness ratio of 8:1. The co-flow is injected such that its velocities lie

in the range 0.5-1 m/s. The co-flow consists of either nitrogen or a mixture of nitrogen and

oxygen. Both flows are controlled by choked flow conditions upstream of the burner using

sonic orifices which provide a constant mass flowrate and well-defined flow and acoustic

boundary conditions. Two sets of experiments were conducted, one with configuration 1

and the other with configuration 2. The only difference between the two configuration is

the addition of the annular tube with diameter D2 and the flow of oxidizer gas through that

annular region whose velocity could be varied.

Figure 4.6: Schematic of the burner as a Single Jet with co-flow, configuration 1.
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Figure 4.7: Schematic of burner as a Coaxial Jet with co-flow, configuration 2.

In order to understand the acoustics for the burner system itself, a simple one-dimensional

analysis was used to calculate the natural resonances of the center tube, annular tube, and

co-flow volume. First, the resonance of the center tube will be examined. For this analysis,

the equation for a pipe that is open on both ends is used, f = nc
2L

, n takes integers values,

L is the length of the tube (0.295m), and c = 450 m/s for the speed of sound of methane

at ambient temperature. Only the fundamental mode, 2nd harmonic, and 3rd harmonic are

near the frequencies of interest in the acoustic waveguide. Those values are as follows: 763

Hz, 1,526 Hz, and 2,298 Hz. Comparing them to Table 4.1, only the first frequencies is near

a transverse mode of the waveguide which was the second PAN frequencies of 775 Hz. This

result is confirmed by the COMSOL simulation which did in fact show coupling between

waveguide and the burner, shown in Figure B.9. For the coaxial jet where an annular tube
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was used, a similar calculation to the center tube can be done but in this case L = 0.227 m

and the gas is estimated to be air with c = 343 m/s. The calculation gives frequencies of 861

Hz, 1,722 Hz, and 2,584 Hz for the first three modes. In this case all of the natural burner

frequencies were at least 100 Hz away from any of the chamber forcing frequencies used in

this study. Lastly, the cavity between the metal spheres and honeycomb in the co-flow, and

to some extent the metal spheres and honeycomb volumes as well, can act as a resonator if

the right conditions are established. Assuming no acoustic resistance in the honeycomb and

that the resistance of the metal spheres is large enough for the spheres to be treated as a

hard boundary, the 1D resonances modes of this cavity can be roughly estimated using the

formula, f = nc
4L

, where n are odd integers, L is the distance from the metal spheres to the

honeycomb exit, and c = 343 m/s is the speed of sound of air at ambient temperature. This

gives the first three longitudinal resonant frequencies as 884 Hz, 2,651 Hz, and 4,419 Hz.

Similar to the annular tube only the first resonance is near the forcing frequencies, but still

more than 100 Hz away. Therefore, only the 763 Hz resonance in the center tube coincided

with one of the transverse modes of the acoustic waveguide, namely PAN 775 Hz.

4.3 Flow System

For this experiment a new flow system was designed to accommodate for the different

gases that needed to be supplied to the burner. These gases included nitrogen, helium,

air, methane, and oxygen. The design includes control and measurement of pressure and

temperature of the gas through the system. The data for flow measurement instrumentation

is acquired using a data acquisition (DAQ) system from Pacific Instruments (Model 6000U).

The DAQ was equipped with special modules for input/out signals which have filtering and

calibration capabilities (both gain and zero calibration). The overall design was created to

control flowrates using precision nozzles (O’Keefe Controls Co.) that can reach a choked

condition with the appropriate upstream pressure. A notional schematic of the flow system

is represented in Figure 4.8.
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Figure 4.8: A representative flow diagram that corresponds to all the gases entering the burner.

This flow concept applies to all the gases feeding into the burner. The propellants were

supplied via gas cylinders (2200-4000 psi) located outside of the test cell. The nitrogen is

supplied via an in-house line at 3000 Psi. All gases were introduced into the experiment

at ambient temperatures. Essential components such as check valves, filters, and pressure

regulators are used on every gas supply line. With the goal of the flow system being to control

the mass flowrate of an individual gas by using a precision nozzle, it is important to regulate

the upstream flow to desired values. The upstream pressure is controlled using pressure

regulators (Tescom) and measured with static pressure transducers (Taber 2911 Series) and

E type thermocouples. Using a second set of instruments the pressure and temperature is

measured downstream of the nozzle. The orifices were placed adjacent to the burner entrance

ports just upstream of the final coaxial tubes. The propellant mass flowrates were in the

range of 0.5-5 g/s while the nitrogen co-flow was in the range 0.5-1 g/s. A detailed Piping

and Instrumentation Diagram (PID) schematic of the entire lab flow system can be found

in Appendix B.

4.4 Jet Visualization

Simultaneous high-speed Schlieren and OH* chemiluminescence imaging focused near the

exit of the burner were taken at 50k frames per second (fps). The field of view was ap-

proximately 20D1,i above the center tube exit for the schlieren images and 10D1,i for the
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OH* chemiluminescence images. Figure 4.9 illustrates a top view of the imaging setup. A

beam-splitter (custom made by Lattice Electro Optics) was used to have a single view angle

for both camera setups. The high speed Schlieren optics were composed of a red collimated

light source, formed with two spherical 4.25 inch diameter mirrors, imaged onto a Phantom

Research v2511 camera with a Nikon (AF Micro-Nikkor 200 mm) lens. Simultaneously, OH*

chemiluminescence was captured with a Lambert Instruments HICATT intensifier imaged

directly onto a Phantom Research v1210 camera. In addition, a UV lens (F/2.8 Cerco 2178)

with a Semrock (PN FF02-320/40) optical filter was used to capture the electronically ex-

cited hydroxyl radical OH* which is known to emit UV light near 308 nm.

Figure 4.9: Top view schematic view of the simultaneous Schlieren and OH* chemiluminescence
high-speed imaging setup.
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Synchronization of the cameras and intensifier was achieved by using a pulse generator

(Berkeley Nucleonics Model 577) which was used to adjust the delay of the two faster instru-

ments to be in sync with the third. In this case the intensifier had the largest natural delay

therefore the two cameras were given the appropriate delay to sync them with the intensi-

fier. The sampling frequency was also controlled by the timing unit. Finally, the system was

triggered using a mechanical switch which also triggered the data acquisition system that

recorded the flow measurements and acoustic field. In addition, a universal timing unit that

sends a time code was synced to the cameras and DAQ to have a time stamp associated with

every acquired point of data.

4.5 Analysis Methods

4.5.1 Proper Orthogonal Decomposition

Proper Orthogonal Decomposition (POD) has been used for decades as a method to extract

the most dominant mode structures of a data field obtained from dynamical flows. The

POD was introduced in the context of turbulence by Lumley [101, 102]. When applied as

an image analysis algorithm for flow instability, POD uses high-speed imaging results to

reconstruct an approximate representation of a flow using proper orthogonal modes (POMs)

which are ranked according to the energetic content of their pixel intensity variations relative

to the time-average. POD can be used for analysis and synthesis of data from experiments

or simulations and it permits the extraction of spatial and temporal structures judged es-

sential according to predetermined general knowledge of the flow field. POD is often used

to highlight the most energetic dynamics of a system [102].

To implement this method, the time series images must be arranged into a single 2D

matrix containing all the pixel intensity values. A single image matrix (IM) contains mxn

pixels and a total pixel count of M = mn; the image matrix may be represented by the

following;
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IM =

∣∣∣∣∣∣∣∣∣
d11 · · · d1n
...

. . .
...

dm1 · · · dmn

∣∣∣∣∣∣∣∣∣ (4.3)

First, each image of the data set containing N images frames are converted into a single

column vector, and this is formed in order of increasing pixel columns followed by increasing

pixel rows.

dN = [dN11 · · · dN1n, dN21 · · · dN2n · · · dNm1 · · · dNmn]T (4.4)

Column vectors are then combined resulting in the matrix D consisting of M rows by N

columns of intensity values.

D = [d1,d2, · · ·dN ] (4.5)

In order to isolate the periodic fluctuations of coherent structures, the intensity fluctuations

should be considered rather than the mean. Thus, the time-average of each pixel intensity

is subtracted from the mean to produce a matrix of intensity fluctuations .

D̃ij = Dij −
1

N

∑
i

Dij (4.6)

With the matirx D̃ there are two general approaches that can be taken to perform the POD

of this matrix.

Eigenvalues of the Covariance Matrix

The first method, snapshot POD, was introduced by Sirovich [103]. It involves finding

eigenvalues of the covariance matrix C̃ [104],

C̃ = D̃
T
D̃ (4.7)
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and the corresponding eigenvalue problem

C̃X = λXi (4.8)

is solved. The solutions are ordered according to the size of the eigenvalues

λ1 > λ2 · · · > λN > 0 (4.9)

The eigenvectors of 4.8 make up a basis for constructing the POD modes φi,

φi =

∑N
n=i X

i
nD̃

n

||
∑N

n=i X
i
nD̃

n||
(4.10)

where Xi
n is the nth component of the eigenvector corresponding to λi from equation 4.8

and the denominator is the discrete norm. Each snapshot can be expanded in a series of the

POD modes with expansion coefficients ai for each POD mode i. The coefficients, also called

POD coefficients, are determined by projecting the fluctuating part of the velocity field onto

the POD modes

an = ψT D̃ (4.11)

where ψ = [φ1φ2 · · ·φN ].

Single Value Decomposition (SVD)

The second approach involves finding the singular value decomposition (SVD) of D̃.

D̃ = UΣVT (4.12)

This decomposition is used within POD to divide the complete matrix into a matrix con-

taining temporal information U, a matrix containing spatial information V, and a scaling

matrix Σ. Similar to the previous method mode shapes and coefficients can be extracted
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from the SVD method. The modes are columns of U , the coefficients are columns of V,

and the energy values are given by the square of diagonal entries in Σ.

For the results presented in this study, the first method of solving for POD modes and co-

efficients was used. Because the number of images analyzed was not extremely large (between

1000-2500 images) solving for the covariance matrix and its eigenvalues was manageable with

a basic computer. If larger amounts of data need to be looked at, the SVD method should

be more efficient. Results from the POD analysis are presented in the results chapter 5. In

these results, spatial mode shapes, temporal coefficients corresponding to the spatial modes,

and time-dependent amplitude coefficients can be used to produce power spectral density

(PSD) plots corresponding to each POM. A MATLAB code written by our research group

at UCLA (Andres Vargas) was used to carry out the POD snapshot method and plot the

results.

4.6 Flame Standoff Distance

The OH* chemiluminescence images enable a standoff distance (δf ) to be calculated for

the cases where the flame is not fully anchored. First the images must be corrected for

background noise and intensity variation for both the camera and the intensifier. A basic

flat-field correction is applied to the images. To perform this method, 500 dark images are

taken where the camera is operated with a lens cover, and 500 uniformly-illuminated (flat-

field) images are acquired using a rectangular white light source. The following Eqn. was

carried to correct the images,

IC =
(IR− IB) ∗M

IF − IB
. (4.13)

Here IC is the calibrated image, IR is the raw frame, IB is the dark frame, IF is the uniformly-

illuminated image, and M is the average pixel value of IF [105]. The flat field correction was

applied to all OH* chemiluminescence images presented in this work.

In this study the tracking of the flame base (standoff distance) was done by using the
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MATLAB-based Canny detection function to determine the edges of the OH* chemilumines-

cence intensity from the line of sight image. Figure 4.10 shows an example image where the

bottom edge was located and represented by the white markers (line thickness exaggerated

for illustration). Once the bottom edge was found the mean height of the points was taken

to represent the instantaneous flame standoff distance (δf ) for that frame. This method will

be used in a later section to track the temporal oscillating flame behavior.

Figure 4.10: OH*chemiluminescence image showing the mean flame standoff distance (δf ).

4.7 Measurement Uncertainty

Experimental data measurements will naturally come with some degree of inherent uncer-

tainty. Uncertainties can arise both from bias error associated with the measurement devices

or the repeatability of individual measurements commonly known as precision errors. It is

important to keep track of individual measurement uncertainty and how it propagates to

other parameters that are defined by the measured quantities. To determine the degree of

accuracy in dependent physical quantities, error propagation is performed by taking into
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consideration individual instrument error. For this error analysis the precision error of pres-

sure and temperature will be ignored due to their small size compared to bias error. This

can be justified because of (1) the repeatability of the experiments and (2) this study reports

measurements as time-averaged quantities for steady flow conditions. Thus, the following

error analysis will focus on bias errors.

In this study the principal quantities that were calculated based on measurements was

the jet exit velocities, which depend on the measured mass flowrates, density, and exit area.

Uk =
ṁk

ρkAk

(4.14)

where k can be 1, 2, 3 for the inner, outer, and co-flow jet flows, respectively. Both mass

flowrates and density depend on the measured temperature and static pressure in the flow

system. Following the standard rule of error propagation for a function of several variables

[106] and similar uncertainty analysis performed by previous members of our lab [66, 72, 107],

the uncertainty in the calculated jet velocities was determined as

δU = U

√(
δṁ

ṁ

)2

+

(
δρ

ρ

)2

+

(
δA

A

)2

(4.15)

First the error in mass flowrate will be discussed and this analysis has been reported

previously by two groups at AFRL [[108],[109]]. The mass flowrate is calculated from the

relationship through a converging-diverging nozzle assuming the flow through the nozzle is

compressible, isentropic, one-dimensional, and behaves as an ideal gas:

ṁ =
AMp0√
T0

√
γ

R

(
1 +

γ − 1

2
M2

) −γ−1
2(γ−1)

(4.16)

where p0 is the total pressure, T0 is the total temperature, R is the gas constant for the

given gas, A is the local area, M is local mach number and γ is the ratio of specific heats

[110]. For given stagnation conditions, the maximum mass flow through the nozzle throat

will occur when M=1, corresponding to the throat of cross-sectional area At; hence Eqn.

4.16 becomes
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ṁ =
Atp0√
T0

√
γ

R

(
γ + 1

2

) −γ−1
2(γ−1)

(4.17)

Based on this equation, the stagnation temperature and pressure dictate the uncertainty

of this dependent quantity. For temperature measurements type E thermocouples from

Omega were used. The manufacture reports bias uncertainty of 1% K for these thermocou-

ples. The pressure measurements were made using static pressure transducers which have

a less than 0.014% uncertainty according to the manufacturer. Additionally, the discharge

coefficient of a specific nozzle is important to consider for mass flowrate calculations. This

can be obtained from the manufacturer or by calibrating it with a known mass flowrate

source. Rathsack et al. found an error around 2% can be expected in the mass flowrate from

this method using similar precision nozzles.

Next, the uncertainty in the density calculation will be examined. This uncertainty

depends on the temperature and pressure measurements which are used as input into NIST

REFPROP tables. The exit temperature of the jet is assumed to be the same as that

measured inside the burner plenums. Again this temperature is measured using a E type

thermocouple. The pressure is assumed to be atmospheric. The uncertainty is around

0.014%. It is safe to say that the uncertainty of the density is mostly dependent on the

temperature measurement. Lightfoot et al. report 0.11% error in density using an E type

thermocouple. Lastly, the uncertainty in the exit area (A) comes from measuring the brass

tubes inner diameter using pin gauges with increments of 0.0005. Sizing the correct pin can

introduce human error. Once again Lightfoot et al. reported uncertainty from this method

to be 0.10%. With these uncertainties and Eqn. 4.15 the error in the jet exit velocity is

approximately ±0.41m/s.

In general, appropriate experimental practices were employed with the guidance of experi-

enced research engineers at AFRL and instrumentation vendors. For example, such guidance

included using well-shielded instrumentation cables to improve signal-to-noise ratios for all

pressure transducers and thermocouples. Additionally, yearly calibrations of static pressure
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transducers were performed using a dead weight tester. Also, the tubing supplying the gas

to the experiment had an inside diameter greater than 6 times the throat diameter of the

sonic nozzle being used. Lastly, all fluid properties for flow calculation are obtained using

NIST REFPROP tables [111].
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CHAPTER 5

Reacting Jets: Results and Discussion

5.1 Single Jet Results

The first set of experiments utilized configuration 1 for single methane jet flames with co-

flow. As noted previously, the design consisted of a center round tube (inner diameter,

D1,i = 4 mm, post thickness Tp1 = 0.36 mm) surrounded by a minimum velocity co-

flow section (outer diameter, D3,i = 88.9 mm). Initially the anchoring stability of this

burner configuration was explored. In the literature turbulent flame experiments have used

a premixed pilot burner to keep the flame anchored to the burner [112, 113, 114]. In this

study the oxygen concentration in the co-flow was enriched above the air concentration to

achieve an anchored flame. Subsequently, a receptivity study was performed on a single fuel

jet Reynolds number for fuel jets situated at both a pressure node and pressure anti-node

location associated with a standing wave in the chamber.

5.1.1 Unforced Reacting Jet

A series of unforced reacting jet experiments were conducted to acquire an understanding

of the burner at different flow conditions and natural jet flame instabilities. Initially, the

reacting jet consisted of methane with air in the co-flow. However, the methane flame nat-

urally lifted in air at a fuel Re greater than about 2,000. This can be seen in Figure 5.1,

which shows a plot of the instantaneous flame standoff distance (δf ) for different values of

the oxygen enrichment concentration and jet Reynolds number. The flame standoff distance

is indicated by the gray scale of the circles, as indicated by the legend. The flame standoff

distance is tracked and averaged using the method described in section 4.6. The oxygen con-
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centration in the co-flow was systematically increased to find conditions where an anchored

flame with a turbulent jet Reynolds number could be achieved. For mixture concentrations

above that for air ( 21% oxygen) a mixture of nitrogen and oxygen was created to control the

oxygen percentage. At an oxygen concentration of 40%, a jet Reynolds number up to at least

10,000 could support an attached flame. With the goal of operating the single jet burner at

turbulent flow conditions with an attached flame as a baseline, a 40% oxygen concentration

in the co-flow was chosen and kept constant for the single jet flame results presented here.

For Hagen-Poiseulle flow the transition to turbulence occurs at Reynolds numbers (based

on diameter) 2000-3000 [115]. A turbulent Refuel of 5,300 was used for this study because

companion modeling collaborators requested a turbulent Reynolds numbers (above 5,000)

for the fuel exit.
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Figure 5.1: Single Jet: Flame standoff (δf) distance as a function of oxygen mass concentration
and fuel Reynolds number. The grayscale legend indicates the magnitude of δf .
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A sequence of simultaneously acquired Schlieren and OH* chemiluminescence of an un-

forced jet flame at the conditions previously stated (Refuel and 40% oxygen in co-flow) is

shown in Figure 5.2. Recall that the two different imaging techniques are not one-to-one

in terms of pixel size as a result of the different camera fields of view. The unforced jet

did not show any unexpected flame/gas attributes not already documented in the literature.

Schlieren images of the unforced jet in Figure 5.2a show that in the near field a highly tur-

bulent center fuel core with a surrounding reaction zone appeared with an unstable inner

fuel core. General differences in the time and length scales of the fuel core and flame zone

can be seen. In Figure 5.2b, false colored images of the electronically excited OH* radicals,

captured by blocking visible wavelengths using an optical bandpass filter, are presented at

the same instants of time as in the Schlieren imaging, with the fuel tube shown as a white

outline. Yet the reduced resolution and line-of-sight measurement eliminated the ability to

see spatial details in the fuel core. The sequence of images shows an anchored flame as well

as an evenly distributed flame without significant variation in the OH* chemiluminescence

signal.

Figure 5.2: Single Jet: A sequence of simultaneous reacting methane jet images in the absence of
acoustic forcing: a) schlieren and b) OH* chemiluminescence acquired at a frame rate of 50 kHz.
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POD analysis of the OH* chemiluminescence images for the unforced jet flame are pre-

sented in Figure 5.3. These analyses were performed to search for any naturally occurring

flame dynamics. The spatial modes have low energy content because of the low intensity fluc-

tuations other than natural flickering of the flame (Figure 5.3a). The PSD of the temporal

coefficients corresponding to each spatial mode, Figure 5.3b, does not show any dominant

frequencies in the coefficients. The purpose of this analysis to later compare this case to

acoustically forced jets at the same Refuel.

(a) (b)

Figure 5.3: Single Jet: POD analysis results for an unforced single jet. Results include (a) the
first four POD spatial modes with associated percentage of energetic content, and where the color
denotes strength of the mode scaled by its own norm and (b) the power spectral density associated
with the first four POD modes.

5.1.2 Pressure Node Forcing

Pressure node forcing for three frequencies of 581 Hz, 1,348 Hz and 2,065 Hz at various forc-

ing amplitudes was explored. The acoustic forcing amplitude for the PN is represented by

the estimated local perturbation velocity u′max rather than the measured pressure perturba-

tion pressure p’, measured at the PAN closest to the pressure node and thus corresponding

to p′max. This is done because pressure amplitudes are approximately zero at the waveguide
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center and the jet is instead perturbed by acoustic velocity fluctuations, so the local velocity

perturbation, rather than the adjacent PAN pressure perturbation, reveals more information.

In order to estimate the amplitude of the velocity fluctuations from the pressure measure-

ments, two pressure transducers were placed at the adjacent PANs located at y = λ/4 and

y = −λ/4 for each respective frequency. The velocity amplitude at the pressure node can

be estimated from

u′max =
p′max

ρc
, (5.1)

where p′max is the average of the maximum pressure perturbation amplitudes at the adjacent

PANs, (ρ) is the density and (c) speed of sound atmospheric conditions. This relationship for

the velocity perturbation assumes the acoustic waves are linear and one-dimensional, which

is supported by the experimental observations in section 4.1.2. The forcing amplitudes in

the PN forcing produced theoretical velocities amplitudes ranging from 0.3 to 3 m/s, for

reference the vertical jet velocity was Ufuel = 24 m/s, hence the velocity perturbations in

comparison were almost negligible except at the very highest amplitude excitation cases.

The PN forced flame was characterized by transverse oscillatory (sinusoidal) bulk motion

of the flame and flow. The transverse standing wave induces a sinuous response of the fuel

jet core and the gases surrounding it. Additionally, jet distortion was observed from the

planar images taken in this study and from visual observations out-of-plane. The distortion

included jet flattening and spreading of the jet at higher forcing frequencies. The flame

“flattened” into an ellipsoidal shape, with a narrow axis in the direction of the acoustic

waves. Although this phenomena was seen for all PN cases it was not examined in detail

because a second out-of-plane view would have been necessary. To characterize the coupling

between the jet flames and applied acoustic forcing, an example for each frequency will be

discussed next.

For comparison purposes a common forcing amplitude was chosen to illustrate the signif-

icance of modifying the frequency at a constant forcing amplitude (u′max). First an example

of PN forcing at 581 Hz with an amplitude of u′max = 1.9 m/s (corresponding to p′max = 600
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Pa) is shown in Figure 5.4. A time sequence of images, equally spaced over one acoustic

period, for both Schlieren and OH* chemiluminescence are presented in Figure 5.4a and 5.4b

respectively. The Schlieren images in Figure 5.4a show that the methane core has a sinuous

wave-like pattern. The gases surrounding the fuel core were also forced transversely, in a bulk

like motion. In addition, the OH* chemiluminescence images in Figure 5.4b show the OH*

radical to have sinuous boundaries, unlike the unforced images which show nearly straight

symmetric expanding boundaries. An outline of the exit tube is drawn on the images to

illustrate that flames at a PN remain anchored for the entire period.

Figure 5.4: Single Jet: Equally spaced images over one time/acoustic period corresponding to a
PN forcing frequency at 581 Hz with forcing amplitude of u′ = 1.9 m/s. (a) depicts Schlieren
images and (b) depicts OH* chemiluminescence images in false color.

When increasing the forcing frequency at a constant forcing amplitude (u′max = 1.9m/s)

to 1,348 Hz and 2,065 Hz, the sinuous motion of the flame diminishes along with a reduced

core length, though the core appears to have a sinuous response. Similar results of a reduction

in the intact core length have been previously reported for PN forcing by Leyva et al. [71].

Figure 5.5 illustrates one complete acoustic period for forcing at 1,348 Hz. The response of
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the jet to this frequency can be seen in both sets of images, with the fuel core being reduced

compared to the core length for forcing at the lower frequency. It is also observed that the

sinuous response in the OH* chemiluminescence images is more subtle than at the lower

frequency. If the frequency is further increased to the last resonant mode used in this study,

2,065 Hz, Figure 5.6 shows that the sinuous response of the flame is almost non-existent.

Conversely, the methane fuel core still shows a strong sinuous oscillatory response. While the

bulk motion of the flame has diminished, the jet is still responsive at the jet exit where it is

able to impact the center fuel jet the most. The forcing creates jet spreading approximately

4D1,i downstream of the exit. For all PN cases the flame anchoring stability did not change,

and the flame remained anchored despite the transverse acoustic forcing. At the two higher

frequencies the oscillations in the OH* chemiluminescence boundaries are not as pronounced

and have of smaller wavelengths, as would be expected. Results for the response of the single

fuel jet to additional forcing amplitudes are shown in appendix C for different frequencies.

Figure 5.5: Single Jet: Equally spaced images over one time/acoustic period corresponding to a
PN forcing frequency at 1,348 Hz with forcing amplitude of u′max = 1.9 m/s. (a) depicts Schlieren
images and (b) depicts OH* chemiluminescence images in false color.
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Figure 5.6: Single Jet: Equally spaced images over one time/acoustic period corresponding to a
PN forcing frequency at 2,065 Hz with forcing amplitude of u′max = 1.9 m/s. (a) depicts Schlieren
images and (b) depicts OH* chemiluminescence images in false color.

Next the POD analysis of the three different forcing conditions corresponding to results

presented in Figures 5.4-5.6 will be reviewed. Once again for all three cases the forcing

amplitude was u′max = 1.9 m/s. Results analogous to those in Figure 5.3 for the case of PN

forcing enable exploration of the influence of acoustic forcing at the different frequencies by

looking at the dominant modes and dynamical nature the reacting jets. Figure 5.7 shows the

four highest ranked POD mode structures along with there corresponding energy percentage

for u′max = 1.9 m/s excitation amplitude. The energy content presented relates to the pixel

intensity variations relative to the time-average. There was a clear dominance in proper

orthogonal mode (POM) 1 which suggests it represents the bulk oscillatory, sinuous motion

of the flame. Additionally, POM 2 represents the sinuous response of the flame edge. Spectral

analysis of the four temporal coefficients, corresponding to of each spatial modes, is done

using a power spectral density (PSD) plot shown in Figure 5.7b. A clear peak at the applied

frequency (581 Hz) for POM modes 1 and 2 can be seen. The spectral response of the two

higher modes suggest that the “weaker” dynamics in these modes are at harmonics of the
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applied frequency. The PSD results suggests that the oscillating flame has predominately

locked-in to the applied acoustics. Since no clear natural oscillations of the flame were found,

lock-in to applied excitation was achieved at relatively low excitation, as one would typically

see in a convectively unstable shear layer [55]. Additionally, when POD mode coefficients

are plotted against each other it can help illustrate relationships between the different modes

which might indicate that the flame dynamics are dominated by a linear combination of each

other and thus correspond to traveling wave behavior. For this forcing amplitude the plot of

(a) (b)

(c)

Figure 5.7: Single Jet: POD analysis results for 581 Hz excitation at an amplitude of u′ = 1.9
m/s at a PN. Results include (a) the first four POD spatial modes with associated percentage of
energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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the coefficients a1 vs. a2, for example, produced clear periodicity and an oval shape. The

behavior of these first two mode coefficients is similar to the findings of others, e.g., for

the non-reactive jet in crossflow [116, 104], indicating that when the first two coefficients

create a circular pattern, then the structure in question is a periodic traveling wave that is

characterized by linear combinations of the two modes. Similarly, a3 vs. a4 show periodicity

because they are at the same frequency. The combination of the modes that showed dif-

ferent peak frequencies show more complex patterns, but still with oscillatory behavior and

relatively symmetric phase plots. In a recent paper by our group at UCLA, Sim et al. [49],

laminar microjet diffusion flames were subjected to pressure node forcing. The POD results

presented were remarkably similar to the phase portraits presented here in Figure C.28c.

This suggests that jet flames subjected to pressure node acoustics are highly susceptible to

the applied forcing, resulting in an interesting interplay in the visible dynamics of the flame.

Figures 5.8 and 5.9 show results for the two higher frequencies of forcing with the same

amplitude of excitation. Similar to the 581 Hz case, the first two modes represent the

sinuous motion of the jet flame. Only the forcing frequency is extracted from the PSD of

each mode and the correlation between the modes is only seen in modes 1 and 2. The lesser

responsiveness of the flame to higher frequency excitation shown in the OH* and Schlieren

images in Figures 5.5 and 5.6 are also manifested in the phase portraits, where only the first

two modes yield what appear to be periodic behavior, with smearing of the portraits that

suggests a lesser degree of locking in to the applied frequency at a fixed forcing amplitude.

These results help illustrate the susceptibility of the jet to the different frequencies. More

examples of the flame dynamics at a PN can be found in appendix C for the higher forcing

amplitudes at each frequency.
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(a) (b)

(c)

Figure 5.8: Single Jet: POD analysis results for 1,348 Hz excitation at an amplitude of U ′ = 1.9
m/s at a PN. Results include (a) the first four POD spatial modes with associated percentage of
energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure 5.9: Single Jet: POD analysis results for 2,065 Hz excitation at an amplitude of U ′ = 1.9
m/s at a PN. Results include (a) the first four POD spatial modes with associated percentage of
energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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5.1.3 Pressure Anti-Node Forcing

At a pressure anti-node, three chamber resonant frequencies were investigated, 360 Hz, 775

Hz, and 1,150 Hz. Under PAN forcing, the flame-acoustic coupling was characterized by

symmetric, puff-like behavior of the reacting jet. Unlike PN, forcing no ellipsoidal distortion

or “flattening” effect was observed for the PAN forcing. As mentioned in section 4.1.2 the

transverse chamber acoustic mode at 775 Hz coupled with the center fuel tube. It is also

important to note for reference that for the PAN cases the forcing amplitude will be presented

as P ′max in units of Pa, reflective of the fact that pressure oscillations dominate at the PAN;

this was a direct measurement using a differential pressure transducer located at the pressure

anti-node (i.e., jet center line).

Figure 5.10 illustrates the axisymmetric response of the jet to PAN forcing at 360Hz.

Three regimes were found when increasing the forcing amplitude at each frequency: sta-

ble (anchored) flames exhibiting axisymmetric flame wrinkling (Figure 5.10a), periodically

lifted (red arrows) and reattached flames with more pronounced axisymmetric flame wrin-

kling (Figure 5.10b), and flames that were permanently lifted by the acoustic field (Figure

5.10c). For the jet to respond, a minimum forcing amplitude of approximately P ′max = 175Pa

needed to be achieved at 360 Hz. Continually increasing the applied forcing amplitude, the

first transition was seen at approximately 300 Pa and the second transition was first seen at

an amplitude of P ′max = 450Pa (about 0.5% of the chamber pressure). At the higher forcing

frequencies, the minimum forcing amplitudes for periodic lift off and permanent lift off in-

creased. It is noteworthy to state that when the flames were lifted by the acoustics alone, the

flames returned to an anchored position when the acoustics were removed, with no apparent

hysteresis. Later discussion will examine the corresponding OH* chemiluminescence images

corresponding to Figure 5.10b and 5.10c to further characterize the flame liftoff.

Next, the flame standoff distance for these periodically lifted cases was quantified. The

flame standoff distance is calculated based on the procedure using MATLAB described in
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Figure 5.10: Single Jet: Equally spaced Schlieren images of the forced jet flame over one
time/acoustic period for a PAN at 360Hz with increasing forcing amplitudes of (a) P ′max = 175Pa,
(b) P ′max = 300Pa, and (c) P ′max = 450Pa.

section 4.6. Figure 5.11 tracks the flame standoff distance over two periods of a PAN forcing

condition at 360Hz at a forcing amplitude of P ′max = 300Pa, and compares it to the simul-

taneously acquired pressure signal. OH* chemiluminescence images equally spaced over the

two periods are shown in Figure 5.11a, where the flame is periodically lifting (green arrows)

and reattaching. Below these images in Figure 5.11b is the instantaneous standoff distance
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of all images within the two periods. The oscillations resemble a sine wave which is clipped

at the bottom during the times when the flame is attached. Additionally, Figure 5.11c plots

the pressure signal vs. the flame standoff distance for 10 cycles. This gives an elliptic orbit

that signifies that there is a nearly out-of-phase relationship between the acoustic pressure

field and the flame oscillations. The flame standoff distance reaches a maximum when the

pressure reaches a minimum, or when the pressure drops across the nozzle exit reaches a

maximum. The maximum pressure drop would produce a maximum flow rate, which would

be consistent with the observed maximum flame standoff distance at that instant.

Figure 5.11: Single Jet: Cyclical processes of flame liftoff and reattachment at PAN with a
frequency of 360Hz and forcing amplitude of P ′max = 300Pa. (a) Equally spaced OH* chemilumi-
nescence images over two periods (in false color). (b) Time series plot of the flame standoff distance
(red markers correspond to the OH* chemiluminescence images above). (c) Pressure measurements
in Pa vs. standoff distance in mm.

Corresponding results for PAN forcing at the same frequency (360 Hz) but at a higher

99



forcing amplitude of P ′max = 450Pa are shown in Figure 5.12. At this higher forcing ampli-

tude, the flame is lifted at all times at a mean standoff distance of about 7.6 mm (1.6D1,i),

but the standoff distance still oscillates. Figure 5.12b shows that the oscillations for this per-

manently lifted case still occur, but at a larger amplitude than in Figure 5.11. Once again,

the flame oscillations and pressure oscillations follow an elliptic orbit with an out-of-phase

relationship, as in Figure 5.11, which is consistent with the flame standoff distance reaching

a maximum when the flow rate reaches a maximum. The pressure vs standoff distance plot

in Figure 5.11c has more variation because the lifted flame has its own natural oscillations

and tracking the flame base becomes more difficult. Nevertheless, there still is clear period-

icity in an elliptic shape, suggesting that the flame standoff distance still oscillates with the

applied frequency.

Figure 5.12: Single Jet: Cyclical processes of flame liftoff and reattachment at PAN with a
frequency of 360Hz and forcing amplitude of P ′max = 450Pa. (a) Equally spaced OH* chemilumi-
nescence images over two periods (in false color). (b) Time series plot of the flame standoff distance
(red markers correspond to the OH* chemiluminescence images above). (c) Pressure measurements
in [Pa] vs. standoff distance in mm.
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Similar results for PAN forcing of the single jet at 1,150 Hz that illustrate periodic

liftoff and full liftoff are shown in Figures 5.13 and 5.14. The results for this higher forcing

frequency are consistent with those at 360Hz in terms of the liftoff behavior, with the standoff

distance out of-phase with the pressure signal. The clear difference is that the forcing

amplitude required to reach the periodic liftoff regime is greater, around 600 Pa for 1,150

Hz. Additionally, the standoff distance (δf ) has diminished compared to the liftoff cases

at 360Hz. POD results can be found in the appendix C for the 360Hz and 1,150Hz cases,

shown in, Figures C.12-C.20. Although the modes were not able to capture much of the

dynamics, likely due to the line-of-sight image, but the forcing frequencies were present in

the first modes.

Figure 5.13: Single Jet: Cyclical processes of flame liftoff and reattachment at PAN with a fre-
quency of 1,150Hz and forcing amplitude of P ′max = 650Pa. (a) Equally spaced OH* chemilumi-
nescence images over two periods (in false color). (b) Time series plot of the flame standoff distance
(red markers correspond to the OH* chemiluminescence images above). (c) Pressure measurements
in [Pa] vs. standoff distance in mm.
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Figure 5.14: Single Jet: Cyclical processes of flame liftoff and reattachment at PAN with a fre-
quency of 1,150Hz and forcing amplitude of P ′max = 900Pa. (a) Equally spaced OH* chemilumi-
nescence images over two periods (in false color). (b) Time series plot of the flame standoff distance
(red markers correspond to the OH* chemiluminescence images above). (c) Pressure measurements
in [Pa] vs. standoff distance in mm.

The results also indicate that not only are the mean standoff distances reduced as fre-

quency increases, the magnitudes of the fluctuations in standoff distance also decrease. Fig-

ure 5.15 shows a series of OH* chemiluminescence images for permanently lifted flames at

the three frequencies. The lowest frequency (360 Hz) shown in Figure 5.15a experiences the

largest response to the acoustics with a mean standoff distance of 7.6 mm (1.6D1,i) and an

amplitude of 5.5 mm (peak to peak). In Figure 5.15b, for a frequency of 775 Hz the OH*

chemiluminescence signal moves closer to the tube exit (mean δf is 4 mm) and the oscilla-

tions of the flame base are noticeable with a standoff distance amplitude of 2.0 mm. Lastly,

Figure 5.15c represents a frequency of 1,150 Hz, which shows little to no oscillations in the

flame base. The mean δf is 4 mm with an amplitude of 0.2 mm.
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Figure 5.15: Single Jet: OH* chemiluminescence images equally spaced over one time/acoustic
period for three different frequencies (a) P ′max = 450Pa at 360Hz (St = 0.06), (b) P ′max = 570Pa
at 775Hz (St = 0.13), and (c) P ′max = 890Pa at 1,150Hz (St = 0.19).

As previously mentioned, PAN forcing exhibited three regimes of flame response: an-

chored (stabilized) flames, periodically lifting flames, and permanently lifted flames. The

entire set of results explored here for all the frequencies will be presented next in a single plot

that summarizes the flame response. All three lift off regimes previously mentioned were

still encountered at these higher frequencies as well. However, while the flames continued

to respond at the frequency of the pressure forcing, the amplitude of the forcing required

to produce equivalent lift off behavior (i.e., periodic or permanent) tended to increase with

frequency, and the resulting mean flame standoff distance tended to decrease. This effect is

plotted in Figure 5.16.
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Figure 5.16: Single Jet: Flame response to PAN forcing for various frequencies and forcing
amplitudes. (a) Forcing amplitude vs frequency. (b) Flame standoff distance amplitude (peak-
peak) as a function of frequency.
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In Figure 5.16a, a susceptibility diagram that plots the forcing amplitude vs forcing frequency

was created to map the three different anchoring stability regimes. The lifting condition is

indicated by the color of the markers. This plot shows that it takes increasingly greater

forcing to periodically lift and then permanently lift the jet as the frequency increases. The

lesser degree of responsiveness of a diffusion flame exposed to high frequency excitation, as

compared with lower frequency excitation at the same amplitude, is well-known [62, 117, 118,

119]. The increase in the required forcing amplitude for both lifting conditions (periodic and

permanent) is roughly linear with frequency, increasing from about 300 Pa to 600 Pa in the

case of periodic liftoff. All liftoff behavior required a forcing amplitude greater than 400Pa.

Figure 5.16b plots additional standoff distance amplitude (peak-peak) data that validates

how the coupling between the acoustics and the flame is dependent on frequency. With

increasing frequency, the standoff distance amplitude of both periodically and permanently

lifted flames are reduced.

5.2 Coaxial Jet Results

The second set of experiments utilized configuration 2 for a shear coaxial jet, which consists

of a central methane jet and outer thin annular region with oxygen-enriched air. As noted

in Chapter 4, the design consisted of a center tube (inner diameter, D1,i = 4 mm, post

thickness Tp1 = 0.36 mm) and an annular tube (outer diameter, D2,i = 12 mm, post

thickness Tp2 = 0.36 mm) which are surrounded by the same co-flow section (outer diameter,

D2,i = 88.9 mm) as in configuration 1. This study was intended to be an extension of the

single jet flames studied in the previous sections. The flow condition for the center fuel jet

were matched to have at Refuel = 5, 300. The outer co-flow was also kept constant at 1 m/s.

The parameter that was varied, other than the forcing, was the annular exit velocity which

carried the enriched air. For both the annular flow and co-flow the same oxidizer mixture

(60%N2 + 40%O2) was used, and each was controlled independently using sonic nozzles. A

similar receptivity study was performed to that done on the single jet (configuration 1).
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5.2.1 Unforced Reacting Jet

Three different annular-to-jet velocity ratios (R) were examined for this configuration. Both

the center fuel velocity (U1,fuel) and co-flow velocity U3,coflow were kept constant at 24 m/s

and 1 m/s, respectively. The outer (annular) velocity (U2,ox) was increased from 1 m/s to

6.5 m/s. With the highest U2,ox a mass ratio (MR), defined by (ṁox/ṁfuel), of 3.25 was

achieved. A mass ratio of 3.25 theoretically gives the best rocket chamber performance in

terms of Isp [6]. Table 5.1 has the details for the 3 cases examined in this study.

Case ṁfuel [g/s] U1,fuel [m/s] Re1,fuel ṁox [g/s] U2,ox [m/s] Re2,ox R MR
1 0.18 24 5,300 0.09 1 1,100 0.05 0.5
2 0.18 24 5,300 0.36 4 3,200 0.17 1.89
3 0.18 24 5,300 0.56 6.5 4,500 0.30 3.25

Table 5.1: Flow conditions for coaxial jet configuration.

For the coaxial jet configuration, two shear layers, inner and outer, are established which

produce natural dynamics that can be control the stability of the jet and how it responds

to external perturbations. As the outer (annular) flow is increased the inner shear layer

that is created between the methane and oxidizer mixture has a more significant role in

the flow field. Additionally, in a vertical reacting jet, the flame changes the density profile

and hence the velocity profile of the jet through the action of buoyancy. Depending on the

degree to which the two profiles are modified, the jet flames can become more or less stable.

This happens because buoyancy and heat release can alter the velocity profile and therefore

changes the Kelvin–Helmholtz shear layer instability [55], in addition to the fact that the

outer-to-inner velocity ratio variation can affect whether the instabilities are more like a

shear layer or a wake, depending on the thickness of the tube [120].

Figure 5.17 illustrates a sequential series of images for an unforced reacting jet at R =

0.05 (case 1). The Schlieren images show a turbulent fuel core surrounded by uniform gases

which can be described as laminar. Similarly, the OH* chemiluminescence images show a
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symmetric flame. This case was one which was in theory similar to the single jet because

the bulk exit velocities of the annular and co-flow were all matched. However, physical

differences remained present. One was the outer tube post thickness which could change

the dynamics between the co-flow and annular flow by adding wake-like behavior. Another

difference was adding the natural impedance of an annular tube into the system.

Figure 5.17: Coaxial Jet: A sequence of simultaneous reacting jet images a) Schlieren and b)
OH* chemiluminescence acquired at a frame rate of 50 kHz. This was for an unforced condition at
a velocity ratio R = 0.05.

Next, Figure 5.18 represents a higher velocity ratio of R = 0.17 (case 2). The Schlieren

images illustrate a turbulent fuel core surrounded a developing shear layer between the

inner and outer flow, about five fuel diameters downstream the surrounding gases becomes

turbulent. In the OH* chemiluminescence images minimal disturbances are seen near the top

of the images, corresponding to a region at which the surrounding shear layer is turbulent.

Lastly, Figure 5.19 presents a similar time series of images but for the highest velocity ratio

R = 0.3 (case 3). The shear layer between the inner and outer flow has more apparent

disturbances closer to the injection point and now the OH* chemiluminescence images have

distortion near the top of the field of view correspond to the shear layer disturbances. The
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green arrows reference the inflection point near the top of the OH* chemiluminescence and

its corresponding location in the Schlieren image.

Figure 5.18: Coaxial Jet: A sequence of simultaneous reacting jet images a) Schlieren and b)
OH* chemiluminescence acquired at a frame rate of 50 kHz. This was for an unforced condition at
a velocity ratio R = 0.17.

Figure 5.19: Coaxial Jet: A sequence of simultaneous reacting jet images a) Schlieren and b)
OH* chemiluminescence acquired at a frame rate of 50 kHz. This was for an unforced condition at
a velocity ratio R = 0.3.
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Spectral analysis of the unforced coaxial reacting jets was performed on the flame to

extract any naturally occurring flow dynamics. First, POD analysis was performed on the

OH* chemiluminescence images similar to the single jet results, but no distinct frequency

peaks were found in these unforced cases, although the lesser resolution of such images made

it difficult to extract meaningful data here. A second approach was taken to find any nat-

ural frequencies from the Schlieren images where the shear layer is noticeable. Frequencies

were extracted by taking power spectral densities (PSD) of integrated intensity signal, of

small windows, near the visible shear layer of the Schlieren images over a sequence of 2000

snapshots. Spectral results for R = 0.05, R = 0.17 and R = 0.3 are shown in Figures 5.20,

5.21, and 5.22, respectively.

(a)
(b)

Figure 5.20: Coaxial Jet: PSD analysis on shear layer for unforced reacting jets at R = 0.05. (a)
is still frame with the pixel windows used as the signal and (b) is the resulting spectra plot from
2000 snapshots
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(a)
(b)

Figure 5.21: Coaxial Jet: PSD analysis on shear layer for unforced reacting jets at R = 0.17. (a)
is still frame with the pixel windows used as the signal and (b) is the resulting spectra plot from
2000 snapshots

(a)
(b)

Figure 5.22: Coaxial Jet: PSD analysis on shear layer for unforced reacting jets at R = 0.3. (a)
is still frame with the pixel windows used as the signal and (b) is the resulting spectra plot from
2000 snapshots

Case 3 (R = 0.3) revealed the most pronounced frequency peak near 1500 Hz, shown in

Figure 5.22. In case 2 (R = 0.17), there was no sharp peak in the spectrum but rather a
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broad response in the frequencies range of 1000Hz - 1500Hz. For case 1 (R = 0.05) no clear

frequencies were extracted from the images; this is similar to the single jet results, which

involved roughly the same flow conditions as in case 1. It can be difficult to pick up subtle

dynamics from planar images; this could signify that the two lower velocity ratios could have

clear natural frequencies not detected by the methods applied here. The natural instabilities

for the higher velocity ratio case suggests that these are associated with shear layer modes

rather than wake modes, but further examination for different tube thicknesses would enable

verification.

5.2.2 Pressure Node Forcing

When forcing the coaxial jets at a pressure node, the flame behaved similar to the case of the

single jet configuration. The flame behavior is still characterized by transverse oscillatory

(sinusoidal) bulk motion of the flame. For all PN cases the flame anchoring stability did

not change (that is, there was an anchored flame for all conditions). Conditions for all

three velocity ratios were completed. Similar qualitative features of the flame response

were observed with few visual differences in the Schlieren images. The reacting jets do

experience the flattening behavior described previously which is most notable at the lower

forcing frequency. These results are discussed below.

First, qualitative results in the form of time series images are presented for a velocity ratio

of R = 0.17. Results for case 1 with R = 0.05 are not included here because of the similarity to

those of the single jet when situated at a PN. Two sets of figures, with simultaneous Schlieren

and OH* chemiluminescence imaging, compare the response of the jet flame for R = 0.17 at

frequencies of 581 Hz (Figure 5.23), 1,348 Hz (Figure 5.24), and 2,065 Hz (Figure 5.25). A

common chamber perturbation velocity forcing amplitude of 1.2 m/s (P ′max = 450Pa) was

chosen because of the availability to compare to the higher velocity ratio results. Figure

5.23 demonstrates the response of the jet to a forcing frequency of 581 Hz; focusing near

the jet exit the shear layer is being moved transversely back and forth in a sinuous manner.
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The shear layer is responding to the acoustics as can be seen from the periodic structures

progressing downstream along the shear layer. In the OH* chemiluminescence images the

transverse oscillations are present but not to as significant degree as for the single jet, where

the edges of the flame took on a sinuous pattern. Increasing the forcing frequency to 1,348

Hz (see Figure 5.24) results in a diminishing response of the jet to the applied acoustic

forcing. Finally, at the highest forcing frequency 2,065 Hz (see Figure 5.25) in this study

shows similar diminishing trends in terms of the jet transverse motion. Notably, the shear

layer disturbances do not begin developing near the jet exit as they did in the lower forcing

frequency. Additionally, the flattening of the jet in the transverse direction is not as evident

at the higher frequencies, seen in Figures 5.24c and 5.25c. Interestingly, the center fuel core

appear to more response as frequency is increased, as seen the Schlieren images.

Figure 5.23: Coaxial Jet (R = 0.17): Equally spaced images over one time/acoustic period
corresponding to a PN forcing frequency at 581 Hz with forcing amplitude of u′max = 1.2 m/s. (a)
depicts Schlieren images and (b) depicts OH* chemiluminescence images in false color.
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Figure 5.24: Coaxial Jet (R = 0.17): Equally spaced images over one time/acoustic period
corresponding to a PN forcing frequency at 1,348 Hz with forcing amplitude of u′max = 1.2 m/s.
(a) depicts Schlieren images and (b) depicts OH* chemiluminescence images in false color.

Figure 5.25: Coaxial Jet (R = 0.17): Equally spaced images over one time/acoustic period
corresponding to a PN forcing frequency at 2,065 Hz with forcing amplitude of u′max = 1.2 m/s.
(a) depicts Schlieren images and (b) depicts OH* chemiluminescence images in false color.
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Next, results are shown for a velocity ratio of R = 0.3. Figures 5.26, 5.27 and 5.28 help

illustrate the coaxial jet’s responsiveness to PN forcing at two frequencies, 581 Hz, 1,348

Hz, and 2,065 Hz. Recall that for this case (R = 0.3), the unforced jet showed a natural

instability at a frequency around 1500 Hz. Figure 5.26 is for a forcing amplitude of 1.2 m/s

and frequency 581 Hz, where it is clear that both Schlieren and OH* chemiluminescence

show the dominant periodic flame structure arising from the transverse oscillations (more so

than at R = 0.17), which appear visibly to be more vigorous oscillations as compared with

the natural oscillations indicated in Figure 5.19.

Figure 5.26: Coaxial Jet (R = 0.3): Equally spaced images over one time/acoustic period
corresponding to a PN forcing frequency at 581 Hz with forcing amplitude of u′max = 1.2 m/s. (a)
depicts Schlieren images and (b) depicts OH* chemiluminescence images in false color.

In the intermediate forcing frequency (1,348Hz) case, with imaging shown in Figure

5.27, there are also some clear differences to be noted. First the OH* chemiluminescence

images show how the jet is not flattened to the degree that it was in Figure 5.26b when
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there is a change in the forcing frequency. Comparing the Schlieren images with those at

lower frequency forcing in Figure 5.26, it appears that the shear layer instabilities have been

initiated further downstream. Yet as in Figure 5.26, forcing at the higher frequency did result

in shear layer disturbances and jet oscillatory structures that appeared to be more vigorous

than in the naturally unstable coaxial jet in Figure 5.19. Lastly, at 2,065 Hz (see Figure

5.28) the shear layer disturbances have moved into the turbulent region and therefore less

evident. Naturally increasing the annular flow create a more compact flame as compared to

R = 0.17, but even so the jet flattening characteristic diminishes with increasing frequency

for the higher velocity ratio as it did for the lower one. Next, POD analysis will be applied

for the for different flow and forcing conditions.

Figure 5.27: Coaxial Jet (R = 0.3): Equally spaced images over one time/acoustic period
corresponding to a PN forcing frequency at 1,348 Hz with forcing amplitude of u′max = 1.2 m/s.
(a) depicts Schlieren images and (b) depicts OH* chemiluminescence images in false color.
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Figure 5.28: Coaxial Jet (R = 0.3): Equally spaced images over one time/acoustic period
corresponding to a PN forcing frequency at 2,065 Hz with forcing amplitude of u′max = 1.2 m/s.
(a) depicts Schlieren images and (b) depicts OH* chemiluminescence images in false color.

Two sets of flow conditions were chosen to illustrate the acoustic-flame coupling, using

POD analysis, when the flame is forced at a PN (Figures C.23 and C.26 have 2,065 Hz re-

sults). First, a velocity ratio of R = 0.17 was examined at two forcing amplitudes, u′max = 1.2

m/s (corresponding to Figure 5.23) and u′max = 2.6 (P ′max = 900Pa), while keeping the forc-

ing frequency at 581 Hz. Figure 5.29 at the lower forcing amplitude shows that the bulk

flame oscillation takes place at the applied forcing frequency of 581 Hz, is described by mode

1. Both the energy content of the modes indicated in Figure 5.29a and the phase portraits

in Figure 5.29c suggest that modes 1 and 2 make up the dominant oscillatory behavior of

the flame. Increasing the forcing amplitude to u′max = 2.6 in Figure 5.30 shows similar be-

havior in modes 1 and 2 as seen at the lower amplitude. Figure 5.30c shows more significant

dynamical coupling between the modes, including higher modes than 1 and 2, likely due to

the strongly pronounced first harmonic related to modes 3 and 4. Similar results to these
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data sets were seen in the single jet PN forcing conditions as well (see Figure 5.7). This

reinforces the notion that the dynamic behavior of the flame can be captured to some extent

by using POD analysis, at least for the most energetic modes which for PN forcing typically

have been modes 1 and 2 and perhaps a few higher modes.

(a) (b)

(c)

Figure 5.29: Coaxial jet (R = 0.17): POD analysis results for 581 Hz excitation at an amplitude
of u′ = 1.2 m/s at a PN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure 5.30: Coaxial jet (R = 0.17): POD analysis results for 581 Hz excitation at an amplitude
of u′ = 2.6 m/s at a PN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.

Two additional sets of results in Figures 5.31 and 5.32 are presented to examine the

higher velocity ratio jet, with R = 0.3. The results here are similar to those in Figures 5.29

and 5.30 for the lower velocity ratio, in that they demonstrate that the jet is oscillating

at the applied 581 Hz and that modes 1 and 2 describe the bulk motion. Phase portraits

in Figures 5.31c and 5.32c indicate that there is a clear dynamical lock-in to the applied

frequency and its harmonics, with characteristic signatures that are similar to those for the

single jet, both in the present experiments and in corresponding experiments at UCLA at

much lower Reynolds numbers [49]. Higher frequency results can be found in appendix C,

Figures C.21-C.26, with consistency to the results shown here.
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(a) (b)

(c)

Figure 5.31: Coaxial jet (R = 0.3): POD analysis results for 581 Hz excitation at an amplitude
of u′ = 1.2 m/s at a PN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure 5.32: Coaxial jet (R = 0.3): POD analysis results for 581 Hz excitation at an amplitude
of u′ = 2.6 m/s at a PN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.

5.2.3 Pressure Anti-Node Forcing

Subjecting the coaxial jet to acoustic forcing at a PAN (at the waveguide center) produced a

different susceptibility diagram compared to the one that was found for the single jet under

presumably identical conditions. The acoustic-flame coupling regimes of anchored flames,

periodic lifting flames, and permanently lifted flames were observed for the different velocity

ratio cases, but the forcing amplitude required to transition through the regimes, interpreted

here as susceptibility, had the opposite trend to that of the previous single jet results. A

summary of the general findings is given next where results are focused on the PAN resonant
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modes of 360 Hz and 1,150 Hz; results for 775 Hz which were complicated by the resonance

of the manifold of the center jet and only used for susceptibility diagram.

Schlieren imaging showing a time series of jet responses for the R = 0.05 and R = 0.3

cases to forcing at 360 Hz for a common forcing amplitude is shown in Figure 5.33. Clear flow

structures are evident when comparing these two cases, to be expected as in the unforced

results, but the overall bulk axial oscillations are present for both velocity ratios. The

amplitudes for this frequency were applied as high as 1,000 Pa and no clear liftoff, periodic

or permanent, was detected. In between the oscillation cycle the jet appears to wrap around

the exit tube as a vortex appears to form; green arrows show this part of the acoustic period.

The long wavelength oscillations help the coaxial jet flames anchor better than the single

jet. These findings were consistent for all three velocity ratios examined in this study. A

summary of the forcing conditions will be given and discussed below.

Figure 5.33: Coaxial Jet: Equally spaced Schlieren images of the forced jet flame over one
time/acoustic period for a PAN at 360Hz with forcing amplitude of 500 Pa at velocity ratios
of (a) R = 0.05 and (b) R = 0.30.
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At the highest forcing frequency, 1,150 Hz, the flame was susceptible to lifting as seen in

the single jet. A time series of Schlieren images for both R = 0.05 and 0.3 in Figure 5.34

illustrate a forcing amplitude just before periodic liftoff for case 1 and case 3. The bulk

axisymmetric, puff-like oscillations are more pronounced at the lower velocity ratio where

large structures are formed around the center fuel jet, indicated in Figure 5.34a. Figure 5.34b

illustrates a highly turbulent reacting jet where the shear layer has oscillations created by

the acoustic field but the overall puff-like structures are not as prominent in the surrounding

gases. These visualizations suggest that at the larger velocity ratios where a clear shear layer

instabilities between the inner fuel and outer (annular) flow are present, the acoustics can

have an influence, depending on frequency and amplitude. Further increasing the forcing

amplitude leads to periodic lifted and permanently lifted flames.

Figure 5.34: Coaxial Jet: Equally spaced Schlieren images of the forced jet flame over one
time/acoustic period for a PAN at 1,150Hz with forcing amplitude of 150 Pa at velocity ratios
of (a) R = 0.05 and (b) R = 0.30.
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Flame anchoring stability becomes important beyond a threshold forcing amplitude at

the higher frequencies. For case 1 (R = 0.05), PAN forcing above a threshold forcing am-

plitude of P’ = 200 Pa causes the flame to lift periodically and transition to a fully lifted

flame within a narrow range of forcing amplitude. For example, Figure 5.35 tracks the flame

standoff distance over two periods of a PAN forcing condition at 360Hz at a forcing ampli-

tude of P’ = 200 Pa, and compares it to the simultaneously acquired pressure signal. One

can match sequential OH* chemiluminescence images equally spaced over the two periods,

shown in Figure 5.35a, to the red markers corresponding to flame and pressure oscillations

in Figure 5.35b. The green arrows in the images refer to the point of the period where the

flame is lifted. Lastly, the plot in Figure 5.35c of the pressure signal vs. the flame standoff

distance once again displays an elliptic orbit that signifies that there is a nearly out-of-phase

Figure 5.35: Coaxial Jet (R = 0.05): Cyclical processes of flame liftoff and reattachment at
PAN with a frequency of 1,150 Hz and forcing amplitude of P ′max = 200Pa. (a) Equally spaced
OH* chemiluminescence images over two periods (in false color). (b) Time series plot of the
flame standoff distance (red markers correspond to the OH* chemiluminescence images above). (c)
Pressure measurements in Pa vs. standoff distance in mm.
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relationship between the acoustic pressure field and the flame standoff oscillations, the latter

of which are inversely related to the heat release, consistent with the Rayleigh criterion

for combustion instabilities. Referring back to the single jet results in section 5.1.3 the

results found for the coaxial jet have similar phasing between the applied acoustics and

flame liftoff oscillations. Figure 5.36 has similar results for a periodically lifting flame but a

higher velocity ratio case 3 (R = 0.3). The frequency of focus is still 1,150Hz for a forcing

amplitude of P ′max = 250Pa. A direct forcing amplitude comparison is difficult for PAN

excitation because of the different regimes that flame experiences. The coupling between the

flame liftoff height and the pressure is out-of phase. In general for the cases where the coaxial

jet configuration did experience periodic liftoff the coupling behavior was consistent with

these findings. POD analysis of the different flame liftoff regimes is presented in appendix

C.

Figure 5.36: Coaxial Jet (R = 0.3): Cyclical processes of flame liftoff and reattachment at
PAN with a frequency of 1,150 Hz and forcing amplitude of P ′max = 250Pa. (a) Equally spaced
OH* chemiluminescence images over two periods (in false color). (b) Time series plot of the
flame standoff distance (red markers correspond to the OH* chemiluminescence images above). (c)
Pressure measurements in Pa vs. standoff distance in mm.
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A Summary of the PAN results are put into forcing amplitude vs frequency plots in

Figures 5.37-5.39, similar to that in Figure 5.16a for the single jet. In case 1 for the coaxial

jet (R = 0.05) the flame was more stable and less responsive to the lower forcing frequencies

and became less stable (i.e., more responsive to forcing) with regards to flame anchoring as

the frequencies were shifted to the two higher resonant modes. At the lowest PAN frequency

of 360Hz the flame remained stable, but still with a puff-like response, for the maximum

acoustic amplitude that could be achieved by the speakers which was around 1000 Pa. At

the higher forcing frequencies periodic and permanently lifted flames were achieved at above

400 Pa for 775Hz and 200 Pa for 1,150Hz the latter of which was closest to the natural

instability frequency of around 1500 Hz. It is important to note that the results found here

were for one test campaign but were reproduced on different testing days for the same flow

conditions, including after the burner was disassembled and reassembled.

Figure 5.37: Coaxial Jet (R = 0.05): Flame response to PAN forcing for various frequencies
and forcing amplitudes.
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Increasing the outer (annular) flow to 4 m/s (case 2) for a velocity ratio of R = 0.17

showed similar trends to the lower velocity ratio, shown in Figure 5.38. Once again, no

flame liftoff response was seen for the maximum level of excitation produced at 360Hz. At

775Hz the forcing amplitude required to transition from the unstable flame was near 450 Pa

for periodic liftoff and above 600 Pa for permanently lifted flames. For the highest frequency

forcing at 1,150Hz, amplitudes about 200 Pa destabilized the anchored flame. Figure 5.39

displays the results for the largest velocity ratio studied, R = 0.3. In this flow regime the

results for the three cases discussed have a similar susceptibility diagrams, but it becomes

increasing more difficult to destabilize an anchored flame (that is, to cause flame distortion

via forcing) at the higher velocity ratios. These results suggest that if the facility was capable

of producing larger forcing amplitudes (greater than 1,000 Pa) at 360 Hz perhaps the regime

change from anchored flames to lifted flames could take place.

Figure 5.38: Coaxial Jet (R = 0.17): Flame response to PAN forcing for various frequencies
and forcing amplitudes.
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Figure 5.39: Coaxial Jet (R = 0.3): Flame response to PAN forcing for various frequencies and
forcing amplitudes.

One hypothesis for the difference in the receptivity of this coaxial jet to transverse acoustic

forcing compared to the single jet is that natural frequencies of the shear layer may be at play.

In the single jet no obvious natural instability could be extracted from the methods used in

this work which could suggest that either its spectral character is more broadband and with

lower natural perturbations to the jet, as is common to convectively unstable jet shear layers.

In contrast, the coaxial jet is observed to have an unstable shear layer, especially at higher

velocity ratios, with a preferred mode/frequency. This phenomenon, where applied forcing

can affect natural instabilities, is typically described in a “V” shaped lock-in diagram of

amplitude vs. frequency [55, 121]. The “V” is formed by the minimum amplitude necessary

for the system to lock-in to applied forcing at a given frequency. The natural frequency is

located at the lowest point of the “V” because lock-in at that frequency should be relatively

easy to achieve; at forcing frequencies well above or well below the natural frequency, it

becomes more difficult to affect the jet with external excitation. The results presented above
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show that the jet becomes more responsive to excitation and is susceptible to liftoff as the

frequency increases toward the natural frequency, which is close to 1500 Hz, as indicated in

section 5.2.1. The current test matrix does not include higher forcing frequencies that are

necessary to explore this conjecture in more detail, but a speculation could be made that

forcing at frequencies beyond 1,150 Hz might establish the “V” shape lock-in type diagram

describing the transitions from an anchored flame to a periodically lifted flame and ultimately

a fully lifted flame.
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CHAPTER 6

Conclusions and Recommendations for Future Work

6.1 Droplet Combustion

This work explored the effects of reactive nAl and inert nSiO2 particulate additives on

combustion characteristics of ethanol droplets for three alternative types of experimental

procedures. The different experimental methods performed in this study produced similar

trends and magnitudes in K, the standoff distance, and OH* chemiluminescent intensity

when nanoparticles (NPs) were added to ethanol but with a few quantitative differences.

The key findings of this work can be summarized as follows:

For nonfed droplets, the evolution of equivalent droplet diameter followed the classical

d2 law during the majority of the droplet’s lifetime, but toward the end of combustion, there

were deviations from the law associated with particulate- generated droplet deformation and

particle expulsion, occurring sooner for higher loading concentrations of nAl and nSiO2. Fed

droplets with nAl additives experienced a much longer period of quasi-steady-state combus-

tion yet showed instabilities such as jetting from the droplet, a periodic droplet shrink and

growth cycle, and subsequent particle expulsion and burning. Increasing concentrations of

nAl produced systematic enhancements in quantified values of K, by up to 13% with 6 wt.%

loading. The addition of the inert nano-particulate nSiO2 led to somewhat inconsistent

trends in K with increasing concentration, although relatively small increases in K, for ex-

ample, by around 5% for the addition of 1 wt.% nSiO2, were documented. Droplets with nAl

additives had consistently higher K values than either neat ethanol or nSiO2-laden droplets

at a given concentration, but the increases were not on the order of magnitude suggested by

some groups (e.g., Tanvir and Qiao [38]), highly likely resulting from radiation absorption
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effects for others’ exploration of a fuel droplet stream with nanoparticulates.

A simple droplet combustion model demonstrated similar trends in K to the experimen-

tal observations with increasing loading concentration of nAl and even nSiO2. The model

suggested that alterations in thermal properties of the base fuel produced by adding nAl,

especially alterations in the heat of combustion, thermal conductivity, and flame tempera-

ture, could be responsible for higher vaporization rates with increasing concentrations. The

differences between the reactive and inert NP additives corresponded principally to the nAl’s

energetic content, as expected, but the differences in agglomeration and residual structure

also affected global droplet properties. TEM and SEM images provided insights into these

differences in residual structure between nAl and nSiO2 formed on the fiber or capillary

after combustion.

The current experimental configuration for droplet combustion studies not only enables

exploration of the effects of alternative fuels and additives to condensed-phase combustion

but combined with simple model scaling as well as TEM and SEM imaging and EDS analysis

could provide a systematic means for designing new energetic fuel additives for aerospace

propulsion systems.

6.2 Reacting Jets

Turbulent nonpremixed methane jet flames were subjected to transverse acoustic forcing.

Two separate burner configurations were used in this receptivity study: (1) a single jet

surrounded by a co-flow and (2) a coaxial jet that was also surrounded by a co-flow. The

reacting jets could be situated at either a pressure node or a pressure anti-node location,

which was controlled by the phase between the speakers. Based on the findings from the

single jet burner, a mixture consisting of 60% Nitrogen and 40% oxygen was used as the

oxidizer for both studies. The results were visualized using high speed simultaneous Schlieren

and OH* chemiluminescence imaging.
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Under PN forcing, sinuous motion (i.e., a transverse sinusoidal oscillation) of the flame

was observed, which created flame wrinkling as seen from the OH* chemiluminescence im-

ages. The Schlieren imaging showed that the fuel core developed a wave-like pattern that

caused the intact core length to shorten. At the pressure node at higher frequencies the

center fuel jet was changed by the acoustic field more than the flame. The flame remained

anchored for all forcing conditions studied at the PN. These qualitative features of the flame

response were present in both burner configurations. POD analysis of the flame dynamics

was performed, revealing differences in the POD mode shapes and coefficient plots, as well

as the dominant mode frequencies as the amplitude of applied acoustic excitation was in-

creased. For most cases, the bulk asymmetric motion of the jet was described by the first

two POD modes which described the asymmetric motion of the flame across the burner axis

and the flame wave patterns developed on the flame edges. Additionally, jet distortion was

observed from the planar images taken in this study. The distortion included jet flattening

and spreading of the jet at higher forcing frequencies. The flame “flattened” into an ellip-

soidal shape, with a narrow axis in the direction of the acoustic waves. The reacting jet were

able to respond at the frequency of the unsteady acoustic field even at higher frequencies,

but with a diminishing response of the flame. No changes in the flame anchoring stability

were observed; the flame remained anchored for all forcing conditions studied.

Conversely, at a pressure anti-node, the coupling of the acoustics and flame gave rise

to an axisymmetric response (puff-like oscillations), which prompted the flame to become

unstable at the anchoring region. Three regimes were found: stable attached flames exhibit-

ing axisymmetric flame puff-like wrinkling, periodically lifting and reattaching flames with

more pronounced symmetric flame wrinkling, and flames that were permanently lifted by the

acoustic field. In general, the reacting jets experienced this behavior but there were notable

differences between the single jet and coaxial jet configuration.

The single jet demonstrated flame response at all three forcing frequencies, but succeed-

ingly larger amplitudes were required to produce corresponding liftoff behavior (periodic or
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permanent) as the frequency increased, and the resulting fluctuations in the flame stand-

off distance decreased. The boundaries of the susceptibility diagram for the corresponding

liftoff behaviors increased roughly linearly with frequency. This proved that the single jet

configuration behaves similar to basic diffusion flames under external forcing. Higher fre-

quencies required increasing larger amplitudes to achieve flame response, which is consistent

with periodically strained flame theory [117, 118, 119, 62]. Further exploration of the PAN

case, beyond the qualitative features and liftoff boundary, revealed more details regarding

how the periodically lifting flame regime and the fully lifted flame regime was coupled to the

acoustic field. Results revealed that the liftoff behavior was tightly coupled with the pressure

field; both periodic lifting and permanently lifted flames were out-of-phase with the pressure

signal acquired at the jet exit. This behavior was consistent with large standoff distances

being caused by maximum flow rates when the pressure was minimized, which caused the

pressure drop and the resulting flow rate to be maximized.

The reacting coaxial jet configuration revealed different susceptibility diagrams compared

to the single jet. The three velocity ratios explored in this study were more susceptible to

acoustic forcing at higher frequencies, which is the opposite trend of what was found for the

single jet. These results were found for all three velocity ratios explored in this study. A total

of three frequencies were explored, same ones as for the single jet, where the lifting regimes

only appeared at the two higher frequencies (775 Hz and 1150 Hz). It is likely that liftoff

behavior could have been achieved at the lowest frequency with larger forcing amplitudes,

but the current system was not capable of producing such amplitudes. This difference in

flame-acoustic coupling signifies that there are more complex flow instabilities involved that

could not be determined with the current methods. The different susceptibility diagrams

suggest the possibility that the coaxial jet has a natural frequency larger than the largest

one explored here (1150 Hz). Spectral results extracted from the unforced images revealed

that the R = 0.3 had a frequency around 1500 Hz in the shear layer between the inner flow

and annular flow. If indeed the coaxial jets have instabilities at higher frequencies, then a
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hypothesis for results found here is that a lock-in diagram exist where the jet is only able

to achieve liftoff at a given threshold amplitude at a given frequency. The farther way the

applied forcing is from the natural frequency the more difficult it is for the jet respond. This

is consistent the three frequencies applied to the reacting coaxial jets. Lastly, in the cases

were periodic liftoff and full liftoff were seen, the standoff distance behaved similar to the

single jet where an out-of-phase relationship with the pressure signal existed.

6.3 Future Work

This dissertation has described extensive experiments relevant to combustion of droplets

and jets. While both studies have brought fundamental insight into the dynamics of the

nanofuel characterization and the behavior of reacting jets under acoustic forcing, there

remain a number of issues on which future studies should focus. Recommendations will

focus on the reacting jet experiment given that the droplet experiments have ended and the

reacting jet is a new experiment.

There is a lot of opportunity to continue to study reacting jets using this experimental

setup. First when it comes to characterization of the exit flow conditions, it would be

recommended that hot-wire anemometry or particle image velocimetry be performed to

correctly predict the velocity profiles and map the natural frequencies more precisely. Having

this data will be crucial to continue the study of the coaxial jet based on the results presented.

Another recommendation that will help to further explore the stability of this jet is to change

the chamber transverse length, which will give different harmonic frequencies for both PN

and PAN that will not couple with the center tubes as was found for one frequency in

this study. Lastly, given that reacting jet can be well characterized it would be interesting

to incorporate heat exchangers to the fuel and oxidizer lines to have control over the exit

temperatures, this was one idea that was of interest to our group but was not accomplished

in this study.
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Appendix A

Droplet Combustion Data

A.1 Ethanol Properties

Fuel Property Ethanol

Chemical Formula C2H5OH
Molecular Weight [kg/kmol] 46.17

Stoichiometric Air-Fuel Ratio 8.948
Specific Heat Capacity* [kJ/(kg-K)] 2.42
Thermal Conductivity* [W/(m-K)] 0.179

Kinematic Viscosity* [mm2/s] 1.452
Mass Density* [g/cm3] 0.79

Boiling Temperature [K] 351
Freezing Temperature [K] 158

Heat of Vaporization [kJ/kg] 841
Heat of Combustion [kJ/g] 27

Energy Density [kJ/m3] 21.3
* Calculated for T ≈ 295 K and P ≈ 101,325 Pa

Table A.1: Thermodynamic Properties of liquid Ethanol [61]
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A.2 Burning Rate Constant Tables for Case I, II, and III

Loading Concentration (wt %) Min Max Average Uncertainty (±)

0 0.792 0.822 0.808 0.007

1 0.823 0.841 0.833 0.005

2 0.838 0.848 0.842 0.004

3 0.826 0.851 0.838 0.010

4 0.844 0.891 0.867 0.015

5 0.858 0.888 0.871 0.008

6 0.865 0.898 0.876 0.010

Table A.2: Burning Rate Constant Statistics for Case I (nAl)

Loading Concentration (wt %) Min Max Average Uncertainty (±)

0 0.792 0.822 0.808 0.007

1 0.801 0.829 0.818 0.009

2 0.811 0.836 0.829 0.008

3 0.797 0.839 0.823 0.014

Table A.3: Burning Rate Constant Statistics for Case I (nSiO2)

Loading Concentration (wt %) Min Max Average Uncertainty (±)

0 0.717 0.765 0.742 0.013

1 0.735 0.811 0.771 0.013

2 0.747 0.814 0.774 0.043

3 0.758 0.811 0.783 0.039

4 0.774 0.812 0.797 0.050

5 0.756 0.811 0.777 0.025

6 0.744 0.819 0.781 0.024

Table A.4: Burning Rate Constant Statistics for Case II (nAl)
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Loading Concentration (wt %) Min Max Average Uncertainty (±)

0 0.754 0.841 0.797 0.024

1 0.805 0.858 0.828 0.017

2 0.807 0.919 0.848 0.042

3 0.839 0.912 0.866 0.022

4 0.838 0.972 0.879 0.049

5 0.860 0.964 0.906 0.043

6 0.871 0.923 0.902 0.016

Table A.5: Burning Rate Constant Statistics for Case III (nAl)

Loading Concentration (wt %) Min Max Average Uncertainty (±)

0 0.754 0.841 0.797 0.024

1 0.811 0.863 0.838 0.020

2 0.749 0.831 0.790 0.032

3 0.770 0.846 0.808 0.031

Table A.6: Burning Rate Constant Statistics for Case III (nSiO2)
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Appendix B

Reacting Jets
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Figure B.1: Drawings of the acoustic waveguide used for the reacting jet experiments.
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Figure B.2: Detailed drawings of the Burner.
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Figure B.3: PID of complete flow system used in test cell 4 for the fundamental acoustic combustion
experiment.
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Figure B.4: Galls 100W Speaker (SK144) frequency response as reported by the manufacturer.
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Figure B.5: Frequency sweep with speakers operated in-phase (0◦) and a PAN occurring at the
center of the waveguide. A FFT of a pressure transducer located 63.5mm to the left of the center
and 6.35mm from the floor (bottom row). Resonant frequencies are shown to occur near 375 Hz,
775 Hz, and 1150 Hz.
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Figure B.6: Frequency sweep with speakers operated in-phase (0◦) and a PAN occurring at the
center of the waveguide. A FFT of a pressure transducer located 63.5mm to the right of the center
and 6.35mm from the floor (bottom row). Resonant frequencies are shown to occur near 375 Hz,
775 Hz, and 1150 Hz.
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Figure B.7: Frequency sweep with speakers operated out-of-phase (180◦) and a PN occurring at
the center of the waveguide. A FFT of a pressure transducer located at the center and 6.35mm
from the floor (bottom row). Resonant frequencies are shown to occur near 571 Hz, 942 Hz, and
1314 Hz.

Figure B.8: Comsol Multiphysics acoustic simulation, amplitude of pressure fluctuations is shown
for n1 at frequency 189Hz.
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Figure B.9: Comsol Multiphysics acoustic simulation, amplitude of pressure fluctuations is shown
for n4 at frequency 750Hz.

Figure B.10: Comsol Multiphysics acoustic simulation, amplitude of pressure fluctuations is shown
for n5 at frequency 941Hz.
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Figure B.11: Comsol Multiphysics acoustic simulation, amplitude of pressure fluctuations is shown
for n6 at frequency 1116Hz.

Figure B.12: Comsol Multiphysics acoustic simulation, amplitude of pressure fluctuations is shown
for n11 at frequency 2066Hz.
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Appendix C

Reacting Jets: Additional Results

C.1 Additional Single Jet Results

C.1.1 Pressure Node

(a) (b)

(c)

Figure C.1: Single Jet: POD analysis results for 581 Hz excitation at an amplitude of u′ = 0.8
m/s at a PN. Results include (a) the first four POD mode structures with associated percentage of
energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes. Refuel = 5, 300, 40%O2.
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Figure C.2: Single Jet: Equally spaced images over one time/acoustic period corresponding to
a PN forcing frequency at 581Hz with forcing amplitude of u′ = 2.6 m/s. (a) depicts Schlieren
images and (b) depicts OH* chemiluminescence images in false color.
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(a) (b)

(c)

Figure C.3: Single Jet: POD analysis results for 581 Hz excitation at an amplitude of u′ = 2.6
m/s at a PN. Results include (a) the first four POD mode structures with associated percentage of
energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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Figure C.4: Single Jet: Equally spaced images over one time/acoustic period corresponding to
a PN forcing frequency at 1348Hz with forcing amplitude of U

′
= 0.8 m/s. (a) depicts Schlieren

images and (b) depicts OH* chemiluminescence images in false color.
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(a) (b)

(c)

Figure C.5: Single Jet: POD analysis results for 1348 Hz excitation at an amplitude of U ′ = 0.8
m/s at a PN. Results include (a) the first four POD mode structures with associated percentage of
energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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Figure C.6: Single Jet: Equally spaced images over one time/acoustic period corresponding to
a PN forcing frequency at 1348Hz with forcing amplitude of U

′
= 2.6 m/s. (a) depicts Schlieren

images and (b) depicts OH* chemiluminescence images in false color.
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(a) (b)

(c)

Figure C.7: Single Jet: POD analysis results for 1348 Hz excitation at an amplitude of U ′ = 2.6
m/s at a PN. Results include (a) the first four POD mode structures with associated percentage of
energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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Figure C.8: Single Jet: Equally spaced images over one time/acoustic period corresponding to
a PN forcing frequency at 2065Hz with forcing amplitude of U

′
= 0.8 m/s. (a) depicts Schlieren

images and (b) depicts OH* chemiluminescence images in false color.
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(a) (b)

(c)

Figure C.9: Single Jet: POD analysis results for 2065 Hz excitation at an amplitude of U ′ = 0.8
m/s at a PN. Results include (a) the first four POD mode structures with associated percentage of
energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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C.1.2 Pressure Anti-node

Figure C.10: Single Jet: Equally spaced Schlieren images of the forced jet flame over one
time/acoustic period for a PAN at 775Hz with increasing forcing amplitudes of (a) p′max = 280Pa,
(b) p′max = 450Pa, and (c) p′max = 550Pa.
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Figure C.11: Single Jet: Equally spaced Schlieren images of the forced jet flame over one
time/acoustic period for a PAN at 1150Hz with increasing forcing amplitudes of (a) p′max = 300Pa,
(b) p′max = 650Pa, and (c) p′max = 900Pa.
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(a) (b)

(c)

Figure C.12: Single Jet: POD analysis results for 360 Hz excitation at an amplitude of p′max = 175
Pa at a PAN. Results include (a) the first four POD mode structures with associated percentage
of energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.13: Single Jet: POD analysis results for 360 Hz excitation at an amplitude of p′max = 300
Pa at a PAN. Results include (a) the first four POD mode structures with associated percentage
of energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.

159



(a) (b)

(c)

Figure C.14: Single Jet: POD analysis results for 360 Hz excitation at an amplitude of p′max = 450
Pa at a PAN. Results include (a) the first four POD mode structures with associated percentage
of energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.15: Single Jet: POD analysis results for 775 Hz excitation at an amplitude of p′max = 280
Pa at a PAN. Results include (a) the first four POD mode structures with associated percentage
of energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.16: Single Jet: POD analysis results for 775 Hz excitation at an amplitude of p′max = 450
Pa at a PAN. Results include (a) the first four POD mode structures with associated percentage
of energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.17: Single Jet: POD analysis results for 775 Hz excitation at an amplitude of p′max = 550
Pa at a PAN. Results include (a) the first four POD mode structures with associated percentage
of energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.18: Single Jet: POD analysis results for 1150 Hz excitation at an amplitude of p′max =
300 Pa at a PAN. Results include (a) the first four POD mode structures with associated percentage
of energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.

164



(a) (b)

(c)

Figure C.19: Single Jet: POD analysis results for 1150 Hz excitation at an amplitude of p′max =
650 Pa at a PAN. Results include (a) the first four POD mode structures with associated percentage
of energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.20: Single Jet: POD analysis results for 1150 Hz excitation at an amplitude of p′max =
900 Pa at a PAN. Results include (a) the first four POD mode structures with associated percentage
of energetic content, and where the color denotes strength of the mode scaled by its own norm, (b)
the power spectral density associated with the four POD modes, and (c) sample plots of the POD
mode coefficients against one another for the first four modes.
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C.2 Additional Coaxial Jet Results

C.2.1 PN

(a) (b)

(c)

Figure C.21: Coaxial jet (R = 0.17): POD analysis results for 1348 Hz excitation at an amplitude
of u′ = 1.2 m/s at a PN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.22: Coaxial jet (R = 0.17): POD analysis results for 1348 Hz excitation at an amplitude
of u′ = 1.6 m/s at a PN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.23: Coaxial jet (R = 0.17): POD analysis results for 2065 Hz excitation at an amplitude
of u′ = 1.2 m/s at a PN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.24: Coaxial jet (R = 0.3): POD analysis results for 1348 Hz excitation at an amplitude
of u′ = 1.2 m/s at a PN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.25: Coaxial jet (R = 0.3): POD analysis results for 1348 Hz excitation at an amplitude
of u′ = 1.6 m/s at a PN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.26: Coaxial jet (R = 0.3): POD analysis results for 2065 Hz excitation at an amplitude
of u′ = 1.2 m/s at a PN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.
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C.2.2 PAN

(a) (b)

(c)

Figure C.27: Coaxial jet (R = 0.05): POD analysis results for 1150 Hz excitation at an amplitude
of p′ = 200 Pa at a PAN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.
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(a) (b)

(c)

Figure C.28: Coaxial jet (R = 0.3): POD analysis results for 1150 Hz excitation at an amplitude
of p′ = 250 Pa at a PAN. Results include (a) the first four POD mode structures with associated
percentage of energetic content, and where the color denotes strength of the mode scaled by its own
norm, (b) the power spectral density associated with the first POD mode, and (c) sample plots of
the POD mode coefficients against one another for the first four modes.
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