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ABSTRACT OF THE DISSERTATION 
 

Design and Charge-Transfer Properties of Bio-inspired Electrets 
 
 

by 
 

Duoduo Bao 
 

Doctor of Philosophy, Graduate Program in Bioengineering 
University of California, Riverside, March 2013 

Dr. Valentine I. Vullev, Chairperson 
 

      In order to develop and demonstrate fundamental strategies for improving the 

efficiency of photovoltaic devices that are commonly used for solar-energy capture and 

conversion, we introduced and studied anthranilamides as bioinspired electrets. 

     Charge transfer processes play a key role in chemical and biological systems. 

Photoinduced charge transfer represents the central paradigm of light-energy conversion 

of photosynthesis and photovoltaic devices. The Rehm-Weller equation allows for 

estimating the diving force of photoinduced charge transfer by employing readily 

measureable quantities such as the redox potentials and spectroscopic data of electron 

donors and acceptors. A significant part of my studies focused on the Born solvation term 

in the Rehm-Weller equation that introduces the electrostatic stabilization of the charge-

transfer species by the surrounding media. Cyclic voltammetry, allowed me to 

demonstrate experimentally the effects of the supporting electrolyte on the redox 

potentials. These effects were especially pronounced for non-polar solvents. Most 

importantly, I devised an approach to address the discrepancies that the presence of 

electrolyte introduces to the charge-transfer analysis. Concurrently, my studies 
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demonstrated that the Generalized Born model allows for addressing the deficiencies in 

the charge-transfer analysis involving redox species that are not spherical and that have 

heterogeneous charge distribution. 

     The other significant part of my studies focused on anthranilamides as bioinspired 

electrets that have the potential to accelerate charge separation and suppress the undesired 

charge recombination. My research provided the first experimental demonstration that the 

anthranilamides possess intrinsic dipoles. These amides with large intrinsic dipole 

moments (that is, electrets) can generate electric field, which enhances electron transfer 

from their N- to their C-termini and impedes it in the backward direction. To test the 

ability of the electrets to modify the direction of electron transfer, I incorporated an 

anthranilamide monomer in electron donor-acceptor (DA) dyads. Comparison between 

the charge-transfer kinetics of electret-acceptor dyads, revealed a faster initial 

photoinduced charge separation and a slower charge recombination when electron was 

transferred toward C-terminus. These findings were consistent with the orientation of the 

intrinsic dipole moment of the anthranilamide monomer. Aside from previous work 

employing polypeptides, this is the first demonstration of rectification of charge transfer 

by dipole moments of synthetic bioinspired derivatives.  

     In summary, the most important contributions from my doctoral work were: 

(1) developing methods for reliable interpretation of experimental results pertinent to 

charge-transfer kinetics and thermodynamics; (2) demonstrating rectification of 

photoinduced charge transfer induced by the anthranilamide intrinsic dipole; and 

(3) demonstrating that the photoinduced processes result in charges residing on the 
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anthranilamides (i.e., radical ions) which is essential for attaining hopping mechanism for 

long-range charge transfer. 
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     Energy consumption. Currently, global energy consumption is mainly dependent on 

fossil fuels as a principal energy source.1 In the United States, for instance, fossil fuels 

account for 82% of energy production in 2011.2  The world energy consumption rate is 

projected to double from 13.5 TW (1TW = 1012 W) in 2001 to 27 TW by 2050 and to 

triple to 43 TW by 2100. The estimated fossil energy resources can support a 25- to 30-

TW energy consumption rate globally. Consumption of fossil energy at this fast rate, 

however, will produce global issues such as climate change due to CO2 emissions, high 

oil prices and peak oil crisis.3 Those issues have raised increasing demands for exploring 

alternative energy sources. Solar energy, which has the potential to afford energy-

production rates of 600 TW, offers a means of sustaining our growing energy needs in an 

environmentally benign manner.4-6 The utilization is yet limited due to fundamental issues 

with the conversion and storage technologies. As a result, currently solar contributes less 

than 0.2% to the total energy production in the USA (based on data for 2011).2   

     Solar energy conversion technology. Photovoltaic devices (PVs)  provide means for 

capturing solar light and converting it into electrical energy. Cost-competitive PVs for 

solar-energy-conversion will require either (1) lowering the material cost and the 

fabrication cost for existing high-efficiency cells, or (2) increasing the efficiency of PVs 

made of inexpensive materials.5,7-9 Bulk heterojunction (BHJ) solar cells, dye-sensitized 

solar cells (DSSC), and quantum-dot-sensitized solar cells (QDSSC) are some of the 

excellent candidates for the latter strategy.10-14, 15-17 

     Most of the processes that govern the device efficiency occur at the material interfaces 

of these heterogeneous systems. The formation of charge-transfer (CT) excitons, in which 

2 
 



electrons and holes are electrostatically bound across donor-acceptor interfaces, presents 

a key issue for organic PVs.18-20 Trapped CT excitons have been observed 

experimentally21-27 and predicted theoretically.28,29 Long-range CT is essential for moving 

photogenerated electron and hole away from each other to prevent trapping and charge 

recombination.18,30 An increase in the electron-hole binding energy, for example, 

increases the probability for charge recombination.29,31  

     Charge recombination, leading to reducing the photocurrents (or the quantum 

efficiency), is one of the sources of considerable energy loss in PVs.32,33 Meanwhile, 

large driving forces employed for attaining efficient high-quantum-yield CT, reduce the 

voltage of the PV cells (i.e., open-circuit voltage, Voc).34 By suppressing the undesired 

back CT and achieving efficient forward CT at relatively small driving forces, rectifying 

macromolecules and materials will permit PVs to approach their theoretical limits of 

efficiency.32,33  

      Photoinduced charge transfer. Photoinduced CT is the vital process in natural 

photosynthesis that initiates the transduction of absorbed radiation energy into charge 

flow.35 The principal component of the light harvesting apparatus of higher plants and 

numerous microorganisms is the photosynthetic reaction center (PRC) where light energy 

is converted into charge-separated states and where electron entrainment is initiated.36 

The predominant secondary structure of PRC transmembrane proteins is α-helices 

spanning along the CT pathways.37 The helices provide various modes of electronic 
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coupling essential for CT, and electrostatic fields generated by helix intrinsic dipoles that 

influence significantly on charge entrainment.38 

     Tunneling and hopping are the mechanisms by which electrons transfer from donors 

to acceptors. In tunneling, or superexchange charge transfer, electrons move via the 

virtue of weak overlaps of the evanescent components of the donor and acceptor wave 

functions (Figure 1-1). These overlaps are most significant along covalent bonds. 

Although the antibonding orbitals are energetically inaccessible for the transferred 

electrons, they provide spatial passages with lower potential barriers. That is, the electron 

moves along virtual states that are within the highest occupied molecular orbital 

(HOMO)–lowest unoccupied molecular orbital (LUMO) gap (or the bandgap) of the 

molecular chains that connect the donor and the acceptor. This non-adiabatic mechanism 

of CT is prevalent for biomolecular systems because the redox potentials of the 

connecting groups are either too large or too low to inject charges into them, i.e., they are 

electrical insulators. A principal drawback of quantum mechanical tunneling is its 

distance limitations, i.e., electron-tunneling rates fall off exponentially with the increase 

in the donor-acceptor distance. As a result, efficient electron tunneling through proteins 

and other biomolecules is limited to about two nanometers.39, 40,41 

     If charges have to be transferred farther than this range, multiple short tunneling steps 

are involved, i.e., the electrons or holes hop along redox active sites situated between the 

donor and the acceptor (Figure 1-2). Chains of redox cofactors in the PRCs and the 

respiratory mitochondrion chain provide a means for long-range electron transduction. 

Similarly, easily oxidizable bases of DNA strands, e.g., guanine, G (Eox = 1.2 V vs SCE), 
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and adenine, A (Eox = 1.7 V vs. SCE), provide a means for hole hopping at distances 

exceeding 4 nm.42,43 In electron hopping, an electron from the LUMO of the photoexcited 

donor is injected into the LUMO of the nearest redox moiety. Then the electron moves 

along the LUMOs of the moieties bridging the donor and the acceptor to eventually reach 

the LUMO of the acceptor (Figure 1-2a). In hole hopping, an electron is extracted from 

the HOMO of the moiety nearest to a photoexcited acceptor and a sequence of short 

electron transfer steps between neighboring redox sites provide the means for the 

generated positive charge, i.e., the hole, to migrate toward the donor (Figure 1-2b).  

 Numerous processes with pronounced efficiency can compete with the photoinduced 

long-range CT. For example, radiative (e.g., fluorescence) and non-radiative decays of 

the photoexcited donor or acceptor (also referred to as sensitizers) can suppress the initial 

photoinduced charge-separation step needed for injecting an electron or a hole in the 

bridging moieties. Ultimately, the photoinduced multiple steps should store the absorbed 

energy in the form of long-lived long-range CT states that will allow the electrons to be 

collected from the LUMO of the reduced acceptor and the holes from the HOMO of the 

oxidized donor.  

     Local electric fields, generated by molecular dipoles, have the unexplored potential to 

control the discreet charge-transfer steps essential for light-energy harvesting. Larger 

rectification is expected for the hopping, in comparison with tunneling processes, because 

of the numerous energetically unfavorable steps along the bridge when the electric field 

is co-directional with the CT. For such systems we expect the elimination of back CT in 

HUMOs (electron hopping) or LUMOs (hole hopping) from one bridge molecule to 
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another (Figure 1-3). Based on the direction of local electric field and CT, the local 

electric field will also increase (co-direction) or decrease (anti-direction) the driving force 

for photo-induced charge-transfer processes, ΔG(0).  

      Herein, my primary research goal is to demonstrate how molecular dipoles can 

accelerate the desired forward CT and suppress the undesired charge recombination in 

CT process. To achieve my research goals I resorted to molecular electrets that are 

systems with co-directional ordered orientation of electric dipoles, i.e., electrets are the 

electrostatic analogues of magnets.44 

     Photoinduced charge transfer modified by intrinsic electric field. Polypeptide 

helices are some of the best known natural electrets. The protein α-helices, for example, 

possess intrinsic dipole moments of about 5 D per residue, generating fields in the order 

of 108 V/m.45, 46-50 

     Biomimetic systems, based on polypeptide α-helices, presented an excellent paradigm 

for studying photoinduced CT in relevance to the basic processes of photosynthesis and 

redox processes mediated by proteins. Due to their large intrinsic dipole moments, 

polypeptide α-helical biomimetic systems have been used to test the effect of local 

electric fields on photoinduced charge separation.46,51 The local electric fields, generated 

by the macromolecular dipoles in such electret CT systems, generally lead to a 

rectification effects. That is, the electrons move faster toward the positive poles of the 

dipoles than to the negative poles.  
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     Galoppini and Fox were the first to report this effect using polypeptide α-helices, 

possessing dipole moments of 40 D, and with an electron donor and an acceptor attached 

to amino acid residues in the helical conformers.46,47  The CT toward the positive pole of 

the helix dipole was 5-27 times faster than the CT toward the negative pole. In a 

relatively nonpolar solvent tetrahydrofuran (THF), for example, the rate constant of fast 

CT can be as high as 27 fold of that of slow CT.46,47 They also observed no significant 

difference between CT rates if the structure of polypeptide was denatured, that is, the 

helix dipoles were eliminated by using protic solvents or guanidinium salt.47 A recent 

report on proline peptides with three different redox residues showed that charges have a 

field effect similar that of the dipoles.52 Reports on electrochemistry and photo-

electrochemistry of self-assembled monolayers of polypeptide helices on gold confirmed 

this dipole effect. Measured currents showed faster heterogeneous CT when the electrons 

flowed in the direction of the dipoles (i.e., from the negative to the positive poles) than 

when they flowed against the dipole.48,53,54  

     Changes in the CT driving force, -ΔG(0), account for these dipole effects.55 Namely, 

the molecular dipoles stabilize the charge-separated states in which the radical cation is at 

the negative poles of the dipoles and radical anion is at the positive poles. This 

orientation makes ΔG(0) more negative and increases the CT rates for processes occurring 

in the Marcus normal region.56-58 For oppositely oriented charge-separated states, this 

effect is reversed, resulting in a decrease in the CT rates. 
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     These important developments unequivocally show that local electric fields from 

molecular dipoles affect charge transfer and provide a means for controlling its 

directionality. 

     Photoinduced charge transfer rectified by bioinspired electrets. Although 

polypeptide α-helices are natural existing macromolecules with large dipole moment, 

they are not always the best choice for charge-transfer systems because they exhibit 

media and temperature sensitivity. Their biological properties restrict their feasibility as 

materials for large-scale industrial application. More importantly, since they mediate 

charge transfer via tunneling mechanism, they are not promising electrets for efficient 

long-range charge transfer over distances exceeding one or two nanometers.59  

     Herein, we took lessons from biology (i.e., protein structural motifs, such as ordered 

amide and hydrogen bonds) and applied them to synthetic systems to produce feasible 

candidates for organic electronic materials. Organic polymers, with their large intrinsic 

dipole moments and abilities to mediate long-range charge transfer along π-conjugated 

backbones,60 present alternative electronic materials for inducing charge-transfer 

rectification.  

As a principal focus of my research, I was involved in the design of the bioinspired 

macromolecular electrets. We selected anthranilamides, which are composed of aromatic 

residues linked with amide bonds (Figure 1-4).60 We demonstrated that the amide bond 

dipoles formed between the carbonyl O at the C-terminus and the nitrogen at the N-

terminus, along with the hydrogen bond dipole directed from H to O, contributes to the 
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intrinsic dipole moments of these bioinspired macromolecules.60,61 The aromatic moieties 

that are directly linked by the amide bonds present sites for charge transfer via multiple 

short electron transfer steps.  

The dipole moments in these structures, composed of identical redox moieties, 

induced the “cascade” electronic configurations essential for directing charge transfer. 

Such derivatives of identical moieties provide a means for facile extension of charge 

transfer pathways by increasing the length of the homomeric chains. It is the featured 

molecular dipoles, introducing asymmetry in the directionality of the charge hopping, 

which set apart our systems from others with extended π-conjugation.62 Altering the 

media polarity, which screens the dipoles, tunes the ΔG(0) of the charge-hopping steps.63 

It provides a means for exploring the conditions for maximum efficiency of long-range 

CT at feasibly small –ΔG(0). Thus, anthranilamides offer an indispensable, 

straightforward model for mechanistic studies of the effect of molecular dipoles on long-

range CT. 

With the assistance of Prof. Roger Lake’s group (leading theoreticians in the field of 

charge transport) we demonstrated theoretically for the first time that the anthranilamide 

oligomers possess intrinsic dipole moments that amount to 3 – 5 D per residue.60 Without 

any doping groups (either electron withdrawing or donating groups) at the distal positions 

of the aromatic residues, the addition of each residue increased the axial dipole moment 

with about 3 D, of which ~2 D resulted from the additional amide bond and ~1 D from 

the additional hydrogen bond. The effects of doping groups on the intrinsic dipole 

moments differed by placed positions of the aromatic residues. The addition of electron 
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withdrawing groups towards the N-terminus contributed to the increasing of total dipole 

moment of monomer by about 1.5 D in comparison with the anthranilamide monomer. 

The position of electron donating group also affects the axial and total dipole moments. If 

attached to the R1 position (towards N-terminus, Figure 1-4), there is an induced 

polarization that opposes the direction of the anthranilamide intrinsic dipole moment, 

which reduces its values. Concurrently, placing the electron donating group at the R2 

positions (towards C-terminus) significantly increases the dipole moment of the 

anthranilamides. In addition, the bandgaps of anthranilamides were narrowed down by 

more than 1 eV, due to extension of the p-conjugation by some of the doping groups. 

In order to experimentally investigate the electronic properties of these bioinspired 

systems, I was involved in an extensive evaluation of the dipoles of six amide conjugates, 

i.e., the principal building blocks of the bioinspired electrets. By employing Debye-

Hedestrand relations, we experimentally determined the dipole moments of amides, and 

set the foundation for our future studies.64 We found that in polar solvent, chloroform (ε 

= 4.8), the values of the dipole moments of the six amides were notably larger than the 

corresponding dipoles obtained theoretically for vacuum, i.e., for gas phase. Therefore, 

we introduced the media polarization (and the solvated cavity reaction field) in the ab 

initio calculations to account for the solvent effects.64 Our final findings showed 

agreement between theory and experiment; and both experimentally measured and 

theoretically calculated dipole moments increased with the increase in the media polarity, 

which manifested a solvent dependence. 
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I synthesized a series of anthranilamide conjugates, for many of which I developed 

the synthetic procedures. My research provided the first experimental demonstration that 

the anthranilamides possess intrinsic dipoles (Chapter 4, J. Org. Chem. 2013).44 To 

determine the orientation of the molecular dipoles in these macromolecules we resorted 

to advanced nuclear magnet resonance (NMR) techniques, with the assistance of 

collaborators from Boston University and Harvard University. The study of the electronic 

properties proved that these anthranilamide oligomers are electrets, based on their 

intrinsic dipole moments as evident from their spectral and dielectric properties. Two 

dimensional NMR studies provided the means for estimating the direction of the intrinsic 

electric dipoles of these conjugates. This study sets the foundation for the development of 

a class of organic materials that are de novo designed from biomolecular motifs and 

possess unexplored electronic properties. 

     Utilization of electrochemical approaches like cyclic voltammetry allowed me to 

further investigate the fundamentals of the charge-transfer theory. By electrochemical 

and photophysical studies, I developed methods for reliable estimation of driving force of 

photoinduced charge transfer process (Chapters 2, J. Phys. Chem. A 2009; Chapter 3, J. 

Phys. Chem. B 2010).65, 66  

     The estimation of the driving force for photoinduced charge-transfer processes, using 

the Rehm-Weller equation, requires the employment of redox and spectroscopic 

quantities describing the participating electron donor and acceptor. While the 

spectroscopic data are usually obtained from diluted solutions, usually neat solvents; the 

redox potentials are most frequently obtained from electrochemical measurements 
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conducted in concentrated electrolyte solutions. To correct for the differences in the 

media, in which the various types of measurements are conducted, a term, based on the 

Born equation for solvation energy of ions, is introduced in the Rehm-Weller equation. 

The Born correction term, however, requires a prior knowledge of the dielectric constants 

of the electrolyte solutions used for the redox measurements. Because of limited 

information for such dielectrics, the values for the dielectric constants of electrolyte 

solutions are approximated to the values of the dielectric constants of the corresponding 

neat solvents. I examined the validity of this approximation and developed a method for 

accounting for the discrepancies induced by the presence of electrolyte in the media 

(Chapter 2, J. Phys. Chem. A 2009).65 

     Based on study of Chapter 2, I experimentally examined the validity of spherical 

approximation for molecular ions in the Born solvation energy calculation. The 

experimentally obtained effective radii were up to four-fold smaller than the radii of the 

solvation cavities that we calculated. To address this discrepancy, we demonstrated for 

the first time that a generalized Born approach, which represents molecular species as 

collections of spheres, yields theoretical values that agrees with the experimental findings 

and demonstrates plausible means for addressing the potential deficiencies in the single-

sphere approximation of organic ions (Chapter 3, J. Phys. Chem. B 2010).66 

     In summary, the most important contributions from my doctoral work were: 

(1) developing methods for reliable interpretation of experimental results pertinent to the 

interpretation of the charge-transfer kinetics and thermodynamics; (2) demonstrating 

rectification of photoinduced charge transfer induced by the anthranilamide intrinsic 
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dipole; and (3) demonstrating that the photoinduced processes result in charges residing 

on the anthranilamides (i.e., radical ions) which is essential for attaining hopping 

mechanism for long-range charge transfer. 
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Figures 

a.  

 

b.  

Figure 1-1. Frontier orbital diagrams of donor-bridges-acceptor systems (DBA), 
mediating photoinduced charge transfer via: (a) tunneling with the donor as the principal 
chromophore; (b) tunneling with the acceptor as the principal chromophore. hν = 
photoexcitation of the principal chromophore; LUMO = lowest unoccupied molecular 
orbitals; HOMO = highest occupied molecular orbitals. 
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a.  

 

b.   

Figure 1-2. Frontier orbital diagrams of donor-bridges-acceptor systems (DBA), 
mediating photoinduced charge transfer via (a) electron hopping – the donor is the 
principal chromophore; and (b) hole hopping – the acceptor is the principal chromophore. 
For hole hopping, an electron from the bridge is transferred to the lower-level singly-
occupied orbital (which is the HOMO of the acceptor after the photoexcitation). The 
consecutive electron transfer steps along the HOMOs of the bridge, followed by electron 
transfer from the HOMO of the donor, create a total effect of positive-charge (hole) 
transfer from the acceptor to the donor. 
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a.  

 

 

b.    

Figure 1-3. Frontier orbital diagrams of donor-bridges-acceptor systems (DBA) with 
local electric field mediating photoinduced charge transfer via (a) electron hopping 
and (b) hole hopping. With intrinsic electric field that are generated by dipoles of 
bridge molecules, that is, electrets, the back charge transfer processes will be 
suppressed. These diagrams are based on assumptions for homogeneous effect of the 
local electric field on the frontier orbitals of the bridging moieties. 

20 
 



 

 

Figure 1-4. Anthranilamides and the origin of their intrinsic electric dipole moment 
from: (1) the ordered orientation of the amide bonds; and (2) the shift in the electron 
density from H to O upon hydrogen-bond formation. Unlike protein α-helices, the 
anthranilamide dipole is oriented from the N- to the C-terminus. 
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Abstract   

     The estimation of the driving force for photoinduced charge-transfer processes, using 

the Rehm-Weller equation, requires the employment of redox and spectroscopic 

quantities describing the participating electron donor and acceptor. While the 

spectroscopic data are usually obtained from diluted solutions, the redox potentials are 

most frequently obtained from electrochemical measurements conducted in concentrated 

electrolyte solutions. To correct for the differences in the media, in which the various 

types of measurements are conducted, a term, based on the Born equation for solvation 

energy of ions, is introduced in the Rehm-Weller equation. The Born correction term, 

however, requires a prior knowledge of the dielectric constants of the electrolyte 

solutions used for the redox measurements. Because of limited information for such 

dielectrics, the values for the dielectric constants of electrolyte solutions are 

approximated to the values of the dielectric constants of the corresponding neat solvents. 

We examined the validity of this approximation. Using cyclic voltammetry, we recorded 

the first one-electron oxidation potential of ferrocene for three different solvents in the 

presence of 1 – 500 mM supporting electrolyte. The dielectric constants for some of the 

electrolyte solutions were extracted from fluorescence measurements of a 

dimethylaminonaphthalimide chromophore that exhibits pronounced solvatochromism. 

The dielectric constants of the concentrated electrolyte solutions correlated well with the 

corresponding oxidation potentials. The dependence of the oxidation potential of 

ferrocene on the electrolyte concentration for different solvents revealed that the 

abovementioned approximation in the Born correction term, indeed, introduces a 
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significant error in the estimation of the charge-transfer driving force from redox data 

collected using relatively non-polar solvents. 

     Keywords: electron transfer, charge transfer, Born equation, Rehm Weller equation, 

ferrocene, tetrabutylammonium, tetrafluoroborate, dimethylamino-1,8-naphthalimide, 

solvatochromism, redox potential, oxidation potential, half-wave potential. 
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Introduction 

     This article describes electrochemical investigation of the of the redox properties of 

ferrocene in the presence of various concentrations of a supporting electrolyte for 

different organic solvent media. We observed up to half-a-volt shifts in the oxidation 

potential of ferrocene with the increase in the electrolyte concentration to 500 mM.  

  The Rehm-Weller equation provides an important relation between measurable 

quantities that allows for estimation of the driving force (i.e., the change in the Gibbs 

energy, 

 

∆Get
0( )) of photoinduced electron transfer processes:1-3 
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0( ) = F E
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0( )  are the standard oxidation and reduction potentials for the 

donor and the acceptor, respectively; F is the Faraday constant; E00 is the zero-to-zero 

energy of the principal chromophore; ΔGS and W are the Born and Coulombic correction 

terms: 
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W =
n zA − zD − n( )q2

4πε0εRDA

         (2-3) 

where rD and rA are the donor and acceptor radii, respectively; RDA is the center-to-center 

donor acceptor distance; n is the number of transferred electrons; q is an elementary 

charge; zA and zD are the charges of the donor and the acceptor, respectively, prior to the 

electron-transfer process; and ε0 is the electric permittivity of vacuum.  
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 In equation 2-2, while εD and εA are the dielectric constants of the solutions, in which 

the redox potentials of the donor and the acceptor, respectively, were measured, ε is the 

dielectric constant of the media, for which 

 

∆Get
0( )  is calculated and the spectroscopic 

measurements for estimation of E00 are conducted. The Born term, therefore, introduces a 

correction for the differences in the solvation energies for the charged species,4,5 involved 

in the electron-transfer process, when in media with dielectric constants ε, εD and εA: i.e., 

ΔGS/F corrects the values of the redox potentials, 

 

E
DzD+n/DzD

0( )  and 

 

E
AzA /AzA −n
0( ) , measured in 

media with dielectric constants εD and εA, to the expected values for 

 

E
DzD+n/DzD

0( )  and 

 

E
AzA /AzA −n
0( ) , if they were measured in media with dielectric constant ε.   

  The redox potentials, 

 

E
DzD+n/DzD

0( )  and 

 

E
AzA /AzA −n
0( ) , are most frequently obtained from 

electrochemical measurements, which are conducted in concentrated electrolyte 

solutions. Because data for dielectric properties of electrolyte solutions are scarce, εD and 

εA are approximated with the dielectric constants of the corresponding neat solvents.2,6,7 

This approximation, although broadly employed, can be a source of a significant error in 

the estimation of 

 

∆Get
0( ).  

 Assuming that ε–1 >> εD
–1 and ε –1 >> εA

–1 allows for an alternative approximation for 

the Born term in equation 2-2 that for a one-electron transfer (n = 1) between non-

charged donor and acceptor is ΔGS ≈ q2(rD
–1 + rA

–1)(8πε0ε)–1.8 This alternative 

approximation, however, is not universally applicable: it is acceptable solely for charge-

transfer studies in relatively non-polar media, for which the redox potentials are 

determined in relatively polar solvents in the presence of high electrolyte concentration. 
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 Due to the robustness of its reversibility at experimentally accessible potentials, the 

ferrocenium/ferrocene redox couple, Fc+/Fc (Fc = Fe(C5H5)2), has been established as 

one of the standards for calibration of electrochemical measurements and extensively 

investigated.9-13 The oxidation potential of ferrocene, 

 

E
Fc+ /Fc
0( ) , recorded in the presence of 

~ 0.1 M supporting electrolyte, manifests relatively small dependence on the polarity of 

the neat solvent used for the measurements.11,14,15 Furthermore, 

 

E
Fc+ /Fc
0( )  shows negligible 

dependence on the chemical composition of the electrolyte and the material of the 

working electrode used for the voltammetric measurements.16 Changes in the 

concentration of the supporting electrolyte, however, cause dramatic shifts in the 

oxidation potential of ferrocene for dilute solutions.17-19 These redox properties, which 

are not limited to ferrocene only, raise questions about the feasibility of the 

approximation of εD and εA (equation 2-2) to the dielectric constants of the corresponding 

neat solvents.    

 Herein we examine the errors that can be potentially introduced in the Born correction 

term through the abovementioned approximation of εD and εA. We describe a relatively 

facile approach for estimation of redox potentials for neat solvent media and hence, 

obtaining the exact, rather than approximate, values for ΔGS.  

     Using cyclic voltammetry (CV), we investigated the changes in the oxidation potential 

of ferrocene (Fc) in the presence of various concentrations of tetrabutylammonium 

tetrafluoroborate (TBATFB) as a supporting electrolyte for three aprotic organic solvents 

broadly used for electrochemical measurements: dichloromethane (CH2Cl2), acetonitrile 

(MeCN) and N,N-dimethylformamide (DMF). An increase in the electrolyte 
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concentration shifts the oxidation potential of Fc to more negative values with as much as 

0.5 V.   

     Using the solvatochromic properties of a dimethylaminonaphthalimide fluorophore, 

we estimated the dielectric constants of CH2Cl2 solutions of TBATFB with different 

concentrations. An increase in the electrolyte concentration to 500 mM, resulted in a 2.7-

fold increase in the dielectric constant of the solution in comparison with the dielectric 

constant of the neat solvent, CH2Cl2. The observed shifts in the oxidation potential of Fc 

correlated well with the dielectric properties of the electrolyte solution for electrolyte 

concentration exceeding ~ 20 mM.  

Results and Discussion 

     Redox properties of ferrocene. For this series of studies, we chose ferrocene as a 

redox probe because of its well-defined one-electron oxidation to a ferrocenium ion, 

Fc+.11 Due to the relative stability of Fc+, ferrocene exhibits reversible oxidation behavior 

in voltammetry measurements.14 Its oxidation potential, 

 

E
Fc+ /Fc
0( ) , therefore, can be reliably 

approximated to its half-wave potential, 

 

E
Fc+ /Fc
1/ 2( ) ,14,16 defined as the midpoint between the 

values of the potentials corresponding to the anodic and the cathodic peak in the cyclic 

voltammograms of Fc. We selected three organic solvents, CH2Cl2, MeCN and DMF, 

which are electrochemically inert within the window of potentials used for this study.    

     For each of the solvent media, an increase in the concentration of the electrolyte from 

1 mM to 500 mM resulted in considerable shifts of the anodic peaks to less positive 

values (Figure 2-1). The cathodic peaks, concurrently, shifted to a lesser extent toward 
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more positive values. As a result, for all three solvent media, the increase in the TBATFB 

concentration shifted the oxidation potential of Fc, 

 

E
Fc+ /Fc
1/ 2( ) , toward more negative values 

(Figure 2-2 and Table 2-1). This electrolyte-induced effect was most pronounced for the 

least-polar of the three solvent, CH2Cl2.  

     Upon the increase in the electrolyte concentration, the oxidation potentials of Fc for 

the three solvents asymptotically approach values that are within 0.1 from one another 

(Figure 2-2): i.e., 

 

E
Fc+ /Fc
1/ 2( ) (CTBATFB → ∞) is equal to 0.52, 0.44 and 0.43 V vs. SCE for 

CH2CL2, MeCN and DMF, respectively. The increase in the electrolyte concentration 

increases the dielectric constant and hence, decreases the inverse values of the dielectric 

constants, ε–1, of the solutions. (For the Born term in equation 2-1, it is the values of the 

inverse dielectric constants, ε–1, that are important.) Therefore, for relatively large 

electrolyte concentrations, the absolute difference between the small values of ε–1 are 

relatively small, resulting in relatively small differences in 

 

E
Fc+ /Fc
1/ 2( ) .   

     Dielectric properties of CH2Cl2 electrolyte solutions. We used N-phenyl-4-

dimethylamino-1,8-naphthalimide (Ph-ANI) for estimating the dielectric constants of the 

CH2CL2 solutions of TBATFB.  The lowest excited state of Ph-ANI has a charge-transfer 

character. An increase in the media polarity, therefore, causes red shift in the 

fluorescence spectrum of Ph-ANI (Figure 2-3). This slvatochromism appeared most 

pronouncedly for solvents with relatively low to medium polarity: e.g., as the media 

changed from CH2Cl2 (ε = 8.93) to benzonitrile (PhCN, ε = 25.9), the maximum of the 

fluorescence spectrum of Ph-ANI shifted almost 13 nm to the red.  
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     The increase in the concentration of the electrolyte in CH2Cl2 caused a similar red 

shift in the fluorescence spectrum of Ph-ANI (Figure 2-4). Relating the spectral maxima 

for the electrolyte solutions (Figure 2-4b and c) with the spectral maxima for organic 

solvents with known dielectric constants (Figure 2-3b) allowed us to extract the dielectric 

constants of the CH2Cl2 solutions with various concentrations of TBATFB (Figure 2-5 

and Table 2-2).  

  The increase in the electrolyte concentration causes close to a three-fold increase in 

the dielectric constant of the CH2Cl2 solutions. While for neat CH2Cl2, ε–1 = 0.11, for 500 

mM TBATFB solution in CH2Cl2, ε–1 = 0.041. For ferrocene, the Born correction term 

(equation 2-2) translates this difference in ε–1 translates into a difference of about 0.2 V 

between 

 

E
Fc+ /Fc
1/ 2( )  for the neat solvent and the electrolyte solution. This finding indicates 

that for this particular solvent system, approximating εD (or εA) to the dielectric constant 

of the neat organic solvent, CH2Cl2, introduces a non-trivial error.    

     Correlation between oxidation potential and dielectric constant. The oxidation 

potential of ferrocene, 

 

E
Fc+ /Fc
1/ 2( ) , and the dielectric constant of the electrolyte solutions 

manifest similar trends in their dependence on the concentration of TBATFB (Figure 2-2 

and 2-5).  

  As predicted by the Born equation, 

 

E
Fc+ /Fc
1/ 2( )  should manifest linear dependence on the 

inverse dielectric constant of the media, ε–1, and the slope of 

 

E
Fc+ /Fc
1/ 2( )  vs. ε–1 should be 

equal to q / (8πε0rFc).5 An examination of the correlation between 

 

E
Fc+ /Fc
1/ 2( )  and ε–1, for 

CH2Cl2 electrolyte media, showed two distinct regions (Figure 2-6). For electrolyte 
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concentrations exceeding 20 mM, the slope of the linear fit yielded a value of 2.6 Å for 

the radius of ferrocene, rFc. For electrolyte concentrations smaller than 5 mM, on the 

other hand, the linear fit produced an unrealistically small value for rFc. Employment of 

media with relatively large electrolyte concentration, e.g., CTBATFB ≥ 20 mM, for 

electrochemical measurements, therefore, assures reliable determination of 

 

E
Fc+ /Fc
1/ 2( ) . 

  Despite the good correlation between 

 

E
Fc+ /Fc
1/ 2( )  and ε–1 for the CH2Cl2 electrolyte 

solutions (for CTBATFB ≥ 20 mM), these results should be approached with caution. The 

fluorescence solvatochromism of Ph-ANI allowed us to determine the bulk dielectric 

constant of the electrolyte CH2Cl2 solutions. The electrochemical oxidation, on the other 

hand, is an interfacial process. At the surface of the working electrode the electrolyte 

concentration differs from the bulk concentration of the supporting electrolyte. 

Furthermore, the adsorbed redox species, Fc, are not surrounded only by the electrolyte 

solution: they are also in contact with the electrode material. Therefore, the dielectric 

constant of the microenvironment of the ferrocene species, upon their oxidation at the 

electrode surface, is different from the dielectric constant of the bulk solution determined 

from the fluorescence measurements. For the described system, however, this difference 

does not compromise the quality of the correlation between the oxidation potential and 

the inverse values of the bulk dielectric constant.  

     Redox behavior of Fc in dilute electrolyte solutions. A decrease in the electrolyte 

concentration bellow ~10 mM caused a sharp shift of 

 

E
Fc+ /Fc
1/ 2( )  toward more positive values 

for all three solvent media (Figure 2-2). As a result, a linear correlation analysis, based on 
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the Born equation, yielded an abnormally large value for rFc for diluted electrolyte 

solutions (Figure 2-6).  

  The concentration of ferrocene for the described CV measurements was 5 mM. As the 

electrolyte concentration decreases to the lower millimolar range, the amount of ions 

(e.g., tetrafluoroborates) in the vicinity of the non-charged ferrocene species becomes 

scarce. To preserve the electroneutrality upon electro-oxidation of Fc, therefore, extra 

work is required for migrating counterions to the generated ferrocenium cationes. This 

extra energy required for the electro-oxidation translates into considerable positive shifts 

in the anodic peak of the voltammograms. Upon the reverse sweep of the applied 

potential, a consequent reduction of the ferrocenium cation requires extra energy for 

removing the counterions away from the electrogenerated non-charged Fc species, 

causing a positive shift in the cathodic peak and overall a positive shift in the calculated 

 

E
Fc+ /Fc
1/ 2( ) .17 Hence, the dilution of the supporting electrolyte adds an overpotential to the 

values of the measured half-wave potentials, 

 

E
Fc+ /Fc
1/ 2( ) , deviating them from the value of the 

“true” thermodynamic redox potential, 

 

E
Fc+ /Fc
0( ) .  

  Furthermore, the electrogeneration of ferrocenium, along with the attracted 

counterions, increases the local concentration of ions in the vicinity of the working 

electrode, decreasing the resistivity of the solution in that region. (Although this 

phenomenon is referred as “ohmic polarization,” it should be noted that in the presence of 

faradaic current, the resistance is current-dependent, especially, for diluted electrolyte 

solutions: i.e., the solution media in the vicinity of the working and counter electrodes 
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does not obey Ohm’s law.17) Oldham quantified this effect of ohmic polarization and 

later other authors confirmed it:17-19 

 

E
Fc+ /Fc
(1/ 2) = E

Fc+ /Fc
(0) +

kBT
nq

ln DFc

D
Fc+

1+
DFcCFc

D
Fc+ CTHATFB

 

 
  

 

 
  

 

 
  

 

 
       (2-4) 

where 

 

DFc  and 

 

D
Fc+  are the diffusion coefficients of the ferrocene and ferrocenium, 

respectively; CFc and CTBATFB are the bulk concentrations of the ferrocene and of the 

electrolyte, respectively; kB is the Boltzmann constant; T is the temperature; q is an 

elementary charge; and n is the number of electrons transferred from the ferrocene to the 

electrode.   

  Decrease in CTBATFB from 10 to 1 mM produces up to 0.4 V shifts in 

 

E
Fc+ /Fc
1/ 2( )  (Figure 2-

2). Equation 2-4, however, predicts such tenths-of-a-volt shifts only for CFc exceeding 

CTBATFB at least 100 fold:17 i.e., for electrolyte concentrations smaller than 50 mM for 5 

mM Fc solutions (Figure 2-7). As Pendley et al. pointed out, however, equation 2-4 

implies two principal assumptions: (1) the rate of the heterogeneous electron transfer is 

relatively fast and does not depend on the electrolyte concentration; and (2) the ratio 

between the diffusion coefficients, RDC = 

 

D
Fc+ /

 

DFc, does not depend on the electrolyte 

concentration.19 The fast rates recorded for heterogeneous electron-transfer for 

ferrocene,12,13 suggest that the first assumption is acceptable. Therefore, the concentration 

dependence of the diffusion coefficients may offer a plausible reason for the observed 

discrepancies at low electrolyte concentrations.  

  The diffusion coefficient is inversely proportional to the size of the species, r, and to 

the viscosity of the media, h: from the Stokes-Einstein equation, D = kBT / 6phr. Neither 
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the solvent (CH2Cl2) nor the electrolyte ions have tendency for bonding with the non-

charged ferrocene. Changes in the electrolyte concentration, therefore, should not change 

the effective size of the ferrocene ions. For a range of organic solvents, however, an 

increase in the concentration of the supporting electrolyte increases the viscosity of the 

solutions.20-22 Therefore, a decrease in CTBATFB can result in a substantial increase in the 

diffusion coefficient of ferrocene.22,23 For ferrocenium ions in dilute solutions, on the 

other hand, the electrostatic effects can prevail the viscosity-induced modulation of their 

diffusion properties.22,24 A decrease in CTBATFB can impede the mass transport of the 

charged ferrocenioum ions due to a lack of electrostatic screening in diluted electrolyte 

solutions. The corollary of these effects, indeed, will be a decrease in 

 

D
Fc+ /

 

DFc  with 

dilution of the supporting electrolyte. Such a decrease in the ratio between the diffusion 

coefficients, RDC, does make the shifts of 

 

E
Fc+ /Fc
1/ 2( ) , predicted by equation 2-4, apparent at 

relatively high concentrations of the supporting electrolyte (Figure 2-7a).       

  For the calculation of 

 

E
Fc+ /Fc
1/ 2( ) , using equation 2-4, we introduced constant values for 

the ratio 

 

D
Fc+ /

 

DFc.
25-27 Although, such calculations demonstrate the trends expected with 

the change in the diffusion coefficients, they do not reflect the dependence of RDC on the 

concentration of the supporting electrolyte: i.e., the ratio 

 

D
Fc+ /

 

DFc is a constant, rather 

than concentration dependent, 

 

D
Fc+ (CTBATFB) / 

 

DFc(CTBATFB).  

  Another deficiency of equation 2-4 representing the relationship between 

 

E
Fc+ /Fc
1/ 2( )  and 

 

E
Fc+ /Fc
0( ) , is the lack of a Born correction term for the change in the solvation energy due to 

the alteration in the dielectric constant of the solutions induced by the changes in the 
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concentration of the supporting electrolyte. Examination of the calculated results from 

equation 2-4, however, shows a lack of concentration dependence of 

 

E
Fc+ /Fc
1/ 2( )  at relatively 

large CTBATFB (Figure 2-7b): i.e., according to eq. 4, 

 

E
Fc+ /Fc
0( ) ≈ E

Fc+ /Fc
1/ 2( )  for CFc << CTBATFB. 

The experimental data, however, do manifest a CTBATFB dependence of 

 

E
Fc+ /Fc
1/ 2( )  even for 

CTBATFB > 50 mM. As it was discussed in the previous section, this dependence of 

 

E
Fc+ /Fc
1/ 2( )  

on CTBATFB (i.e., of 

 

E
Fc+ /Fc
1/ 2( )  on the dielectric constant of the media) can be readily 

quantified by using the Born relationship (Figure 2-6). Therefore, the “true” redox 

potentials, 

 

E
Fc+ /Fc
0( )  (e.g., for neat solvents), can be readily extracted from the half-wave 

potentials, 

 

E
Fc+ /Fc
1/ 2( ) , electrochemically measured at high concentrations of supporting 

electrolyte, by employing the Born dependence of the solvation energy on the dielectric 

constants of the solutions. 

     Prediction of the oxidation potential of ferrocene for neat solvents. Using values 

of redox potentials, 

 

E
DzD+n/DzD

0( )  and 

 

E
AzA /AzA −n
0( ) , for the donor and the acceptor in neat 

solvents in the Rehm-Weller equation (equation 2-1), will allow for the use of the 

dielectric constants of the corresponding neat solvent for εD and εA in the Born correction 

term (equation 2-2). The observed linear dependence of 

 

E
Fc+ /Fc
1/ 2( )  on ε–1 for CH2Cl2 with 

high electrolyte concentration (20 mM ≤ CTBATFB ≤ 500 mM) allowed us to extrapolate 

the values for the oxidation potentials for neat solvents (Table 2-3, fourth column). The 

oxidation potentials for the neat solvents were extrapolated on the basis of the solvation 

energy of the electrogenerated ferrocenium cations and did not contain the overpotential 
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introduced by long-range diffusion of counterions in diluted electrolyte solutions. 

Therefore, the extrapolated potentials had less-positive values than the values of 

 

E
Fc+ /Fc
1/ 2( )  

for some of the diluted electrolytes in the same solvents (Table 2-1 and 2-3).  

  The extrapolation of redox potentials from the linear dependence of 

 

E
Fc+ /Fc
1/ 2( )  on ε–1 

requires prior knowledge of the dielectric constants of the corresponding electrolyte 

solutions with a broad range of concentrations. Using solvatochromism of fluorescent 

chromophores presents a facile approach for estimating the dielectric constants of 

electrolyte solutions.  Chromophores that manifest large spectral fluorescence (or 

absorption) shifts in the dielectric range for electrolyte solutions of interests, however, 

might not be always readily available. Therefore, we examined an alternative approach 

for extrapolation of the oxidation potentials to zero electrolyte concentrations that 

requires solely electrochemical data. 

  Because of the exponential dependence of the measured dielectric constants on the 

electrolyte concentration (Figure 2-5), we predicted an exponential dependence of 

 

E
Fc+ /Fc
1/ 2( )  

on CTBATFB: 

 

E
Fc+ /Fc
1/ 2( ) (CTBATFB) = E∞ + E∆CeγCTBATFB        (2-5) 

where E∞ is the oxidation potential at large electrolyte concentration, and for neat 

solvents, ( )0
/FcFc+E  = 

 

E
Fc+ /Fc
1/ 2( ) (0) = E∞ + EΔC; γ is an empirical parameter. Fitting the data 

within the electrolyte concentration range between 20 and 500 mM to equation 2-5 

(Figure 2-8), yielded values for 

 

E
Fc+ /Fc
1/ 2( ) (0) equal to 0.69, 0.49 and 0.45 V vs. SCE for neat 

CH2Cl2, MeCN and DMF, respectively. These values differ with about two-to-four 
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percents from the values for the same neat solvents obtained from the linear dependence 

of 

 

E
Fc+ /Fc
1/ 2( )  on ε–1 (Table 2-3), indicating that the linear (Figure 2-6) and the exponential 

(Figure 2-8) extrapolation methods allow for obtaining the redox potentials for zero-

electrolyte concentration with equal reliability. The latter method involving exponential 

extrapolation, however, has a significant advantage: it does not require prior knowledge 

of the dielectric constants of the electrolyte solutions. 

  The typical working range of electrolyte concentrations in organic solvent for 

analytical electrochemistry is between about 100 and 200 mM. Comparison between the 

values of 

 

E
Fc+ /Fc
1/ 2( ) (0) for the three solvents with the corresponding measured values for 

CTBATFB = 100 and 200 mM (Table 2-1), reveals that the extrapolation of the oxidation 

potential to CTBATFB = 0 is not truly crucial for relatively polar solvents, such as MeCN 

and DMF. For both, DMF and MeCN, the values of 

 

E
Fc+ /Fc
1/ 2( )  for 100 and 200 mM 

TBATFB are within a difference of 10% or less from the extrapolated values for the 

corresponding neat solvents.  

  For a relatively non-polar solvent such as CH2Cl2, however, the extrapolation to 

CTBATFB = 0 mM proved to be important. The values of 

 

E
Fc+ /Fc
1/ 2( )  for 0, 100, 200 and 500 

mM TBATFB in CH2Cl2 are 0.69, 0.60, 0.55 and 0.52 V vs. SCE, respectively (Figure 2-

8 and Table 2-1). These values of 

 

E
Fc+ /Fc
1/ 2( )  reveal a considerable dependence of the redox 

potentials on the electrolyte concentration for relatively non-polar solvents. For such 

solvents, therefore, extrapolation to zero electrolyte concentration may prove crucial for 

analyses of charge transfer processes, using equations 2-1 and 2-2. For example, using 
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the Born equation for calculating the values of the oxidation potential of Fc for DMF 

from the measured oxidation potentials for 100 and 200 mM electrolyte in CH2Cl2, 

predicts 

 

E
Fc+ /Fc
1/ 2( ) (DMF) = 0.36 and 0.31 V vs. SCE, respectively. These predicted values 

considerably deviate form the determined value of 0.45 V vs. SCE for 

 

E
Fc+ /Fc
1/ 2( ) (DMF). 

Alternatively, using the extrapolated value of 0.69 V vs. SCE for neat CH2CH2 in the 

same calculations, yields 

 

E
Fc+ /Fc
1/ 2( ) (DMF) = 0.45 V vs. SCE, which is in excellent agreement 

with the directly measured oxidation potential. 

     Reduction potential of Ph-ANI. For a range of applications, dialkylamino-1,8-

naphthalimides are acceptably good electron donors28-32 and acceptors.33,34 The cyclic 

voltammograms of Ph-ANI (Figure 2-3c) show an irreversible oxidation wave at about 

1.1 V vs. SCE and a reversible reduction wave at about –1.4 V vs. SCE (Figure 2-9a). We 

employed the exponential extrapolation analysis for determination of the half-wave 

reduction potential of Ph-ANI, 

 

E
ANI / ANI−•
1/ 2( ) , for neat acetonitrile.     

  As predicted by equations 2-1 and 2-2, an increase in the media polarity shifts the 

oxidation potentials of non-charged species, such as ferrocene, toward less positive 

values (Figure 2-2 and 2-8) because the oxidized forms of the redox couples are charged. 

On the contrary, increase in the media polarity should shift the reduction potentials of 

non-charged species toward more positive values because the reduced forms of the redox 

couples are charged.  

  The values of 

 

E
ANI / ANI−•
1/ 2( )  determined from CV measurements of Ph-ANI for 

acetonitrile with different concentrations of TBATFB, indeed, showed the expected 
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trend: the increase in the electrolyte concentration resulted in less negative values for 

 

E
ANI / ANI−•
1/ 2( )  (Figure 2-9b). Fitting the half-wave potential vs. electrolyte concentration to 

an exponential function (Figure 2-9b), allowed us to extrapolate the reduction potential of 

Ph-ANI for neat acetonitrile: i.e., for CTBATFB = 0 M, 

 

E
ANI / ANI−•
1/ 2( )  =  –1.38±0.004 V vs. 

SCE.  

     Implications for charge-transfer studies. We analyzed a hypothetical system, in 

which ferrocene is an electron donor and Ph-ANI is an electron acceptor, separated 1 nm 

(center-to-center distance, RDA, in equation 2-3) from each other. The half-wave redox 

potentials for acetonitrile (Figure 2-8 and 2-9) allowed us to estimate the energy of the 

charge-separated state, ΔGCS, of such donor-acceptor system, using equations 2-1 – 2-3, 

  

 

∆GCS = ∆Get
0( ) +E00 .  

     In the calculated values of ΔGCS, a discrepancy of about 0.04 – 0.07 eV became 

apparent when using data for redox potentials measured in the presence of 100 – 500 mM 

electrolyte solutions in comparison with ΔGCS calculated from redox potentials 

extrapolated to zero concentration for neat acetonitrile (Figure 2-10). Such errors, 

introduced by a direct use of redox potential measured for electrolyte solutions, can prove 

significant in the estimation of the driving force of photoinduced electron transfer, 

 

∆Get
0( ), 

for cases where the energy of the charge-separated state, ΔGCS, is comparable with the 

photoexcitation zero-to-zero energy, E00.  

  Assuming Ph-ANI is the principal chromophore, E00 varies between about 2.6 and 2.8 

eV for media with different polarity, due to Ph-ANI solvatochromism. Therefore, for a 
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relatively non-polar media (e.g., e between about 5 and 10), 

 

∆Get
0( )  will vary between 

about –0.2 and 0.2 eV. A discrepancy of 0.04 eV, thus, will introduce an error of about 

20 % and more.  Such discrepancy and errors will become significantly more pronounced 

for: (1) large electrolyte concentrations; (2) low polarity of the solvents for the 

electrochemical measurements; and (3) small size of the redox species, i.e., small rD and 

rA in equation 2-2. 

  Electrolyte solution media for electrochemical measurements should, ideally, be 

composed of relatively polar solvents should. Instead of the solvent polarity, however, 

predominantly other factors, such as analyte solubility and electrochemical windows, 

govern the choices for solution media. For example, acetonitrile is a relatively polar 

solvent with a broad electrochemical window (spanning between about –2.5 to 2.5 V vs. 

SCE for 0.1 M TBATFB)35 and hence, it appears to be an excellent choice for redox 

measurements. Many large-molecular-weight organic conjugates, however, have a 

limited solubility in acetonitrile. Other solvents, such as benzonitrile or dichloromethane, 

which are less polar than acetonitrile and have narrower electrochemical windows, may 

offer the analyte solubility required for the redox measurements.36-38  

  DMF is a relatively polar solvent, but it is not the best choice for relatively extreme 

oxidation potentials: the electrochemical window for 0.1 M Bu4NClO4 in DMF spans 

between about –2.7 and 1.5 V vs. SCE. Benzonitrile and dichloromethane (with 0.1 M 

TBATFB and Bu4NClO4, respectively), on the other hand, have electrochemical 

windows, respectively, spanning from about –1.6 to 2.5 V vs. SCE, and from about –1.9 

and 1.7 V vs. SCE.35  
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  A range of aprotic solvents, significantly less polar than acetonitrile and DMF, allow 

for shifting the electrochemical window. Ethers, such as tetrahydrofurane (THF), for 

example, allow for studying reduction processes at relatively extreme negative potentials 

(in addition to providing the required analyte solubility for the redox measurments):39-41 

e.g., the electrochemical window for 0.1 M Bu4NClO4 in THF spans between about – 3 

and 1.2 V vs. SCE.35,39  

  Non-polar small-molecular-weight solvents tend to have relatively low viscosity. 

Therefore, for electrochemical studies, requiring large diffusion rates and low-viscosity 

media, electrolyte solutions composed of non-polar solvents, such as toluene, prove to be 

the choice.22 

  As we demonstrated for ferrocene-Ph-ANI donor-acceptor systems, neglecting the 

dependence of the measured redox potentials on the electrolyte concentration in 

acetonitrile can yield sensible errors in the estimation of relatively small driving forces, 

 

∆Get
0( ), of photoinduced charge transfer (i.e., for cases, in which ΔGCS is comparable with 

E00). Using relatively non-polar solvents for electrochemical measurements, further 

substantiates such errors in estimation of 

 

∆Get
0( ) that are induced by the dependence of the 

redox potentials on the concentration of the supporting electrolyte.  For dichloromethane, 

for example, the difference between the measured (for CTBATFB ≥ 100 mM) and 

extrapolated (to CTBATFB = 0 mM) values of the redox potentials can be 100 mV or more 

(Tables 2-1 and 2-3). For the donor and the acceptor, the effects of the electrolyte 

concentration on the oxidation and reduxtion potentials, respectively, manifest opposite 

trends (Figure 2-8 and 2-9), doubling the error in estimation of 

 

∆Get
0( ) to 0.2 eV or larger. 
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Using values of redox potentials, which are extrapolated to zero electrolyte concentration 

(Figure 2-8 and 2-9), offers an approach for eliminating such errors in the estimations of 

the driving force for charge-transfer processes.  

Conclusions 

  The dependence of the redox potentials on the concentration of the supporting 

electrolyte is considerably more pronounced for solutions composed of relatively non-

polar solvents (such as dichloromethane) than for solutions of relatively polar solvents 

(such as acetonitrile and dimethylformamide). Therefore, for redox measurements 

conducted with relatively polar solvents, approximating the dielectric constants, εD and εA 

(equation 2-2), with the values of the dielectric constants for the corresponding neat 

solvent, will not result in considerable error in the estimation of relatively large charge-

transfer driving forces, i.e., for 

 

∆Get
0( )  exceeding about 0.5 eV. For relatively small 

 

∆Get
0( ) , and for electrochemical measurements involving relatively non-polar solvents, 

such as dichloromethane, chloroform and tetrahydrofurane, however, the values of the 

redox potentials (recorded at several different electrolyte concentrations) should be 

extrapolated to zero concentration prior to their use in Rehm-Weller equation (equation 

2-1). Such extrapolation will permit the use of the values of the dielectric constants of the 

corresponding neat solvents for εD and εA (equation 2-2). We believe that the described 

zero-concentration extrapolation method will extend the applicability of the Born term in 

the Rehm-Weller equation to electrochemical media composed of relatively non-polar 

solvents and to cases involving relatively small 

 

∆Get
0( ) .  
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Experimental 

     Materials. Ferrocene, tetrabutylammonium tetrafluoroborate, 4-Bromo-1,8-naphthalic 

anhydride, 3-dimethylaminopropanenitrile, 1,2-dimethoxyethane, acetic acid and aniline 

were purchased from Aldrich. Anhydrous solvents (dichloromethane, acetonitrile and 

N,N-dimethylformamide) and spectroscopic-grade solvents (chloroform, 

dichloromethane, benzonitrile, acetonitrile and dimethylsulfoxide) were purchased from 

Fisher Scientific. N-phenyl-4-dimethylamino-1,8-naphthalimide (Ph-ANI) was prepared 

using a two-step synthesis by adopting published procedures.42,43  

     4-Dimethylamino-1,8-naphthalic anhydride. 4-Bromo-1,8-naphthalic anhydride (1.0 

g, 3.5 mmol) was suspended in 4 ml 3-dimethylaminopropanenitrile, purged with argon 

and heated to reflux. The solid material completely dissolved forming a reddish-brown 

homogeneous solution. After three hours, the reaction solution was allowed to cool to 

room temperature, forming yellow precipitate. The precipitate was collected by filtration, 

washed with MQ water and ethanol, and dried under vacuum at elevated temperature to 

produce orange solid, 4-dimethylamino-1,8-naphthalic anhydride (0.52 g, 60 % yield). 1H 

NMR (300 MHz, DMSO-d6), δ / ppm: 8.60 (d, 1H), 8.47 (d, 1H), 8.34 (d, 1H), 7.77 (t, 

1H), 7.21 (d, 1H), 3.17 (s, 6H).  

     N-phenyl-4-dimethylamino-1,8-naphthalimide (Ph-ANI). 4-Dimethylamino-1,8-

naphthalic anhydride (150 mg, 0.62 mmol) was mixed with 0.34 ml aniline (~ 3.6 mmol) 

in 3 ml 1,2-dimethoxyethane. The reaction mixture was purged with argon and heated to 

90 ºC. When the reflux began, 1 ml acetic acid was added to the mixture. After 12 hours 

of reflux, the reaction was allowed to cool down to room temperature. The cooled 
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mixture was diluted with 200 ml water and the fine precipitate, which formed, was 

allowed to coagulate for 12 hours. The precipitate was collected by filtration, washed 

with MQ water and ethanol, and dried under vacuum at elevated temperature to produce 

orange-yellow solid, Ph-ANI, with high purity (0.11 g, 57 % yield). (The purity of the 

product was tested with TLC and HPLC.) 1H NMR (300 MHz, DMSO-d6), δ / ppm: 8.56 

(d, 1H), 8.42 (d, 1H), 8.36 (d, 1H), 7.80 (t, 1H), 7.50 (m, 3H), 7.34 (d, 2H), 7.23 (d, 1H), 

3.11 (s, 6H). 

     Cyclic voltammetry. The electrochemical measurements were conducted at ambient 

room temperature (~ 20 °C) using Reference 600 potentiostat-galvanostat (Gamry 

Instruments, PA, U.S.A.), equipped with a three-electrode cell. Glassy carbon electrode 

and platinum wire were used for working and counter electrodes, respectively. Saturated 

calomel electrode (Gamry Instruments) was used for a reference electrode. To prevent 

contamination, the reference electrode was brought in contact with the sample solutions 

via two salt bridges. When not in use, the reference electrode is stored submersed in 

saturated potassium chloride solution. For all samples, the ferrocene concentration was 5 

mM. For each sample, at least five scans were recorded at scan rates between 0.1 and 0.5 

V/min.  

     Fluorescence measurements. Steady state emission measurements were conducted 

with a FluoroLog-3 spectrofluorometer (Horiba-Jobin-Yvon) equipped with double-

grating monochromators and a TBX single-photon-counting detector. By adjusting the 

slitwidths, the signal at all wavelengths was kept under 106 CPS to assure that it is within 

the linear range of the detector. Concurrently, the intensity of the excitation light was also 

44 
 



monitored at a reference detector. At each data point (1 point per nm), the fluorescence 

intensity (recorded at the signal detector) was divided by the excitation intensity 

(recorded at the reference detector) in order to correct the spectra for fluctuations in the 

intensity of the excitation source during the measurements. For all samples, the 

concentration of Ph-ANI was 10 μM. 

     Data analysis. The values for the peak maxima (and minima) from the cyclic 

voltammograms and from the fluorescence spectra were obtained by fitting the region 

around the maxima (or the minima) to a Gaussian function. The quality of the fits was 

monitored by examination of the residuals. All least-square data fits were conducted 

using Igor Pro, v. 6 (Wavematrics, Inc.) on MacOS and Windows XP workstations. For 

each of the cyclic voltammograms, the half-wave potentials were obtained by averaging 

the potentials of the cathodic and the anodic peaks. For each set of conditions, at least 

five measurements were conducted. The error limits (Table 2-1) represent the standard 

deviation obtained for the corresponding set of measurements.  
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Tables 

 

 

Table 2-1. Half-wave oxidation potentials of ferrocene, 

 

E
Fc+ /Fc
1/ 2( ) , for different solvents in 

the presence of various concentrations of TBATFB.a 

 

 

CTBATFB / mM  solvent  

CH2Cl2 MeCN DMF 

    1 1.12  ±  0.02 0.600 ± 0.008 0.487 ± 0.006 

    2 0.878 ± 0.029 0.561 ± 0.002 0.484 ± 0.004 

    5 0.754 ± 0.016 0.564 ± 0.003 0.479 ± 0.001 

  10 0.734 ± 0.006 0.539 ± 0.007 0.476 ± 0.010 

  20 0.667 ± 0.001 0.481 ± 0.002 0.444 ± 0.001 

  50 0.630 ± 0.004 0.469 ± 0.002 0.441 ± 0.002 

100 0.600 ± 0.003 0.454 ± 0.006 0.436 ± 0.004 

200 0.549 ± 0.006 0.445 ± 0.005 0.429 ± 0.003 

500 0.521 ± 0.004 0.441 ± 0.003 0.427 ± 0.002 

 

a The oxidation potentials are reported in V vs. SCE.  
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Table 2-2. Dielectric constants, ε, of CH2Cl2 solutions containing TBATFB with 
different concentration.a  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CTBATFB / mM ε 
    0   8.93 
    1   9.23 
    2   9.26 
    5   9.36 
  10   9.77 
  20 10.5 
  50 12.4 
100 14.1 
200 18.0 
500 24.2 

 

a The dielectric constants are obtained from 
fluorescence data (Figure 2- 3 and 2-5). 
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Table 2-3. Extrapolated half-wave oxidation potentials of ferrocene, 

 

E
Fc+ /Fc
1/ 2( ) , for neat 

dichloromethane (CH2Cl2), acetonitrile (MeCN) and dimethylformamide (DMF).a   

 

 

solvent ε ε–1 

 

E
Fc+ /Fc
1/ 2( )  b 

 

E
Fc+ /Fc
1/ 2( )  c 

CH2Cl2   8.93 0.112 0.71 0.69 

MeCN 36.6 0.0273 0.48 0.49 

DMF 38.3 0.0261 0.47 0.45 

super polar media d ∞ 0.000 0.40 — 

 

a The oxidation potentials are reported in V vs. SCE. 
b Oxidation potentials for neat solvents obtained from the linear correlation  between 

the measured half-wave potential and the inverse dielectric constant for electrolyte 
solutions, for the range between 20 and 500 mM TBATFB in CH2Cl2 (Figure 2-6). 

c Oxidation potentials for neat solvents obtained from the exponential relation between 
the half-wave potential and electrolyte concentration for the corresponding CH2Cl2, 
MeCN and DMF solutions (Figure 2-7) 

d Media with high dielectric constant, for which ε–1 can be approximated to zero. 
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Figures 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-1. Cyclic voltammograms for ferrocene  (5 mM) in the presence of various 
concentrations of supporting electrolyte, TBATFB, for different solvents: (a) 
dichloromethane, (b) acetonitrile and (c) dimethylformamide. (Scan rates = 50 mV / s) 

a 

b 

c 
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Figure 2-2. Dependence of the half-wave 
oxidation potential of ferrocene, , on the 
concentration of the supporting electrolyte, 
CTBATFB, for three different solvents.  
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Figure 2-3. Solvatochromism of Ph-ANI. (a) Fluorescence spectra of Ph-ANI 
for different solvents (10 μM Ph-ANI, λex = 410 nm, intensities normalized at 
lfl

(max)). (b) Dependence of the fluorescence maximum on the dielectric constant 
of the solvent: chloroform (CHCl3), dichloromethane (CH2Cl2), benzonitrile 
(PhCN), acetonitrile (MeCN) and dimethylsulfoxide (DMSO). (c) Structural 
chemical formula of Ph-ANI. 

b c 

a 
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Figure 2-4. Fluorescence properties of Ph-ANI for dichloromethane with various 
concentrations of electrolyte, TBATFB. (a) Fluorescence spectra of Ph-ANI in the 
presence of various concentrations of TBATFB (10 μM Ph-ANI, λex = 410 nm, 
intensities normalized at lfl

(max)). (b, c) Dependence of the fluorescence maximum 
on the electrolyte concentration, CTBATFB, presented (b) linearly and (c) 
logarithmically. The dotted lines represent an exponential fit of the fluorescence 
maximum vs. TBATFB concentration. 

a 

b 

c 
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Figure 2-5. Dependence of the dielectric constant of the electrolyte solutions, ε, on 
the electrolyte concentration, CTBATFB, presented (a) linearly and (b) 
logarithmically. The values of ε were obtained from the values of the fluorescence 
maxima (Figure 2- 4b, c) and the calibration line on Figure 2-3b. The dotted lines 
represent an exponential fit of the dielectric constant vs. TBATFB concentration. 

a 

b 
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Figure 2-6. Correlation between the half-wave 
oxidation potential of ferrocene and the inverse 
dielectric constant of dichloromethane solutions 
with different concentrations of electrolyte, 
TBATFB. The correlation coefficient for the region 
between 20 mM and 500 mM TBATFB is 0.997.  
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Figure 2-7. Comparison between the experimentally measured and the calculated 
(from equation 2-4) dependence of the half-wave potential of ferrocene, , on 
the concentration of the supporting electrolyte, CTBATFB, for acetonitrile. 
Calculated dependence for two diffusion coefficient ratios, RDC = / ,  and 
the measured values represented in (a) a logarithmic concentration scale, and (b) a 
linear concentration scale. The reported values for  and  in concentrated 

electrolyte solution in MeCN are about 2.1×10–5 and 2.6×10–5 cm2 s–1, 
respectively, for which RDC = 0.8. The RDC value of 0.1 is hypothetical for 
demonstrating the dependence of  on CTBATFB. 

a 

b 

58 
 



 

 

 

 

 

 

 

  

Figure 2-8. Dependence of the half-wave oxidation potential of ferrocene on 
the concentration of the supporting electrolyte. The exponential data fits were 
performed for the concentration region between 20 mM and 500 mM 
TBATFB. 
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a  

 

b  

Figure 2-9. Electrochemical properties of Ph-ANI. (a) Cyclic voltammogram of Ph-ANI 
(5 mM) for acetonitrile in the presence of 100 mM TBATFB, recorded at scan rate 50 
mV / s. The arrows indicate the direction of the scan with the initial and the final point. 
(b) Dependence of the half-wave reduction potential of Ph-ANI for acetonitrile, 

 

E
ANI / ANI−•
1/ 2( ) , on the electrolyte concentration, CTBATFB, with a monoexponetial data fit for 

extrapolation of the value of 

 

E
ANI / ANI−•
1/ 2( )  for neat solvent, i.e., for CTBATFB= 0.   
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Figure 2-10. Dependence of the charge-separation energy, ΔGCS, on the dielectric 
constant of the media, e, calculated using equations 2-1 – 2-3 for a charge-transfer 
system, in which ferrocene is an electron donor and Ph-ANI is an electron acceptor: 

  

 

∆GCS = ∆Get
0( ) +E00 ; rD = 2.6 Å, rA = 3.0 Å and RDA = 10 Å. For the oxidation potentials 

of the donor, 

 

E
DzD+n/DzD

0( ) ≈ E
Fc+/Fc
1/ 2( ) , and for the reduction potential of the acceptor,

 

E
AzA /AzA −n
0( ) ≈ E

ANI / ANI−•
1/ 2( ) , we used the values of the half-wave potentials: (1) measured for 

acetonitrile electrolyte solutions, 100, 200 and 500 mM TBATFB; or (2) extrapolated to 
CTBATFB = 0 mM for neat acetonitrile. All ΔGCS vs. e curves have the same shape. 
Because we adopted εD = εA = 36.6 (i.e., for neat acetonitrile, CTBATFB = 0) for all 
calculations, the direct use of half-wave redox potentials in equation 2-1 for 
measurements for acetonitrile electrolyte solutions underestimates ΔGCS with about 0.04, 
0.06 and 0.07 eV for 100, 200 and 500 mM TBATFB. 
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Chapter 3 

Electrochemical Reduction of Quinones: 
Interfacing Experiment and Theory for Defining Effective Radii of Redox Moieties 
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Abstract 

 Using cyclic voltammetry, we examined the dependence of the reduction potentials of 

six quinones on the concentration of the supporting electrolyte. An increase in the 

electrolyte concentration, resulting in an increase in the solution polarity, caused positive 

shifts of the reduction potentials. We ascribed the observed changes in the potentials to 

the dependence of the solvation energy of the quinones and their anions on the media 

polarity. Analysis of the reduction potentials, using the Born solvation-energy equation, 

yielded unfeasibly small values for the effective radii of the quinone species: i.e., the 

experimentally obtained effective radii were up to four-fold smaller than the radii of the 

solvation cavities that we calculated for the quinones. The non-spherical shapes of the 

quinones, along with the uneven charge-density distribution in their anions, encompassed 

the underlying reasons for the discrepancies between the obtained experimental and 

theoretical values for the radii of these redox species. The generalized Born approach, 

which does not treat the solvated species as single spheres, provided means for 

addressing this discrepancy and yielded effective radii that were relatively close to the 

measured values. 

Keywords: solvation, polarity, solvatochromism, cyclic voltammetry, impedance 

spectroscopy, charge transfer, electron transfer, Rehm Weller equation 
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Introduction 

This article describes an electrochemistry study of benzo- and naphthaquinones. Our 

findings reveal a pronounced dependence of the quinone reduction potentials on the 

concentration of the supporting electrolyte. An increase in the electrolyte concentration 

causes a positive shift in the values of the measured reduction potentials of the quinones. 

We ascribe the observed positive shifts to the electrolyte-induced increase in the media 

polarity. The Born solvation energy, estimated via the widely used spherical 

approximation for molecular ions, fails to quantify the observed trends. As an alternative, 

a generalized Born approach,1,2 which represents molecular species as collections of 

spheres, yields results that agrees with the experimental findings and demonstrates 

plausible means for addressing the potential deficiencies with the single-sphere 

approximation of organic ions.  

Electron transfer processes play a key role in chemical and biological systems.3-23 

Photoinduced electron transfer represents the central paradigm of light-energy 

conversion, e.g., of photosynthesis24-31 and of photovoltaics.32-39 Rehm-Weller equation 

allows for estimation of the thermodynamic driving force, i.e., the change in the Gibbs 

energy, Get
0  , of photoinduced charge-transfer processes, by employing readily 

measurable quantities such as the redox potentials of electron donors and acceptors.40-42  

A significant portion of the values of measured standard redox potentials (essential for 

estimation of Get
0 ) encompasses a contribution of the solvation of the charged species 

involved in the electron-transfer processes. The Born equation for the electrostatic 

component of the solvation energy, ΔGS, of spherical ions with radius R and charge Z, in 
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medium with dielectric constant ε, is ΔGS = – Z2e2(8εε0R)–1(1 – ε–1).43,44 The Born 

expression allows for quantification of the solvation contribution to the redox potentials 

and it is introduced as a correction term in the Rhem-Weller equation in order to relate 

thermodynamic data acquired for media with different polarities.42  

Assuming a spherical shape for the ionic species, however, presents an important 

approximation in the Born solvation-energy expression. For metal ions and for a range of 

chelates, such a single-sphere approximation is acceptable. Very few organic molecules 

and protein co-factors, however, have shapes that resemble spheres. Therefore, for 

estimation of the energetics of electron-transfer systems comprising non-spherical redox 

species, the assignment of the values of effective radii involves non-trivial assumptions.  

Experimentally obtained molecular volumes provide means for estimation of effective 

radii, assuming spherical shape of the solute species. For example, molecular volumes, 

obtained from mass-density, sound-velocity or refractivity measurements allow for 

estimation of “average” effective radii.45-57 Diffusivity characteristics of molecules and 

their ions yield values for their effective Stokes radii,58-74 which represent their mass-

transport properties.75 Alternatively, from x-ray or NMR structural data, the radius of a 

spherical solvation cavity can be ascribed to the distance from the center of mass of the 

solvated molecule to its most distal van der Waals boundary.76-78 For moieties with highly 

irregular shapes, however, this approach provides dimensions that are an overestimation 

of the effective radii reflecting their redox and charge-transfer behavior observed 

experimentally. Fitting such molecular species into ellipsoid cavities, allows for 

representing the effective radii as averages of the three ellipsoid axes.79 Even this 
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approach of averaging the length, width and height of such molecular moieties can 

overestimate the effective radii for molecular ions with localized charges.80-83 

Although reaction-field theory allows for analytical and numerical solutions for the 

solvation energies of species with, respectively, ellipsoid and arbitrary shapes,84-89 the 

significant increase in the number of parameters appears to prevent their use for analysis 

of charge-transfer systems. The commodity of representing the molecular dimensions 

with a single parameter – an effective radius – underlines the need for relating this 

parameter with the structural features of the molecular ions.  

Herein, we examine the relation between the effective radii of quinone derivatives 

(obtained electrochemically) and their molecular dimensions. Using cyclic voltammetry, 

we examined the solvation-induced trends in the redox properties of six quinones 

(Scheme 3-1). Varying the concentration of the supporting electrolyte allowed for 

inducing changes in the medial polarity.42 An increase in the solution polarity, indeed, 

caused positive shifts in the reduction potentials of the quinones. We ascribed the 

observed effects to the dependence of the quinone solvation energy on the media polarity. 

The long aliphatic chains attached to the quinone rings did not provide notable 

contribution to the solvation stabilization of the quinones: i.e., the dependence of the 

reduction potentials of coenzyme Q10 and vitamin K1 on the media polarity was similar to 

the media-polarity dependence for 1,4-benzoquinone and 1,4-naphthaquinone, 

respectively (Scheme 3-1).  

Adopting the single-sphere approximation for the Born solvation energy (equation 3-

2) failed to feasibly quantify the trends in the reduction properties of the quinones 
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induced by the variations in the media polarity. Via applying the Born relation to the 

redox data (equations 3-1b and 3-2b), we obtained effective radii for all six quinones that 

were unfeasibly small. The thus experimentally obtained effective radii were up to four-

fold smaller than the theoretical values for the radii that we obtained from ab initio 

calculations of the corresponding molecular volumes. Alternatively, a generalized Born 

approach, which does not treat the charged molecular species as spherical entities,1,2,90-95 

manifested a good agreement with the experimental findings. Further examination 

revealed that the charge localization was the principle underlying reason for the observed 

discrepancy between theory and experiment. 

 

Results and Discussion 

Accounting for solvation in redox processes. The solvation-energy dependence of 

the redox potential,  E(0), of an n-electron reduction of species, A, with a charge Z, is: 

AZ  +  n e–1  AZ-n         (3-1a) 

E 0   E 0,ns  
GS

0 

nF
        (3-1b) 

where E(0,ns) is the standard redox potential in the absence of solvation; F is the 

Faraday constant; and GS
0  represents the change in the solvation of species A upon the 

alteration of their charge:  

GS
0  

e2

8 0

Z  n 2
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
Z 2

ROx









1

1










 Red Ox

8 0

1
1








   (3-2a) 
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where e is an elementary charge; ε0 is the dielectric permittivity of vacuum; and RRed 

and ROx are defined as the radii of the cavities that accommodate, respectively, the 

reduced, AZ-n, and the oxidized, AZ, species. The charge-to-size ratios, and , for 

the reduced and the oxidized species, respectively, have units of charge square over 

distance. Assuming negligible change in the size of AZ upon reduction, i.e., R = RRed  

ROx, allows for simplifying the solvation-energy correction term for the redox potential, 

E(0):   

�

GS
0  

n 2Z ne2

80R
1

1








       (3-2b) 

These expressions (equations 3-1b and 3-2b) depict two important trends for the redox 

properties of non-charged species (equation 3-1a): (1) an increase in the media polarity 

results in negative shifts in the oxidation potentials and positive shifts in the reduction 

potentials; and (2) the redox potentials of smaller species are more susceptible to changes 

in the media polarity. The former trend is readily explained by the fact that polar media 

stabilizes charged species. For reduction of electro-neutral species, the oxidized form is 

charged. An increase in the media polarity, therefore, drives the redox equilibrium toward 

the oxidized form and increases the reducing potency of the species, and hence, results in 

negative shifts in the standard redox potential. Similar argument stands for the reduction 

potentials of electro-neutral species, for which the reduced form is negatively charged 

(equation 3-1a). The latter trend reflects the electrostatic requirement for increased 

electric-field density, generated by fewer media dipoles, to stabilize a charge confined in 
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a smaller solvation cavity: i.e., a decrease in R requires an increase in ε to achieve the 

same electrostatic “screening” of the confined charge.  

We have previously demonstrated the dependence of the redox potentials of ferrocene 

and of an aminonaphthalimide derivative on the media polarity.42 The oxidation potential 

of ferrocene shifted toward more negative values upon an increase in the electrolyte 

concentration and in the polarity of the organic solvents used.42 Concurrently, the 

reduction potential of the aminonaphthalimide shifted toward more positive values as the 

media polarity increased.42  

Quinone reduction. Due to their large electron affinities,96-99 quinones represent a 

widely preferred choice for electron acceptors in synthetic charge-transfer systems.100-109 

Furthermore, derivatives of quinones have key importance for biological redox processes, 

such as photosynthesis and cellular respiration.110-115 For example, two plastoquinones – 

derivatives of 2,3-dimethyl-1,4-benzoquinone with long aliphatic chains – are a part of 

the electron-transfer chain of Photosystem II and one of them, QB, provides means for 

transmembrane proton transport via double reduction/oxidation.116-121 Similar quinones 

mediate the same functions in the bacterial photosynthetic reaction center.122-126 

Ubiquinones, also known as coenzyme Q, – derivatives 2,3-dimethoxy-5-methyl-1,4-

benzoquinone, also with long aliphatic chains – are a key component of the respiratory 

electron-transport chain.127-132 Among them, coenzyme Q10 is the most abundant quinone 

in the human mitochondria and it has significant health implications.133-141 (The subscript 

10 refers to the number of isoprenylene units in the aliphatic chain (Scheme 3-1).)  
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Photosynthesis and respiration are not the only biological processes that take 

advantage of the redox properties of quinones. For example, a group of lipophilic 

vitamins, denoted as vitamin K – derivatives of 2-methyl-1,4-naphthaquinone with long 

aliphatic chains (Scheme 3-1) – are essential for posttranslational carboxylation of 

glutamates in certain proteins involved in the blood coagulation cascade142-145 and in 

mineralization of tissues such as bone and dentin.146-150 

The two one-electron reduction steps of quinones are characterized with standard 

redox potentials E1
0   and E 2

0  : 

Q + e–    Q–  E1
0         (3-3a) 

Q– + e–  Q2–  E 2
0         (3-3b) 

Accordingly, the cyclic voltammograms revealed two distinct reduction steps for the 

investigated quinones (Figure 3-1a).79,151-153 Because of the reversibility of the 

investigated electrochemical reduction steps, we used the half-wave potentials instead of 

the corresponding standard reduction potentials for our analysis: i.e., Ei
1/ 2    E i

0  .  

The choice of solvent and electrolyte for the electrochemical measurements was 

driven by two factors essential for this study: (1) no hydrogen-bonding capabilities; and 

(2) low media dielectric constants. The redox properties of quinones are sensitive to 

protonation of the phenolate oxygens of Q– and Q2– (equation 3-3).151,152 Therefore, using 

a solvent and an electrolyte that cannot form hydrogen bonds or chelate oxygens ensured 

that the observed changes in the redox properties did not result specific interactions 

involving the quinone oxygens.  
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Media polarity, γ, is inversely proportional to the negative value of its dielectric 

constant, ε, i.e., γ = (n–2 – ε–1); where n is the index of refraction and n2, hence, is viewed 

as the dynamic dielectric constant of non-magnetic media. The differences between the 

refractive indexes of the used electrolyte solutions, however, are negligible (Table 3-1). 

For this study, therefore, the dielectric properties of the solutions account for their 

polarities.  

The Born solvation energy has a similar dependence as γ on the dielectric properties of 

the media: i.e., ΔGS  1 – ε–1 (equation 3-2).43,44 A solvent with a relatively small 

dielectric constant ought to exhibit relatively large changes not only in ε, but also in ε –1 

upon addition of electrolyte. Therefore, the use of electrolyte solutions in non-polar 

solvent allows for exploration of a relatively broad range of ε –1 and ΔGS.  

Based on the above two considerations, i.e., no hydrogen bonding and low polarity, 

we chose chloroform solutions of tetrabutylammonium hexafluorophosphate (Bu4NPF6) 

with different concentrations. Use of chloroform, however, posed a limitation due to its 

relatively narrow redox window. The Faradaic currents, resultant from the reduction of 

chloroform, became apparent at potentials more negative than about –1.5 V vs. SCE 

(Figure 3-1a). Therefore, in this study we focused predominantly on the first one-electron 

reduction of the quinone species, i.e., on E1
1/ 2   (equation 3-3a). 

The reduction potentials of all six quinones manifested dependence on the electrolyte 

concentration, CBu 4 NPF6
 (Figure 3-1b, c, d). Exponential fits allowed us to extrapolate the 

reduction potentials for the neat solvent, i.e., for CBu 4 NPF6
 = 0 (Table 3-1).42 As we have 

demonstrated, the use of such extrapolated values for the redox potentials in the Rehm-
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Weller equation proves immensely convenient for estimation of the charge-transfer 

driving forces by considering solely the dielectric properties of the neat solvents (rather 

than of the electrolyte solution) for the Born correction term.42  

 

Polarity of the electrolyte solutions. We ascribed the observed electrolyte-

concentration dependence of the reduction potentials to the variations of the dielectric 

properties of the chloroform solutions. An increase in the concentration of the supporting 

electrolyte, increases the dielectric constant of the chloroform solutions,154 and hence, of 

GS
0 , causing positive shifts in the values of E(0) (equations 3-1b and 3-2).  

The fluorescence solvatochromism of N-phenyl-4-dimethylamino-1,8-naphthalimide 

(Ph-ANI), which can be readily prepared in two synthetic step,42,155,156 allowed us to 

determine the dielectric constants of the electrolyte solutions.42 For non-polar solvents 

(such as tetrachloromethane and hexane, which do not have a permanent molecular 

dipole moment), the fluorescence spectra of Ph-ANI revealed two overlapping bands 

(Figure 3-2a). For relatively polar solvents, however, the Ph-ANI fluorescence spectra 

exhibited a single band, which shifted to the red with an increase in the media polarity 

(Figure 3-2a).  

The observed spectral behavior of Ph-ANI was consistent with the formation of an 

twisted intramolecular charge-transfer (TICT) excited state,157-160 involving the electron-

donating dimethylamine group attached to the electron-withdrawing naphthalimide.161,162 

For dialkylamine aromatic chromophores, two opposing effects determine the dihedral 

angle of the arylamine C-N bond. While the conjugation of the amine free electron pair 
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with the aromatic π-system stabilizes the planar conformation, the steric hindrance 

between the alkyls and the aromatic ring drives toward twisted conformation. Upon 

excitation, the move of an electron to an orbital with antibonding character decreases the 

strength of the amine-aryl π-conjugation increasing the preference for the twisted 

conformation. Although the π-conjugation polarizes the dialkylamine aromatic moieties, 

the charge-transfer character of the twisted states results in increased polarization and 

pronounced solvatochromism.  

For non-polar media, while the blue-shifted fluorescence of Ph-ANI was ascribed to 

the decay from an excited state with conformation close to the conformation of the 

ground state, the red-shifted fluorescence was ascribed to a radiative transition from a 

TICT state (Figure 3-2a). An increase in the media polarity stabilized the polar TICT 

state, causing the observed red shift of the fluorescence. Furthermore, such polarity-

induced lowering of the energy of the charge-transfer state made the TICT conformer the 

predominant source for the radiative decay, resulting in the single-band fluorescence 

spectra observed for relatively polar solvents (Figure 3-2a).  

The TICT fluorescence of Ph-ANI manifested a strong dependence on the dielectric 

properties of the media (Figure 3-2b).42,161 This dependence allowed us to estimate the 

dielectric constants of the chloroform Bu4NPF6 solutions (Figure 3-2c, d). Our findings 

revealed about four-fold increase in the dielectric constant with an increase in the 

electrolyte concentration, CBu 4 NPF6
, from 0 to 300 mM (Figure 3-2d, Table 3-1). The 

measured refractive index, however, showed only 0.05% – 0.1% decrease with the 

addition of the electrolyte.  
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Correlation between reduction potentials and solvent dielectric properties. The 

difference between the reduction potentials, measured for CBu 4 NPF6
 = 100 mM and for 

CBu 4 NPF6
 = 300 mM, demonstrated the extent of dependence of the redox properties of the 

quinones on the electrolyte concentration (Table 3-1). The reduction of 1,4-benzoquinone 

(BQ) manifested strongest dependence on the amount of electrolyte in the media (Table 

3-1), which was consistent with its smallest molecular size in comparison with the other 

quinones (Scheme 3-1): i.e., the smallest effective cavity radius, R (equation 3-2b).  

The reduction potentials of the largest quinones, coenzyme Q10 (CoQ10) and vitamin 

K1 (VK1) (Scheme 3-1), however, did not manifest the smallest dependence on the 

electrolyte concentration (Table 3-1). Hence, the aliphatic chains attached to the quinone 

rings did not contribute significantly to the effective radii, ROx, RRed or R, of the species 

(equation 3-2).  

We observed the smallest dependence of E1
1/ 2   on CBu 4 NPF6

 for the two chlorinated 

quinones, 2,3-dichloro-1,4-naphthaquinone (CL2NQ) and 2,3,5,6-tetrachloro-1,4-

benzoquinone (CL4BQ) (Table 3-1). The redox behavior of both chlorinated species 

manifested almost the same dependence on CBu 4 NPF6
, implying that the addition of four 

chlorines to BQ (i.e., to yield CL4BQ) has a charge-stabilization effect similar to the 

addition of two chlorines and four carbons (i.e., to yield CL2NQ). The chlorine 

substituents, indeed, had more dramatic effect than the alkyl and methoxy substituents of 

CoQ10 and VK1 (Scheme 3-1). The larger size of the third-period chlorine, in comparison 

with the size of the second-period elements, carbon and oxygen, provides a plausible 

explanation for these trends. Furthermore, unlike the chlorine substituents, the alkyls do 
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not contribute efficiently toward expanding the π-conjugation of the quinones and 

delocalizing the negative charges of their molecular ions. 

The Born solvation-energy expression reveals the dependence of the redox potentials 

on the media dielectric constant (equation 3-1b and 3-2a). For the first one-electron 

reduction step of the quinones (i.e., Z = 0 and n = 1), the dependence of the oxidation 

potential on the reciprocal dielectric constant is: 

E1
1/ 2   E1

1/ 2,ns  
e2

8F 0Reff

1
1








      (3-4) 

Plots of half-wave reduction potentials vs. (1 – ε–1), indeed, revealed linear 

correlations (Figure 3-3). The slopes of these linear fits yielded the effective radii, Reff = 

RRed (equation 3-2a, 3-4), of the quinone radical anions (equation 3-3a). The obtained 

values for Reff, however, were unfeasibly small for spherical cavities that could 

accommodate the reduced quinones (Table 3-2). Nevertheless, it should be noted that the 

values of Reff represented effective radii, which, although correlated to the size of the 

molecular ions, are not necessarily true radii.  

Previous reports about solvent dependence of the reduction of quinones failed to 

correlate the measured potentials, E1
0  , with the reciprocal values of the dielectric 

constant of the media, e–1, which is directly proportional to the Born solvation energy.163 

The reported quinone reduction potentials, however, manifested linear correlation with 

the electrophilicity of the used solvents, empirically expressed as a Gutmann Acceptor 

Number:164-169 i.e., an increase in the solvent electrophilicity stabilized the negatively 

charged semiquinones, causing the observed positive shifts of their reduction 
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potentials.163 We ascribe the reported failure to directly correlate the solvation energy 

with the shifts in the reduction potentials to: (1) the use of ferrocene oxidation as an 

internal standard, while the redox properties of ferrocene strongly depend on the media 

polarity;42 and (2) the use of the dielectric values of the neat organic solvents for the 

electrolyte solutions employed for the electrochemical measurements, while, especially 

for non-polar solvents, dissolved electrolytes increase the dielectric permittivity of the 

media.42 

The values that we obtained for the effective radii, Reff, of the reduced quinones 

exhibited several trends. The effective sizes of the reduced 1,4-naphthaquinone (NQ) and 

VK1 were identical (Table 3-2), suggesting that the addition of the alkyl chains to the 

naphthaquinone ring system did not notably perturb the electrostatic interactions of the 

generated molecular ions with the dielectric media. The effective size of the CoQ10
– ion 

only slightly exceeds the size of BQ–. This slight size increase could be ascribed to the 

two π-conjugating methoxy substituents in CoQ10, rather than to the methyl and the long 

aliphatic chains (Scheme 3-1).      

These findings have a key implication on the manner of defining the size parameter, R, 

in the Born solvation-energy terms. According to the electrostatic model, the effective 

radius corresponds to the size of a spherical cavity around the charged species.44 

Functional groups, such as aliphatic chains, on which the charges do not reside, did not to 

contribute to the cavity size of the molecular ions. For the spherical approximation, 

therefore, such electronically non-conjugated substituents appear as a part of the solution 

media, rather than as a part of the molecular ion encapsulated in the solute cavity. 
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Viewing molecular components as a part of the surrounding media, however, places 

challenges on the dielectric-continuum approach for the Born solvation-energy treatment: 

i.e., it requires an introduction either of separate terms for the solution and for the 

molecular dielectric constants, or of a correction factor for the solution dielectric 

constant.   

Theoretical values of the effective radii. From ab initio calculations, we estimated 

the effective radii of the spherical cavities for BQ, CL4BQ, NQ and CL2NQ. For CoQ10 

and VK1, we conducted the ab initio calculations on analogous structures with truncated 

aliphatic chains (Scheme 3-2). We used Monte Carlo integration of the density within a 

0.001 electrons/bohr3 cutoff for determining the molecular volumes of the quinones. 

From the volumes, the spherical radii were calculated. We applied an empirical 

correction to the calculated radii that predict reasonable solute cavity sizes for implicit 

solvent modeling.170  

These calculated cavity radii, Rsph
Q   and Rsph

Q- , for the quinones and their anions, 

respectively, exceed the electrochemically measured effective radii by a factor of 1.5 to 

4.9 (Table 3-2). This discrepancy was more pronounced for BQ and NQ than for the 

chloroquinones, CL4BQ and CL2NQ, which agrees well with the notion for charge 

localization. While the negative charges of the radical anions were localized 

predominantly on the two oxygens of BQ–• and NQ–•; in CL4BQ–• and CL2NQ–• the 

charges were also distributed over the peripheral chlorines (Figure 3-4). 

For CoQ10 and VK1, the sizes of the solute cavities strongly depend on the 

conformation of the flexible aliphatic and methoxy chains. Geometry optimization 
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calculations produced conformations for CoQ10 and VK1, in which the flexible chains 

folded over the aromatic rings (Figure 3-5). While intramolecular van der Waals 

interactions can explain the preference for such folded conformation in vacuum, the 

abundance of the extended conformers for favorable solution media should not be 

overlooked. Therefore, the interpretation of solute-cavity radii for moieties with flexible 

side chains should be approached with caution. 

Possible sources for the discrepancy between the experimentally obtained effective 

radii, and the physically realistic molecular dimensions (confirmed with the radii of the 

solvation cavities of the quinones) include the assumptions for: (1) the single-sphere 

approximation of the shape of the molecular anions; (2) homogeneous charge-density 

distribution throughout the molecular volume; and (3) the correlation of the interfacial 

electrochemical thermodynamics with the bulk dielectric properties of the supporting 

electrolyte.   

Interfacial properties of the working electrode. To examine the environment of the 

interfacial redox processes, we employed impedance spectroscopy (IS). IS allowed us to 

characterize the capacitance of the double-layer on the working electrode for different 

electrolyte concentrations and for different applied potentials. For the IS data analysis, we 

modeled the double layer as a capacitor with a shunt resistor, RSh, and a series resistor, 

RSer (Figure 3-6a).171 For the range of electrolyte concentration that we used for the cyclic 

voltammetry measurements, i.e., for CBu 4 NPF6
between 100 and 300 mM, the IS data 

revealed a negligible correlation between the double-layer capacitance, CDL, and CBu 4 NPF6
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(Figure 3- 6c). The values of CDL, however, did manifest dependence on the potential of 

the working electrode (Figure 3-6c).    

The observed lack of concentration dependence of the double-layer capacitance is 

consistent with the Gouy-Chapman-Stern model for surfaces submersed in concentrated 

electrolyte solutions.171-173 At such high CBu 4 NPF6
, the capacitance of the compact Stern 

layer has the predominant contribution to the reactance component of the measured 

impedance. The gradual potential-induced changes of CDL, although not depicted by the 

Helmholtz approximation for the Stern-layer capacitance, are consistent with alterations 

in the composition of the compact layer induced by charging and discharging of the 

working electrode.174  

While the thickness and the composition of the diffuse layer depend strongly on the 

ionic charge and concentration, the compact layer is concentration independent.171 

Furthermore, the Debye length, characteristic of the thickness of the diffuse layer, ranges 

between about 0.2 and 0.7 nm for the electrolyte concentrations we used. Such short 

Debye lengths are smaller than the size of the electrolyte ions, making it meaningless to 

define a true diffuse layer. Therefore, beyond the compact layer, the quinone species at 

the electrode interface experience environment comparable to the bulk electrolyte 

solutions. As a result, E1
1/ 2   exhibited a pronounced dependence on CBu 4 NPF6

, while CDL 

was concentration independent. 

We have previously demonstrated the dependence of the redox potentials of other 

species on the dielectric properties of the electrolyte solutions.42 Using similar analysis, 

we have estimated the effective radius of ferrocenium to be about 2.6 Å,42 which was in 
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an agreement with the crystallographic radius, 2.7 Å, and the hydrodynamic radius, 3.2 

Å, of ferrocene.175-177 Apparently, such electrochemical analysis manifested the potential 

for yielding plausible results for the effective dimensions of redox species. Therefore, the 

principal reasons for the discrepancies observed for the investigated quinones should be 

sought in their structural features. Two important structural differences, however, set 

apart the quinones from ferrocene: (1) quinone molecules are planar, while the ferrocene 

chelate has a shape that can be approximated to a cylinder or a sphere; and (2) the 

charges of the quinone anions are localized predominantly on the peripheral oxygens 

(Figure 3-4), while the charge of the ferrocenium cation resides on the relatively large 

orbitals of the ferric ion, distributed around the center of the chelate.      

Generalized Born approach. To address the discrepancies between the measured and 

calculated quinone radii, we explored the generalized Born (GB) approach. The GB 

approach, rather than attempt to fit a molecule and its ions into a single sphere, treats the 

molecular species as a collection of spheres.1,2,90-95 Representing each of the reduced and 

oxidized molecules as a collection of N atoms with atomic radii, ri, and atomic charges, 

zi, transforms their charge-to-size ratios, (equation 3-2a), into the corresponding GB 

forms:1,2  

�

 GB   e2
ziz j

fijj1

N


i1

N

         (3-5a) 

where 

�

zi
i1

N

  Z  n  and 

�

zi
i1

N

  Z  represent the total charge of the reduced and the 

oxidized species, respectively, and the GB parameter, fij, represents the corrected 

interatomic distance:1 
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fij  dij
2  i j exp 

dij
2

4 i j









       (3-5b) 

where dij is the center-to-center distance between atoms i and j; and ai is the Born 

radius of atom i. For cases of non-overlapping spheres, ai can be expressed analytically:1 

 i
1  ri

1 
rj

2 dij
2  rj

2 j1
j i

N

 
1

4dij

lg
dij  rj

dij  rjj1
j i

N

      (3-5c) 

where for ri, we assumed the covalent radii, which we extracted from the atomic 

coordinates for the minimized structures of the quinones (Figure 3-4).178 It should be 

noted, that although the oxidized form of the quinones is not charged, i.e., Z = 0, the 

partial charges on the different atoms in the electro-neutral molecules, i.e., zi ≠ 0 (Figure 

3-4, top row), result in non-zero values for their GB charge-to-size ratio, Ox
GB   (equation 

3-5a). 

Apparently, the Born atomic radii, ai, are larger than the corresponding covalent or 

van der Waals radii, ri. As revealed by equation 3-5c, this difference between ai, and ri is 

less pronounced for atoms located at the periphery of the molecule.  

The classical Born expressions revealed that the slopes of the linear correlations 

between the measured reduction potentials, E1
1/ 2  , and the inverted dielectric constants of 

the media, 1 – ε–1 (Figure 3-3), should yield the difference between the charge-to-size 

ratios,  Red
GB  – Ox

GB   (equation 3-2a). This difference,  Red
GB  – Ox

GB  , encompasses 

information about the measured effective radii, Reff, of the electrochemically analyzed 

species (equations 3-2b, 3-4). As we demonstrated, the thus obtained values of Reff from 
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the experimental data, however, proved physically unfeasible to accommodate the 

spherical approximation adopted by the classical Born approach (Table 3-2).    

Adopting physically feasible molecular geometries and charge distributions, the 

generalized Born approach allowed for estimation of the charge-to-size ratios,  Red
GB  and 

Ox
GB  , of the reduced and oxidized components of redox couples (equation 3-5). 

Concurrently, for the treatment of the experimental findings involving one-electron 

reduction, n = 1, of non-charged species, Z = 0, we equated the difference between the 

charge-to-size ratios with e2 / Reff (equations 3-2, 3-4). As a corollary, it permitted to 

extract from the generalized Born approach values for the effective radii, Reff
GB , expected 

to be observed for one-electron reduction of the investigated redox species: 

Reff
GB  

e2

 Red
GB  Ox

GB          (3-6) 

A comparison between the experimental Reff (equation 3-4) and the predicted Reff
GB  

(equation 3-6) values, allowed us to test if the GB approach adequately addresses the 

discrepancy issues with the single-sphere approximation of the quinone ions.  

In order to employ this GB approach, using ab initio calculations, we estimated the 

atomic charges and coordinates for the relaxed structures of four of the quinones and their 

anions.  Molecular structures for the neutral and anionic versions of the four benzo- and 

naphthaquinones were optimized using the B3LYP density functional and the aug-cc-

pVTZ basis set.  Atomic point charges were determined using the CHELPG method, 

which determines a set of atomic charges that reproduce the molecular electrostatic 

potential at a large number of grid points around the molecule. The negative charges of 
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the quinone radical-ions were localized around the periphery of the molecules, 

predominantly on the oxygen atoms (Figure 3-4).  

The calculated Reff
GB   (equations 3-5, 3-6) manifested a closer agreement with the 

effective radii, Reff, obtained from the redox-potential analysis than the effective radii of 

the solvation spheres, Rsph, with Reff (Table 3-2). The relative discrepancies between Reff
GB  

and Reff, (i.e., gb  Reff Reff
GB  Reff

1
) are 2 to 35 fold smaller than the relative 

discrepancies between Rsph

Q  and Reff, (i.e., sph  Reff Rsph

Q Reff
1 ), as illustrated by 

the Δsph / Δgb ratios (Table 3-2). This finding suggested that it was most probably the 

spherical approximation of the molecular shapes that led to the observed discrepancy 

between the experimentally estimated effective radii and the feasible molecular 

dimensions.  

The larger size of the CoQ10 and VK1 quinones makes B3LYP/aug-cc-pVTZ 

calculations too computationally expensive. Given the aforementioned ambiguity about 

the behavior of the long, flexible aliphatic chain in solution and the need to reduce the 

computational cost, we (1) truncated the chain to only six carbon atoms (Scheme 3-2) and 

(2) used the smaller 6-31+G(d) basis set to compute both the optimal geometry and 

CHELPG atomic charges. A series of control calculations determined that these two 

approximations have a relatively small impact on the predicted effective radii. First, using 

the 6-31+G(d) basis set for BQ and BQ•–, for example, yielded Reff
GB  values that differed 

with less than 1% from each other. Second, semiempirical AM1 geometry optimizations 

followed by B3LYP/aug-cc-pVDZ CHELPG atomic charge predictions on VK1 with the 
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truncated and complete aliphatic chains (Scheme 3-1) produced effective radii that differ 

by less than 10% from each other. 

Compared to the other four quinones, CoQ10 and VK1 manifested the much larger 

discrepancies between Reff
GB   and Reff: i.e., the largest Δgb (Table 3-2). Our 

aforementioned control calculations suggest that these discrepancies are not due to the 

use of a smaller basis set or chain truncation in the calculations.  Rather, we believe they 

arise from the flexible nature of the aliphatic chains. The effective GB radii, Reff
GB  , 

strongly depend on the Born radii, ai, of the comprising atomic spheres (equation 3-5c). 

A decrease in ai of the atoms, on which the negative charges of the singly-reduced 

quinones reside, results in a decrease in Reff
GB . Gas-phase ab initio calculations yielded 

folded conformations of CoQ10 and VK1 (Figure 3-5). Extended conformers (which are 

expected for solution media), however, provide an increase in the interatomic distances, 

dij, leading to a decrease in ai (equation 3-5c), and hence, a decrease in Reff
GB . Therefore, 

the folded conformations underline a potential reason for the overestimated values of 

Reff
GB  for CoQ10 and VK1.   

To further examine the role of the molecular shape and of the charge distribution on 

the effective radii of molecular ions, we employed the GB approach to a singly-charged 

hypothetical molecule composed of five spheres arranged in a square, i.e., D4 symmetry 

(Scheme 3-3). Setting the diameter for each of the five spheres to 1 Å, yielded the 

dimensions of the hypothetical molecule: i.e., 2.4  2.4  1 Å (Scheme 3-3), which could 

fit into a spherical cavity with a radius 1.5 Å. We applied the GB analysis to the 
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hypothetical species, in which the charge was localized on one of the five spheres, or 

equally distributed between two, three, four and five spheres with different configurations 

(Table 3-3).  

The size of the hypothetical molecular ion was the same for all charge distributions, 

and hence, it should occupy the same solvent cavity. The GB effective radius, Reff
GB  , 

however, manifested a strong dependence on the patterns in which the charge was 

distributed among the five spheres (Table 3-3). For all cases, the values of the effective 

radii were 1.3- to 2.3-fold smaller than the 1.5-Å radius of the solvation spherical cavity 

that could accommodate the molecule (Table 3-3). For the cases of charge distribution 

over two of the five spheres, the effective radii of the hypothetical molecular anions were 

smaller when the two spheres carrying the charge were closer together. A similar trend 

was observed for the charge that was distributed over three and even over four spheres: 

i.e., the values of RGB
eff  were smaller when the charged spheres were next to one another 

(Table 3-3). These findings demonstrated that: (1) non-spherical charged species have 

effective radii smaller that the radii of the spheres, in which they could fit; and 

(2) localization of the charges within the molecular entities leads to a decrease in the 

values of the effective radii of their ions. 

The generalized Born approach is still an approximation. Defining atoms or functional 

groups as spheres, with homogeneous distribution of charge densities, presents a 

potentially crucial pitfall. For covalently bonded atoms, charge-density distribution does 

not necessarily have spherical symmetry. Furthermore, defining the boundaries of the 

electronic clouds that encompass the ionic charges (and hence, defining the effective 
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ionic radii) is somewhat arbitrary. Nevertheless, the generalized Born approach presents a 

significant improvement over the single-sphere approximation. It has the potential ability 

to relate experimentally measurable quantities with physically feasible dimensions of 

charged molecular species.   

 

Implications of effective radii for the analysis of charge-transfer systems. For 

semi-classical analyses of charge transfer processes, information about the radii of the 

participating electron donors and acceptors is crucial. The effective radii are essential for 

estimating not only of the driving force of the process, via the Rehm-Weller equation,40-42 

but also of the outer-sphere reorganization energy.179-181 Semi-classical dielectric-

continuum approaches, which were developed and confirmed for spherically-symmetrical 

ions, have proven immensely indispensable for a wide range of charge-transfer studies 

and have demonstrated predictive capabilities.3 

For organic moieties that are not spherically shaped, the estimation of the effective 

radii from experimental or from computational data is somewhat arbitrary. For example, 

for moieties that have elongated and/or flat shapes, such as quaterthiophenes and 

quinones, the effective diameters can be equated with the average of their length, width 

and height, in order to analyze charge-transfer kinetics.  

As we demonstrated with the GB approach for the hypothetical ionic species (Scheme 

3-3, Table 3-3), such effective radii, obtained from averaging of the three dimensions of 

the molecular ions, are plausible when the charges are evenly distributed over the whole 

molecular volume. Indeed, the average for 2.4  2.4  1 Å species is about 1.9 Å, the half 
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of which agrees well with the 1-Å effective radii calculated for the cases of charge 

distribution over four of five spheres (Table 3-3).  

Charges localized within relatively small volumes at the periphery of the molecular 

ions, however, present potentials for significant discrepancies in the estimation of their 

effective radii directly from their molecular dimensions. Recently we reported, for 

example, charge-transfer behavior of an acridinium-thiophene dyad suggesting that the 

effective radius of the acridinium cation (comprising three condensed six-member rings) 

was smaller than the thiophene radical-cation (comprising a single five-member ring).80 

The localization of the acridinium positive charge on its nitrogen heteroatom can provide 

an explanation for the observed trend.82,83 

Quinones presented another example for effective-radius discrepancies resultant from 

charge localization in non-spherically shaped species. The generalized Born approach, 

however, presented trends that tend to account for the charge localization in the 

estimation of the quinone effective radii (Table 3-2). 

 

Conclusions 

The values of the effective radii of charged organic moieties have a key importance 

for the estimation of the energetics of charge-transfer processes. The dielectric continuum 

treatment involving effective radii, is important for estimation not only of the Born 

solvation term in the Rehm-Weller equation, but also of the outer-sphere component of 

the reorganization energy. Therefore, the relation between the “true” molecular 

dimensions and the effective radii for the broadly used spherical approximation is crucial 
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for semi-classical analysis of charge-transfer systems. The generalized Born approach 

allowed us to relate experimentally obtained effective radii of quinone derivatives with 

their structural and charge-distribution characteristics. We believe that such approaches, 

deviating from the single-sphere approximation, have the potential to provide means for 

analysis of redox processes involving moieties with irregular shapes and uneven charge-

density distributions.     

 

Experimental 

Materials. 1,4-Benzoquinone, 1,4-naphthoquinone, 2,3-dichloro-1,4-naphthoquinone, 

tetrachloro-1,4-benzoquinone, vitamin K1, coenzyme Q10, tetrabutylammoniumhexa-

fluorophosphate, 4-Bromo-1,8-naphthalic anhydride, 3-dimethylaminopropanenitrile, 

1,2-dimethoxyethane, acetic acid and aniline were purchased from Sigma-Aldrich. 

Anhydrous solvents, chloroform and acetonitrile; spectroscopic-grade solvents, n-hexane, 

tetrachloromethane, chloroform, dichloromethane, benzonitrile and dimethyl sulfoxide 

were purchased from Fisher Scientific. N-phenyl-4-dimethylamino-1,8-naphthalimide 

(Ph-ANI) was prepared from 4-Bromo-1,8-naphthalic anhydride, 3-dimethylamino-

propanenitrile and aniline  via a two-step synthesis, as we have previously reported.42  

Cyclic voltammetry. The electrochemical measurements were conducted using 

Reference 600TM Potentiostat/Galvanostat/ZRA (Gamry Instruments, PA, U.S.A.), 

equipped with a three-electrode cell. Glassy carbon electrode and platinum wire were 

used for working and counter electrodes, respectively. Saturated calomel electrode 

(Gamry Instruments) was used for a reference electrode. To prevent contamination, the 
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reference electrode was brought in contact with the sample solutions via two salt bridges. 

To prevent drastic potential drops between the aqueous electrode media and the 

chloroform solutions, the solution between the two salt bridges was 100 mM 

tetrabutylammonium hexafluorophosphate in anhydrous acetonitrile. When not in use, the 

reference electrode is stored submersed in saturated potassium chloride solution. For all 

samples, the quinones concentration was 2 mM. For each sample, the solution was 

purged with pure argon gas for 30 min and at least five scans were recorded at 50 mV / s 

scan rate.18,42,182 

Impedance spectroscopy. Impedance measurements were conducted using a 

Reference 600TM Potentiostat/Galvanostat/ZRA (Gamry Instruments, PA, U.S.A.). The 

measurements were carried out by setting the AC voltage amplitude to 0.1 V, while the 

applied DC potential ranged from -0.8 V to 0.8 V vs. SCE. Prior to the conductivity 

measurements, the working electrode surface was polished with alumina (0.05 microns 

grade, Buehler Ltd., U.S.A.) and thereafter cleaned in ethanol (200 proof, Fisher 

Scientific, U.S.A.) in an ultrasonic bath and dried by air. The impedance spectra of the 

double layer on the working electrode for different electrolyte concentrations were 

recorded at frequency from 1 kHz to 1 MHz and fitted by Randles Model.  

Fluorescence spectroscopy. Steady state emission measurements were conducted 

using a FluoroLog-3 spectrofluorometer (Horiba-Jobin-Yvon) equipped with double-

grating monochromators and a TBX single-photon-counting detector.42,101,183-185 By 

adjusting the slit widths, the signal at all wavelengths was kept under 106 CPS to assure 
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that it is within the linear range of the detector. For all samples, the concentration of Ph-

ANI was 10 µM. 

Refractive index measurements. The refractive indices for the varying electrolyte 

concentrations were measured at 21°C using Spectronic Instruments Refractometer 

model 334610. The reported values are averages of four individual readings. Different 

concentrations of electrolytes were prepared by mixing anhydrous chloroform with 

tetrabutylammonium hexafluorophosphate and sealed in dry sample vials until use. 

Data analysis. The values for the peak maxima (and minima) from the cyclic 

voltammograms and from the fluorescence spectra were obtained by fitting the region 

around the maxima (or the minima) to a Gaussian function. The fluorescence spectra of 

Ph-ANI were deconvoluted by fitting them to sums of Gaussian functions.186,187 The 

quality of the fits was monitored by examination of the residuals. All least-square data 

fits and the deconvolutions of fluorescence spectra were conducted using Igor Pro, v. 6 

(Wavematrics, Inc.) on MacOS and Windows XP workstations.188-191 

Ab initio calculations. Density functional theory (DFT) calculations were performed 

using the B3LYP density functional.192,193  For the anions, spin-unrestricted DFT was 

used.  Initial results were obtained in the aug-cc-pVDZ basis.194  For the generalized Born 

geometries and point charges, these were refined with the larger aug-cc-pVTZ basis set.  

For the truncated CoQ10 and VK1 (Scheme 3-2), a reduced basis set, 6-31+G(d), was 

used. All calculations were performed using GAUSSIAN 03.195 

Spherical radii for the molecules were computed in a two-step procedure.  First, the 

molecular volume inside a 0.001 electrons/Bohr3 density contour was estimated using 
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Monte Carlo integration, using 10,000 integration points.  Each integration was repeated 

100 times, and the resulting standard deviation for the calculated volumes was 

approximately 0.5%. Second, the spherical radius was estimated from the mean volume 

according to the scheme of Wong and co-workers.170 In this scheme, the volume is scaled 

by a factor of 4/3.  Then, the corresponding spherical radius is computed and increased 

by 0.5 angstroms.  This empirical adjustment typically provides improved cavity sizes for 

implicit solvent models.170 The standard deviation in the predicted spherical radii over the 

100 runs per molecule is less than 0.01 Angstroms. 

For the generalized Born model, the neutral and anionic species for each of the four 

molecules were optimized separately.  For each optimized structure, atomic charges were 

computed using the CHELPG scheme,196 which fits charges to reproduce the molecular 

electrostatic potential at a series of grid points surrounding the molecule. 

     GB calculations. The GB calculations (equations 3-5 and 3-6) were conducted using 

macros written for Igor Pro, v. 6 (Wavematrics, Inc.), run on MacOS. The charges atomic 

charges were obtained from the ab initio calculations (Figure 3-4) or estimated for equal-

distribution over the charged spheres of the hypothetical species (Table 3-3). The atomic 

radii, ri, were estimated from the atomic coordinates of the minimized structures (Figure 

3-4). In order to employ equation 3-5c, the radius of each atom, ri, represents the 

maximum radius of a sphere (centered at the coordinates of the corresponding atom) that 

can fit within the molecular structure without overlapping with the spheres representing 

the neighboring atoms. 
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Tables 

 

Table 3-1. First half-wave reduction potentials of quinones, E1
1/ 2  , for chloroform electrolyte solutions with different 

concentrations.a 

Quinone 
Concentration of Bu4NPF6  

0 mM b 

(ε = 4.77) 

(n = 1.447) 

(γ = 0.268) d 

100 mM 

(ε = 11.8) c 

(n = 1.448) 

(γ = 0.392) d 

150 mM 

(ε = 13.6) c 

(n = 1.448) 

(γ = 0.404) d 

200 mM 

(ε = 15.9) c 

(n = 1.447) 

(γ = 0.415) d 

250 mM 

(ε = 16.5) c 

(n = 1.446) 

(γ = 0.417) d 

300 mM 

(ε = 17.1) c 

(n = 1.446) 

(γ = 0.420) d 

BQ –1.240.26 –0.5590.021 –0.4540.014 –0.3910.012 –0.3870.009 –0.3570.011 

CL4BQ –0.3410.226   0.0620.025   0.1050.009   0.1250.006   0.1380.008   0.1300.017 

CoQ10 –1.170.30 –0.7490.009 –0.7000.019 –0.6160.008 –0.6050.004 –0.6040.005 

NQ –0.8570.397 –0.7250.045 –0.6220.043 –0.6730.024 –0.5900.017 –0.5700.010 

CL2NQ –0.4130.160 –0.3500.010 –0.3580.005 –0.3080.007 –0.3130.004 –0.3020.010 

VK1 –0.9950.258 –0.8460.055 –0.9490.061 –0.7660.018 –0.7790.039 –0.7380.013 

 

104



105 
 

a The values of E1
1 / 2  , in V vs. SCE, for 100 to 300 mM Bu4NPF6 were obtained from cyclic voltammetry data (Figure 3-1). The error 

bars represent 90% confidence level from two-sided Student t-analysis. 

b The values of E1
1 / 2   for neat chloroform, i.e., 0 mM Bu4NPF6, were obtained from monoexponential extrapolation to 0 (Figure 3-1d). 

The error bars represent a single standard deviation as yielded from the least-square fits.  

c The dielectric constants for the electrolyte solutions were extracted from fluorescence solvatochromism data (Figure 3-2). 

d γ = n –2 – ε–1. 
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Table 3-2. Effective radii of quinones obtained from electrochemical data and from ab 

initio calculations. 

Quinone Reff  /  Å
 a   Reff

GB 
  /  

Å b 
  Rsph

Q 
 /  Å c   Rsph

Q - 
 /  Å 

d 

Δgb  e  Δsph  
f Δsph/Δgb 

BQ 0.935 1.67 3.99 4.06 0.786 3.34   4.25 

CL4BQ 2.53 2.47 4.58 4.63 0.0237 0.830 35.0 

CoQ10 1.09 2.59 g 5.31 g 5.35 g 1.38 3.91   2.84 

NQ 1.44 2.00 4.43 4.50 0.389 2.13   5.46 

CL2NQ 3.35 2.44 4.68 4.73 0.272 0.412   1.52 

VK1 1.38 2.44 g 5.26 g 5.32 g 0.768 2.86   3.72 

 

a Effective radii, Reff, of the singly-reduced quinone ions from electrochemical data, 
assuming spherical approximation (equation 3-4, Figure 3-3). 

b Effective sizes for one-electron reduction, Reff
GB  , calculated using generalized Born 

approach (equation 3-6). Atoms were approximated to spheres with homogeneously-
distributed partial charges. The atomic radii and atomic charges were obtained from ab initio 
calculated structures (Figure 3-4).  

c Effective radii, Rsph
Q , of the non-charged quinone molecules from ab initio calculations, 

assuming spherical approximation. The standard deviations did not exceed 0.7 pm. 

d Effective radii, 
  Rsph

Q - , of the singly-reduced quinone ions from ab initio calculations, 

assuming spherical approximation. The standard deviations did not exceed 0.7 pm. 

e Dgb represents the relative difference between the experimentally measured 

effective radii and the calculated GB effective radii: gb 
Reff Reff

GB 

Reff
. 

f Dsph  represents the relative difference between the experimentally measured 
effective radii and the calculated radii of the solute spherical cavities for the anions: 

sph 
Reff Rsph

Q 

Reff
. 

g These values were obtained from ab initio calculations, employing a reduced 
basis set on structures with truncated aliphatic chains: i.e., CoQ10 and VK1 containing 
only one isoprenylene unit attached to their rings (Scheme 3-2, Figure 3-5).  
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Table 3-3. Generalized-Born effective radius, 

�

Reff
GB  , of a hypothetical singly charged 

molecular ion (Scheme 3-3) with different charge distribution.  
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Schemes 

 

 

Scheme 3-1. Quinones used for this study. 
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Scheme 3-2. Analogues of CoQ10 and VK1 with truncated aliphatic chains with the corresponding CHELPG charges of the 

non-hydrogen atoms (in atomic units). 
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Scheme 3-3. A hypothetical molecular ion with D4 symmetry composed of five spheres. 
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Figures 

 

 

 

Figure 3-1. Dependence of the electrochemical reduction of quinones on the electrolyte 

concentration for chloroform media (quinone concentration = 2 mM; scan rate = 50 mV / 

s). (a) Cyclic voltammograms of three quinones for two different electrolyte 

concentrations. (b, c) Cyclic voltammograms displaying the first reduction waves of two 

quinones for three different electrolyte concentrations. The cathodic peaks are normalized 

for visualizing the trends. (d) Dependence of the quinone first-wave reduction potentials 

on the electrolyte concentration. 
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Figure 3-2. Solvatochromism of the fluorescence of Ph-ANI observed for solvent media with 

different polarity: dimethylsulfoxide (DMSO), benzonitrile (PhCN), dichloromethane (CH2Cl2), 

chloroform (CHCl3), tetrachloromethane (CCl4), and hexane (C6H14). (a) Fluorescence spectra of 

Ph-ANI (10 μM) for solvents with different polarity (λex = 410 nm; intensities normalized at 

em
max  ). The shoulders of the spectral bands, collected for the non-polar solvents (CCl4 and 

C6H14), suggested for multiple components, and hence, were deconvoluted. The broad red-shifted 

components, obtained from the deconvolution, ware ascribed to the radiative deactivation of the 

TICT state.157-160 Similar deconvolution algorithms did not yield multiple components for the Ph-

ANI spectra recorded for the rest of the solvents. (b) Dependence of the spectral maxima on the 

dialectic constant of the solvents for solvents with similar indexes of refraction: i.e., nCCl4
 = 1.46; 

nCHCl3
 = 1.45; nCH2Cl2

 = 1.42; nPhCN  = 1.53; and nDMSO  = 1.48. For CCl4, the maximum of the 

red-shifted TICT band was used. (c) Fluorescence spectra of Ph-ANI recorded for chloroform 

solutions with different concentrations of Bu4NPF6. From the concentration dependence of the 

fluorescence maxima and the calibration curve, shown on (b), the dielectric constants of the 

electrolyte solutions were extracted.42  
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               a. b.   

                                        c.  

 

Figure 3-3. Dependence of the quinone first-wave reduction potentials on the inverted 

dielectric constant of the electrolyte media. The dotted lines represent least-square linear 

fits with the following correlation coefficients, R: (a) for BQ, R = 0.993; and for CoQ10, 

R = 0.987; (b) for NQ, R = 0.825; and for VK1, R = 0.650; and (c) for CL4BQ, R = 0.976; 

and for CL2NQ, R = 0.875.  
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Figure 3-4.  CHELPG atomic charges (in atomic units) for each species computed at the 

B3LYP/aug-cc-pVTZ level. Each molecule exhibits a horizontal mirror plane, and the 

unlabeled charges are determined by symmetry.  Gray atoms correspond carbon, white to 

hydrogen, red to oxygen, and yellow to chlorine. 
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Figure 3-5.  Optimized structures of CoQ10 and VK1 (neutral and singly reduced) with 

truncated aliphatic chains. For all structures, the geometry optimization produced 

conformers with aliphatic and methoxy chains folded orthogonally to the ring planes. For 

the truncated CoQ10, all three flexible chains (the aliphatic and the two methoxy 

substituents) were folded toward the same side of the ring plane.   

neutral 
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Figure 3-6. Impedance spectroscopy chloroform solutions of Bu4NPF6 with different 

concentrations. (a) Circuit representation of the electrical properties of the double layer 

on the working electrode in the absence of Faradaically active species: CDL = double-

layer capacitance; RSh = shunt resistance; and RSer = series resistance. (b) Nyquist plot of 

150 mM Bu4PF6 at 0.6 V vs. SCE. Zr and Zi are the real and imaginary components, 

respectively, of the impedance. The dotted line represents the Randles Model fit: i.e., 

using the circuit model shown on (a). (c) Dependence of the double-layer capacitance on 

the applied potential for different electrolyte concentrations.  
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Chapter 4 

Anthranilamides as Bioinspired Molecular Electrets:                                                

Experimental Evidence for Permanent Ground-State Electric Dipole Moment  
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Abstract 

      As electrostatic equivalents of magnets, organic electrets offer unparalleled properties 

for impacting energy-conversion and electronic applications. While biological systems 

have evolved to efficiently utilize protein alpha helices as molecular electrets, the 

synthetic counterparts of these conjugates still remain largely unexplored. This article 

describes a study of the electronic properties of anthranilamide oligomers, which proved 

to be electrets based on their intrinsic dipole moments as evident from their spectral and 

dielectric properties. NMR studies provided the means for estimating the direction of the 

intrinsic electric dipoles of these conjugates. This study sets the foundation for the 

development of a class of organic materials that are de novo designed from biomolecular 

motifs and possess unexplored electronic properties. 
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Introduction  
 

Electrets are materials and macromolecules with ordered electric dipoles, i.e., electrets 

are the electrostatic analogues of magnets.1,2 Due to the substantial electric-field gradients 

that their dipoles generate, electrets have an enormous potential for unprecedented 

applications in energy conversion, electronics and photocatalysis applications.3-5 

Protein helices present an important class of natural electrets. The ordered co-

directional orientation of the amide and the hydrogen bonds in these protein conformers 

results in permanent electric dipoles amounting to about five Debyes per residue.6,7 For 

example, electric fields from protein α-helices stabilize weakly solvated ions in the 

interiors of the potassium, KcsA, and chloride, ClC, ion channels, permitting them to 

function efficiently.8,9 

Employing polypeptide helices, derivatized with an electron donor and acceptor, 

Galoppini and Fox demonstrated for the first time the preferential directionality of the 

photoinduced electron transfer toward the positive pole of the dipole.10,11 This charge-

transfer rectification was ascribed to the stabilization of the charge-transfer states, in 

which the electrons were transduced toward the positive poles of the helix dipoles.7 

Employing this approach to gold interfaces coated with polypeptide helices provided a 

means for controlling the directionality of photocurrent.12 

The studies described above share the corresponding electronic properties of helical 

peptides as the common theme for rectifying charge transfer. Indeed, these biomimetic 

polypeptide conjugates have proven immensely instrumental for bringing the concept of 

electrets to charge transfer. Such polypeptides, however, pose some challenging 
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limitations: (1) the conformational integrity of polypeptide α-helices is often 

compromised when taken out of their natural environment, thus, limiting the scopes of 

their applications;13 and (2) polypeptides composed of natural α-amino acids are wide-

band-gap materials with an optical band gap of approximately 5.6 eV, which limits the 

distance of efficient charge transfer to less than two nanometers. Charge transfer through 

such polypeptides is attained solely via electron tunneling.14-18 Hopping mechanism, 

involving multiple discreet electron-transfer steps along precisely arranged cofactors or 

redox residues, such as tryptophan, is essential for extending the charge-transfer distances 

beyond the intrinsic limits of the protein backbone chains.19  

To address these issues, we undertook a bioinspired approach to attain organic 

electrets, which have the structural and functional advantages over their biological 

counterparts, and do not suffer the disadvantages of the biological macromolecules.4,20 

Similar to protein α-helices, we aimed at ordered amide and hydrogen bonds to generate 

intrinsic electric dipoles along the backbones of the bioinspired conjugates. Unlike 

proteins, however, our goal was to place aromatic moieties as a part of the 

macromolecular backbones, in order to attain extended π-conjugation and hence 

pathways for long-range efficient charge transfer. Anthranilamides proved to be excellent 

candidates for this bioinspired approach (Scheme 4-1).20  

Anthranilamide oligomers are known structures existing in extended conformations 

stabilized by intramolecular hydrogen bonding.21,22 In fact, anthranilic acid, i.e., o-

aminobenzoic acid, is vitamin L1. To date, the electronic properties of anthranilamides 

oligomers and their derivatives have not been investigated. Recently, using ab initio 
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calculations, we demonstrated for the first time that these anthranilamide oligomers have 

intrinsic dipole moments. The vectorial sum of the dipoles from the amide bonds, along 

with the dipoles generated from the shift in the electron density upon the formation of 

hydrogen bonds, resulted in total electric ground-state dipole moments of about three 

Debyes per residue (Scheme 4-1).20 Unlike in protein α-helices, the intrinsic dipoles of 

the anthranilamide oligomers were oriented from their N- to their C-termini (Scheme 4-

1).20 

Herein, we experimentally demonstrate that anthranilamides possess intrinsic dipole 

moments. We used relatively small conjugates, i.e., monomer, dimer and trimer, for this 

investigation (Scheme 4-2). Even in organic solvents, such as chloroform, in which these 

anthranilamide conjugates had pronounced solubility, they exhibited a strong propensity 

for aggregation. This self-assembly, however, was not electrostatically driven and the 

aggregates themselves had intrinsic dipoles as it became evident from dielectric studies of 

their solutions: i.e., at least partial co-directional arrangement of the anthranilamides 

within the aggregates. Analysis of 1H chemical shifts, as determined using NMR 

spectroscopy, allowed us to determine that the direction of the intrinsic dipole was from 

the N- to the C-termini of the anthranilamides, which confirmed our theoretical findings.     

Results and Discussion 

     We prepared monoanthranilamide (h-A-ph), dianthranilamide (h-AA-ph) and 

trianthranilamide (h-AAA-ph) derivatives, in which the C-termini were capped with 

phenyl and the N-termini with heptyl groups (Scheme 4-2). For these studies, the solvent 
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of choice was chloroform. It provided the needed sample solubility and concurrently, it 

was non-polar enough to ensure that the effects from the permanent dipoles were readily 

detectable.23   

Previously reported structural data indicate that anthranilamides have a preference for 

an extended conformation. X-ray and NMR studies demonstrated that anthranilamide 

oligomers assume an extended conformation with a coplanar arrangement of the aromatic 

rings.21,22 Hydrogen bonding between amides attached to the same aromatic ring supports 

this coplanar extended conformation (Scheme 4-1).21,22 Such coplanar conformations, 

supported by hydrogen-bond networks, are not unusual for polymers of aromatic amides 

and esters in organic solvents.24-27 Furthermore, structure relaxation of a range of 

anthranilamide oligomers, using computational methods, constantly led to coplanar 

extended conformations supported by hydrogen bonds between amides attached to the 

same aromatic residue (Scheme 4-1).20 

The UV/visible emission spectra of all three conjugates exhibited two peaks, the 

intensity of which was concentration dependent (Figure 4-1). A decrease in the 

concentration of these conjugates in chloroform caused a decrease in the intensity of the 

red-shifted band, and an increase in the intensity of the high-energy peaks. These findings 

were an indication for aggregation of the anthranilamides in the investigated 

concentration range. The emission peak at about 400 nm was due to fluorescence from 

the monomeric forms of the anthranilamide oligomers; and the broad band at around 520 

nm was ascribed to the emission of their aggregated forms. Especially for h-AAA-ph, the 

intensity decrease in the aggregate emission band was less substantial than the increase in 
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the fluorescence intensity of the 400-nm monomer emission. This finding suggested that 

the aggregation of the anthranilamides caused a decrease in their emission quantum 

yields.  

Possible origins of the low-energy emission band include: (1) the formation of ground-

state aggregates and their direct excitation; and (2) excited-state aggregation (excimer 

formation), where photoexcited molecule aggregates with a ground-state molecule, were 

possible origins of the aggregate emission. Close examination of the absorption spectra 

showed a slight increase in the extinction coefficient as the concentrations increased; a 

case, which was most pronounced for h-AA-ph (Figure 4-1a, c). These small spectral 

changes, however, cannot be conclusive for claiming or ruling out ground-state 

aggregation.  

To address this issue, we resorted to time-resolved emission spectroscopy. The 

emission-decay curves, measured at the 520-nm aggregate bands, for each of the three 

oligomers showed a rise within the excitation pulse, followed by immediate nanosecond 

decay (Figure 4-1d). The lack of a slow post-excitation rise (characteristic for excimer 

formation), along with the fast emission decay kinetics, was indicative that the low-

energy bands resulted primarily from ground-state aggregates.34,35  

Addition of electrolyte and the use of a solvent media with higher polarity did not 

prevent the aggregation of the oligomers. Thus, electrostatic interactions (between the 

anthranilamide dipoles) were not the principal driving force for the aggregate formation. 

Due to the abundance of aromatic moieties in each of the oligomers, the aggregation 

could be plausibly ascribed to π-π stacking. 
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The concentration dependence of the fluorescence properties of the anthranilamides 

provided a means for evaluating their aggregation behavior.37-40 Deconvolution of the 

fluorescence spectra (Figure 4-2a) allowed us to estimate the relative contribution to the 

emission from the monomer and the aggregate bands, i.e., Rm and Ra, respectively: 

Rm 
Sm

Sm  Sa

          (4-1a) 

Ra 
Sa

Sm  Sa

         (4-1b) 

 where Sm and Sa represent the integrated emission under the monomer and aggregate 

bands, respectively, i.e., ܵ ൌ ሺܨ׬	 ሻ݀ ,జ~జ
~  and ܨሺ ሻజ~  is the fluorescence intensity at 

wavenumber .జ~
38,41,42 

As expected, an increase in the total concentration, C, of the anthranilamides, A, caused 

a decrease in Sm and an increase in Sa (Figure 4-2b). For h-A-ph, this change in the ratios, 

S, between the aggregate and monomer fluorescence bands occurred at C < 10–4 M. For 

h-AA-ph and h-AAA-ph, the largest changes in Sm and Sa occurred in the sub-μM 

concentration range (Figure 4-2b).  

The aggregation led to fluorescence quenching, and the emission quantum yields, Φ, of 

the aggregates were about 2 to 20 times smaller than Φ of the monomeric forms of the 

anthranilamides (Table 4-1). Therefore, Rm and Ra, as defined in equation 4-1, did not 

directly represent the equilibrium concentrations [A] and [An] of the anthranilamide 

monomers and aggregates, respectively. Considering that ܵ௠ ∝ Φ௠ሾAሿ  and ܵ௔ ∝

Φ௔ሾܣ௡ሿ, along with C  A   n An , yields: 
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ሾܣሿ ൌ
థோ೘

ଵିሺଵିథሻோ೘
ܥ ൌ  (2-4)       ܥߦ	

where  ∅= Φa / Φm, and ξ is the fraction of the anthranilamides that are in the form of 

monomers, i.e., ξ = [A] / C (Figure 4-2c). Substituting equation 4-2 in the expression for 

the equilibrium constant, K = [An] / [A]n, representing the aggregation process, 

n A  An, yields:   

lg൫ܥ െ ሺ1 െ ሻ൯ߦ ൌ ݈݊݃ሺߦܥሻ ൅ lg	ሺ݊ܭሻ      (4-3) 

The slopes of the linear fits of lg(C(1-ξ)) vs. lg(Cξ) provided a means for estimating of 

the state of aggregation, n, for the different anthranilamides (Figure 4-2d). For each of the 

anthranilamides, however, autocorrelation analysis revealed that a single linear fit over 

the whole concentration range did not yield statistically significant representations of the 

prelateship between lg(C(1-ξ)) and lg(Cξ). The Durbin-Watson statistics (d) was smaller 

than 1 for all fits covering the full concentration ranges (Table 4-2),43-46 indicating for 

possible positive autocorrelations that were not accounted for by the linear model, 

equation 4-3. As an alternative, linear fits limited to the concentration ranges, where the 

biggest changes in Rm and Ra occurred, provided excellent linear correlations with d ≈ 2 

(Table 4-2). 

The slopes of the linear fits, limited to the low μM and sub-μM ranges, were about 1.7, 

4.1 and 2.2 for h-A-ph, h-AA-ph, and h-AAA-ph, respectively (Table 4-2). Therefore, the 

observed concentration-dependent changes in the fluorescence of h-A-ph and h-AAA-ph 

corresponded to the formation of predominantly dimers, and of h-AA-ph – tetramers. The 

linear fits in the concentration ranges extending to 10 mM yielded slopes of about unity, 

n ≈ 1 (Table 4-2). Assuming that any aggregation, including between a monomer and an 
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aggregate and between two aggregates, would affect the emission properties of the 

anthranilamides, the unity slopes for C > 10–4 M indicated that no detectable aggregation 

took place in that concentration range.  

The zero-to-zero energies (E00),
47 extracted from the absorption and the emission 

spectra, correspond to the optical gaps between their highest occupied molecular orbitals 

(HOMOs) and their lowest unoccupied molecular orbitals (LUMOs), i.e., the optical 

HOMO-LUMO gaps of the anthranilamide conjugates (Table 4-1). The optical gaps, 

however, do not quantitatively represent the HOMO-LUMO energy differences. Instead, 

the optical HOMO-LUMO gaps of the anthranilamides characterize the direct transitions 

between the ground and the lowest singlet excited states; i.e., transitions that do not 

involve nuclear reorganization, and that are between closed-shell ground states and states 

with singly-occupied molecular orbitals. Conversely, the calculated HOMO-LUMO gaps 

(ΔE) represent the theoretically estimated differences between the HOMOs and LUMOs 

of the ground states of the anthranilamides.20  

For the anthranilamides, E00 was between 0.6 and 1.3 eV smaller than ΔE (Table 4-1). 

Two considerations could account for the differences between E00 and ΔE. (1) Optically-

determined HOMO-LUMO gaps tend to be underestimated due to the charge-charge 

stabilization between the electron in LUMO and the hole in the HOMO. (2) Density 

functional theory (DFT), which we used for calculating ΔE,20 cannot provide feasible 

predictive power for the energies of unoccupied orbitals, such as LUMOs. That is, DFT 

can provide estimates of trends in the energies of the LUMOs within series of analogous 

molecules, but the absolute values of these estimates should be approached with caution.  
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A noticeable feature for these oligomers was the lack of considerable spectral shifts 

when the number of anthranilamide residues increased. While the molar extinction 

coefficients extrapolated to zero concentration, ε0, increased substantially with the 

number of residues, the shifts in the spectral maxima did not exceed 25 nm (Table 4-1). 

In fact, the spectral maxima of h-AA-ph and h-AAA-ph were practically identical. These 

observations indicated that the excited states, involved in the optical transitions, were 

localized.48  

To experimentally test for permanent ground-state electric dipole moments, we used 

the Hedestrand approach employed with the Debye solvation theory, as we have 

previously described.23,49-54 Linear analysis of the concentration dependence of the 

dielectric constant and the density of diluted solutions of polar solutes in relatively non-

polar solvents, provides the means for estimating the molecular dipole moments of the 

solutes (Figure 4-3).23,54,55  

In the mM concentration range, required for this set of studies, the anthranilamides 

existed as aggregates. Nevertheless, an increase in the concentration of the 

anthranilamides caused an increase in the dielectric constant of the chloroform solutions 

as determined at different frequencies from capacitance measurements with a three-

terminal cell (Figure 4-3b, c).54 Because only small fraction of the anthranilamides 

existed as monomers at concentrations exceeding about 0.5 mM (Figure 4-2c), the 

observed increase in the dielectric constant was ascribed to permanent dipole moments of 

the aggregates. That is, the aggregation did not cancel the permanent dipoles of these 

conjugates, indicating that they assembled, at least partially, in a co-directional manner.  
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Using the Hedestrand approach, we extracted the molar polarizations, P2H (per mole 

oligomer), from the experimental measurements that revealed the effect of the dipole 

moments on the dielectric properties of the solutions (Table 4-3). For comparison, we 

calculated the orientation polarization, P2μ, from the theoretically determined values of 

the dipole moments, μ0, of similar anthranilamide oligomers in gas phase (Table 4-3).20 

The magnitude of the measured polarization, P2H, indeed, increased with an increase in 

the oligomer size, and theoretically predicted P2μ followed the same trend.  

Although a fraction of the anthranilamides existed as monomers in the mM 

concentration range of the dielectric measurements (Figure 4-2c),56 we could not ascribe 

the experimentally obtained polarizations, P2H, solely to the dipoles of the non-

aggregated oligomer molecules that were free in solution. Assuming that the oligomer 

aggregates did not have ground-state dipoles and considering the fractions of the 

monomers, ξ, we estimated that the measured polarizations, P2H, should result in dipole 

values of 38 D, 22 D, and 34 D for h-A-ph, h-AA-ph, and h-AAA-ph, respectively, which 

were unfeasibly large, exceeding about 3 to 9 times the theoretically determined dipoles, 

μ0 (Table 4-3). Conversely, assuming that the dipoles of the monomeric anthranilamide 

derivatives had values close to the theoretically estimated values of μ0, we estimated that 

the non-aggregated oligomers contributed about 1.4%, 11% and 8.5% of the measured 

polarizations, P2H, of A-ph, h-AA-ph, and h-AAA-ph, respectively. Therefore, it was the 

dipole moments of the aggregates that predominantly contributed to the experimentally 

determined polarizations, P2H.     
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For h-A-ph, the experimentally obtained value of P2H was slightly higher than P2μ 

(Table 4-3). In the mM concentration range of the dielectric measurements only about 2% 

of h-A-ph existed as a monomer (Figure 4-2c), and indeed it was the aggregate that 

contributed to the dielectric properties of the solutions. Considering the dimerization 

behavior of h-A-ph (Table 4-2), we estimated that the permanent dipole moment of its 

aggregate was 7.5 D. Assuming that each anthranilamide molecule contributes about 4.5 

D to the aggregate total dipoles (Table 4-3), the maximum dipole expected for these 

dimers was 9 D. That is, the experimentally obtained value was about 83% of the 

theoretically expected maximum value for the dimers, indicating that h-A-ph has a strong 

preference for aggregating in a co-directional manner.  

This propensity for co-directional self-assembly of h-A-ph could be ascribed to the 

asymmetry in the terminal capping groups. Upon dimerization the C-terminal phenyl 

would have stronger aggregation propensity with another aromatic moiety, due to π-π 

stacking, for example, rather than for the N-terminal heptyl. Similarly, the N-terminal 

heptyl group would have a stronger propensity for aggregating with another alkyl, rather 

than with an aromatic moiety.  

Considering that h-AA-ph exhibited an aggregation behavior leading to tetramers 

(Figure 4-2d, Table 4-2), from the measured polarization we estimated the dipole moment 

of its aggregate to be in the order of 13 D. Based on the calculated μ0, the maximum 

possible value of the dipole of h-AA-ph tetramers was about 30 D. Similarly, the 

estimated value from the experimentally measured polarization for the dipole of the h-

AAA-ph dimer was about 9.9 D, which was about half of the maximum possible value of 
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20 D for this aggregate, based on the theoretical estimate for μ0 (Table 4-3). These 

findings indicated that h-AA-ph and h-AAA-ph also had propensity for aggregating in a 

co-directional manner that, however, was not as pronounced as the propensity exhibited 

by h-A-ph. The reason for this decrease in the preference of h-AA-ph and h-AAA-ph 

toward co-directional aggregation could be ascribed to the increase in their size. The 

larger number of aromatic rings in the longer oligomers would provide a means for more 

interactions between aromatic moieties, decreasing the relative contribution of the N-

terminal heptyls toward the aggregation interactions, and hence decreasing the preference 

for the N-termini to aggregate with the N-termini of the other molecules, and the C-

termini with C-termini.  

Trends in the deshielding of the amide protons, H(N), as observed from their NMR 

chemical shifts, provided a means for estimation of the orientation of the anthranilamide 

dipoles. The C-terminal amide protons, Ha, which were not hydrogen-bonded, exhibited 

chemical shifts in the “aromatic” region, i.e., about 8 ppm (Figure 4-4). The hydrogen 

bonding of the rest of the amide protons, Hb, Hc, and Hd, caused deshielding and a 

downfield shift in their signals, placing them in the “acid” region between 10.5 and 12.5 

ppm (Figure 4-4).  

Although at the concentrations we used for the NMR studies the anthranilamides 

existed as aggregates, each of the amide protons exhibited a single peak with a narrow 

Lorentzian shape. Two-dimensional (2D) NMR experiments utilizing intramolecular 

couplings revealed that each of these different singlets exhibited different correlation 

patterns, indicating that each of the peaks corresponded to only one amide proton. These 



131 
 

findings suggested that the same amide proton, from the different molecules in an 

aggregate, had identical microenvironment. 

To examine the effect of the anthranilamide intrinsic dipoles, we compared the 

chemical shifts of amide protons that belonged to the same molecule and that had 

identical bonding environment (i.e., identical within about one-residue radius comparable 

with the intramolecular NMR coupling effects we measured). The hydrogen-bonded 

amide protons, Hb and Hc of h-AAA-ph, were the choice for this comparison (Scheme 4-

2). Both protons were in the middle of the oligomer, and each one of them was 

surrounded by three aromatic moieties with identical bonding pattern and orientation 

(Scheme 4-2). Despite their close similarity, Hb and Hc had distinctly different chemical 

shifts as evident from the three singlets separated from one another in the 11-13-ppm 

region (Figure 4-4). The difference in their chemical shifts could be ascribed to: (1) 

effects from the permanent electric dipole moments; and (2) differences in the 

microenvironments within the aggregates. The latter is not plausible because non-specific 

aggregation is very unlikely to provide unique microenvironment for the same proton 

from different molecules in an aggregate. Therefore, it would be the intramolecular 

effects, along with the permanent electric dipoles, that govern the observed NMR 

chemical shifts.   

To avoid ambiguities due to aggregation, we used only intramolecular correlations to 

assign the chemical shifts of the hydrogen-bonded amide protons, Hb, Hc, and Hd. 

Gradient-selected heteronuclear multiple bond correlation (gHMBC) allows for detecting 
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1H-13C coupling through several bonds, including through heteroatoms, such as the amide 

nitrogens.58,59  

For acceptable signal-to-noise ratio, we carried the HMBC and the other 2D NMR 

measurements at about 50 mM sample concentrations. The chemical shifts of all protons 

except Ha, did not exhibit concentration dependence in the range from about 1 to 50 mM. 

The shift of the non-hydrogen bonded proton, Ha, however, moved downfield by about 

0.45 ppm as the concentration increased to 50 mM (Figure 4-4, 4-5). Changes in the state 

of aggregation should affect the chemical shifts of all protons.34,38 Ha was the most labile 

proton in h-AAA-ph, making it sensitive to changes in the activity of traces of water in 

the deuterated chloroform upon increasing the molar fraction of the anthranilamide. 

Therefore, this downfield shift of the signal from Ha is not an indication for changes in 

the state of aggregation. This observation, along with the fluorescence concentration-

dependence trends (Figure 4-1c), implied that the aggregation occurred in the μM and 

sub-μM range. 

The signal from the most downfield-shifted aliphatic protons, He and He’ at 2.4 ppm 

(Scheme 4-3), correlated with only one peak in the carbonyl carbon region on the HMBC 

spectra (Figure 4-5a). This correlation allowed the assignment of the N-terminal carbonyl 

carbon Cd (Figure 4-5a). Concurrently, the N-terminal carbonyl carbon correlated with 

only one of the amide proton signals, at 11.2 ppm, which thus we assigned to Hd, 

(Scheme 4-2, 4-3) 

To assign the chemical shifts of Hb and Hc of h-AAA-ph, we majorly resorted also to 

gHMBC (Figure 4-5). In the HMBC spectrum of h-AAA-ph, we compared the 
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correlation peaks of the assigned terminal amide protons with the aromatic carbons in the 

region around 115 – 130 ppm (Figure 4-5a). The C-terminal amide proton, Ha, which was 

not hydrogen bonded, exhibited correlation peak with a maximum that spread between 

120.9 and 121.4 ppm of the carbon shifts (Figure 4-5e). Concurrently, the N-terminal 

amide proton, Hd, exhibited two overlapping correlation peaks with maxima spreading 

between 120.5 and 121.0 ppm, and between 121.4 and 122.0 ppm (Figure 4-5d). 

We examined the correlation peaks from the other two amide protons for patterns of 

connectivity with carbons that were about three bonds away from the Ha and Hd. The 

correlation peak that corresponded to the amide 1H at 11.96 ppm, had a maximum that 

extended between 121.9 and 122.7 ppm (Figure 4-5c). Hence, this proton had some 

cross-correlation overlap with Hd, i.e., the 11.96-ppm proton and Hd could be coupled to 

the same carbon. Concurrently, the 11.96-ppm amide proton had no cross-correlation 

with Ha, i.e., no common carbon to which both of them would be coupled (Figure 4-5c, 

e). Therefore, we assigned the proton at 11.96 ppm to Hc (Scheme 4-2, Figure 4-4). The 

amide proton at 12.25 ppm had a correlation peak with a maximum intensity that spread 

widely between 121.1 to 122.4 ppm over the carbon shift region (Figure 4-5b). This 

proton had cross-correlation with both Ha and with the proton at 11.96 ppm that we 

assigned to Hc. Conversely, due to the close overlap of the aromatic carbon peaks, we 

could not readily rule out cross-correlation between the 12.25-ppm proton and Hd. The 

lack of cross-correlation between the 11.96-ppm proton and Ha, however, made it 

implausible to assign the 11.96-ppm peak to Hb. Therefore, considering all possible 
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coupling patterns, we assigned the peak at 11.96 ppm to Hc, and the peak at 12.25 ppm to 

Hb (Figure 4-4).    

Because everything in the bonding patterns of Hb and Hc was identical within nearest 

residue range, we could ascribe the difference between the chemical shifts of these two 

protons to effects from the local electric field generated by the anthranilamide dipole 

(Scheme 4-1). As observed for polypeptide α-helices, positive polarization from the 

dipole electric field lowers the pKa of protic groups, i.e., increases their acidity and 

causes a downfield shift in the signals from their protons.60 For h-AAA-ph, Hb is the most 

downfield shifted proton, i.e., about 0.3 ppm downfield from Hc. This difference in the 

chemical shifts indicated for more positive electric-field potential around Hb than around 

Hc. Because of the identity in the bonding microenvironment around these two protons, 

the anthranilamide dipole moment was the most plausible source for the difference in the 

electric potentials around Hb and Hc. Considering that the downfield shift in the Hb signal 

was consistent with a more positive potential than the potential around Hc, we could 

assign the direction of the anthranilamide dipole moment to be from the N- to the C-

terminus: i.e., the negative pole of the dipole was oriented toward the N-terminus and the 

positive pole – toward the C-terminus, consistent with the findings from our ab initio 

theoretical findings.20 

Conclusions  

Anthranilamides possess intrinsic dipole moments and manifest a large propensity for 

self-assembly. The estimated dielectric properties of solutions of these conjugates, along 
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with the lack of pronounced dependence of their spectral wavelength features on their 

molecular size, indicated for co-directional arrangements of these oligomers within their 

aggregates. NMR data elucidated that the orientation of the intrinsic dipoles is from the 

N- to the C-termini of the trianthranilamide oligomer. These findings demonstrate the 

anthranilamides as organic molecular electrets.                                                                                            

 

Experimental  

Materials. Palladium (10%) on activated carbon powder was purchased from Sigma-

Aldrich, 2-amino-N-phenylbenzamide (95 %), octanoyl chloride (99 %), pyridine 

(99.5+%), 2-nitrobenzoyl chloride (97 % ), and all other reagents, including 

spectroscopic grade and anhydrous solvents dichloromethane (>99.8%) and N,N-

Dimethylformamide (DMF, 99.8%) were used as supplied by commercial vendors.  

Synthesis. The anthranilamide oligomers were synthesized from the C- to the N-

termini by consequential addition of 2-nitrobenzoyl chloride and reduction of the nitro 

groups to amines, preparing it for the next coupling step.21 We started with 2-amino-N-

phenylbenzamide as a phenyl-capped N-terminus.  

General information. Proton (1H) NMR spectra were recorded at 400 MHz at ambient 

temperature using CDCl3 as solvent unless otherwise stated. Chemical shifts are reported 

in parts per million relative to CDCl3 (
1H, δ 7.24; 13C, δ 77.23). Data for 1H NMR are 

reported as follows: chemical shift, integration, multiplicity (s = singlet, d = doublet, t = 

triplet, q = quartet, m = multiplet), integration and coupling constants. High-resolution 

mass-spectra were obtained on a Q-TOF mass spectrometer.61 Analytical thin layer 
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chromatography was performed using 0.25 mm silica gel 60-F plates. Flash 

chromatography was performed using 60Ǻ, 32-63 µm silica gel. Yields refer to 

chromatographically and spectroscopically pure materials, unless otherwise stated.62 All 

reactions were carried out in oven-dried glassware under an argon atmosphere unless 

otherwise noted.  

The purity of the anthranilamide oligomers was examined using TLC (normal phase), 

HPLC-MS (reverse phase) and melting point. For the HPLC tests, the mobile phase, 10% 

to 98% acetonitrile in water (+0.1 % trifluoroacetic acid), was applied as linear gradients 

between 0.5 and 2 ml min–2, at flow rate 0.9 ml min–1. The stationary phase in the column 

was 3 μm C8(2), 100 Å, packed in a 30×3.00 mm column (Phenomenex Luna®). Melting 

points were recorded using an electrothermal capillary melting point apparatus and are 

uncorrected. Combustion elemental analysis for carbon, hydrogen and nitrogen was 

conducted by Atlantic Microlab, Inc. (Norcross, GA). The samples were dried in vacuo 

for two to four hours prior to the analysis. The weight percentages for carbon, hydrogen 

and nitrogen were reported. The expected values for the weight percentages were 

calculated from the empirical formulas using the known atomic weights.63  

2-octanamido-N-phenylbenzamide (h-A-Ph). To an ice-chilled 10 ml CH2Cl2 solution 

of 2-amino-N-phenylbenzamide (200 mg, 0.94 mmol) and pyridine (190 mg, 0.20 ml, 2.4 

mmol) was added octanoyl chloride (310 mg, 1.9 mmol). The mixture was stirred at 0oC 

to room temperature for 2 h. The reaction mixture was diluted with 50 ml CH2Cl2, then 

washed with 1N HCl (50 ml × 2), saturated NaHCO3 (70 ml), and brine (50 ml). The 

organic layer was dried over Na2SO4, and concentrated in vacuo to afford white powder. 
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Purification via flash chromatography on silica gel (100% CH2Cl2 to 1% MeOH in 

CH2Cl2) afforded 300 mg (0.88 mmol, 94%) of h-A-Ph (CAS# 881768-10-1), white 

solid: m.p. 115-118 oC. Elemental analysis, expected for C21H26N2O2: C, 74.52%; H, 

7.74%; N, 8.28%; measured: C, 74.52%; H, 7.74%; N, 8.30%. 1H NMR (400 MHz, 

CDCl3) δ 10.65 (1 H, s), 8.55 (1 H, d, J = 8.4 Hz), 8.04 (1 H, s), 7.57 (3 H, t, J = 8.4 Hz), 

7.45 (1 H, t, J = 8.4 Hz), 7.39 (2 H, t, J = 7.6 Hz), 7.19 (1 H, td, J = 7.6, 1.2 Hz), 7.08 (1 

H, t, J = 7.6 Hz), 2.36 (2 H, t, J = 7.2 Hz), 1.70 (2 H, m), 1.40-1.20 (8 H, m), 0.84 (3 H, t, 

7.2 Hz) ppm; 13C NMR (100 MHz, CDCl3) δ 172.69, 167.56, 139.41, 137.73, 132.73, 

129.41, 127.09, 125.27, 122.99, 122.19, 121.65, 120.92, 38.63, 31.90, 29.43, 29.23, 

25.70, 22.82, 14.28 ppm. HRMS m/z calculated for C21H26N2O2Na (M+Na) 361.1892, 

found 361.1891 (M+Na). 

2-nitro-N-(2-(phenylcarbamoyl)phenyl)benzamide. To an ice-chilled 100 ml CH2Cl2 

solution of 2-amino-N-phenylbenzamide (5.0 g, 24 mmol) and pyridine (4.7 g, 4.8 ml, 59 

mmol) was added 2-nitrobenzoyl chloride (8.7 g, 47 mmol). The mixture was stirred at 

0oC to room temperature for 2 h. The reaction mixture was diluted with 500 ml CH2Cl2, 

then washed with 1N HCl (300 ml × 2), saturated NaHCO3 (300 ml), and brine (300 ml). 

The organic layer was dried over Na2SO4, and concentrated in vacuo to afford white solid 

(8.1 g, 22 mmol, 95 %). 1H NMR (400 MHz, CDCl3) δ 11.30 (1 H, s), 8.71 (1 H, d, J = 

8.4 Hz), 8.04 (1 H, d, J = 8.0 Hz), 7.93 (1 H, s), 7.66 (3 H, m), 7.57 (2 H, m), 7.50 (2 H, 

t, J = 8.0 Hz), 7.36 (2 H, td, J = 8, 1.2 Hz), 7.19 (3 H, m) ppm. 

2-octanamido-N-(2-(phenylcarbamoyl)phenyl)benzamide (h-AA-Ph). A 45 ml DMF 

solution of 2-nitro-N-(2-(phenylcarbamoyl)phenyl)benzamide (5.0 g, 14 mmol) was 
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hydrogenated in the presence of 10% Pd/C (0.44 g) at 1 atm room temperature for 18 h. 

The reaction mixture was filtered through Celite. 300 ml CH2Cl2 was added to the filtrate 

which was washed with saturated NaHCO3 (100 ml), and brine (100 ml). The organic 

layer was dried over Na2SO4, then concentrated in vacuo to afford 2-amino-N-(2-

(phenylcarbamoyl)phenyl)benzamide as brown solid (3.7 g). This compound was used in 

the next step without any further purification.  

To a 10 ml DMF solution of 2-amino-N-(2-(phenylcarbamoyl)phenyl)benzamide (1.0 

g) and pyridine (0.6 ml, 7.4 mmol) was added 20 ml CH2Cl2 solution octanoyl chloride 

(1.0 g, 6.0 mmol). The mixture was stirred at room temperature for 2 h. The reaction 

mixture was diluted with 100 ml CH2Cl2, then washed with 1N HCl (50 ml × 2), 

saturated NaHCO3 (70 ml), and brine (50 ml). The organic layer was dried over Na2SO4, 

and concentrated in vacuo to afford white powder. Purification via flash chromatography 

on silica gel (100% CH2Cl2 to 5% MeOH in CH2Cl2) afforded 1.2 g (2.6 mmol, 70 % 

overall yield for the two steps) of h-AA-Ph, white solid: m.p. 169-171 oC. Elemental 

analysis, expected for C28H31N3O3: C, 73.50%; H, 6.83%; N, 9.18%; measured: C, 

72.60%; H, 6.64%; N, 9.00%. 1H NMR (400 MHz, CDCl3) δ 11.81 (1 H, s), 11.20 (1 H, 

s), 8.66 (2 H, dd, J = 8.0, 8.8 Hz), 7.98 (1 H, s), 7.80 (1 H, d, J = 8.0 Hz), 7.67 (1 H, d, J 

= 7.6 Hz), 7.57 (3 H, m), 7.49 (1 H, t, J = 7.6 Hz), 7.39 (2 H, t, J = 8.0 Hz), 7.22 (3 H, 

m), 2.40 (2 H, t, J = 8.0 Hz), 1.72 (2 H, m), 1.40-1.20 (8 H, m), 0.84 (3 H, t, J = 6.4 Hz) 

ppm; 13C NMR (100 MHz, CDCl3) δ 172.42, 168.08, 167.50, 140.72, 139.47, 137.28, 

133.37, 133.15, 129.46, 127.50, 127.05, 125.62, 123.91, 123.32, 122.50, 121.99, 121.65, 
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121.14, 120.23, 38.88, 31.90, 29.41, 29.22, 25.79, 22.82, 14.28 ppm. HRMS m/z 

calculated for C28H31N3O3Na (M+Na) 480.2263, found 480.2284 (M+Na). 

2-octanamido-N-(2-((2-(phenylcarbamoyl)phenyl)carbamoyl)phenyl)benzamide (h-

AAA-Ph). To 25 ml DMF solution of 2-amino-N-(2-(phenylcarbamoyl)phenyl) 

benzamide (2.5 g, 7.5 mmol) and pyridine (1.5 ml, 19 mmol) was added 15 ml DMF 

solution of 2-nitrobenzoyl chloride (2.8 g, 15 mmol). The mixture was stirred at room 

temperature for 3 h. Large amount of white solid precipitated out. The solid was collected 

by filtration, and then washed with 1N HCl, saturated NaHCO3, and water. The dried 

solid, 2-nitro-N-(2-((2-(phenylcarbamoyl)phenyl)carbamoyl)phenyl)benzamide (2.2 g), 

was used directly for the next step without further purification.  

DMF solution (50 ml) of 2-nitro-N-(2-((2-(phenylcarbamoyl)phenyl)carbamoyl) 

phenyl)benzamide (2.2 g, 4.6 mmol)  was  hydrogenated in the presence of 10% Pd/C 

(0.5 g) at 1 atm room temperature for 48 h. The reaction mixture was filtered through 

Celite. 500 ml CH2Cl2 was added to the filtrate, which was washed with saturated 

NaHCO3 (200 ml), and brine (200 ml). The organic layer was dried over Na2SO4, then 

concentrated in vacuo to afford 2-amino-N-(2-((2-(phenylcarbamoyl)phenyl) carbamoyl)-

phenyl)benzamide as brown solid (0.8 g). This compound was used in the next step 

without any further purification.  

To a 15 ml DMF solution of 2-amino-N-(2-((2-(phenylcarbamoyl)phenyl)carbamoyl)-

phenyl) benzamide (0.5 g, 1.1 mmol) and pyridine (0.2 g, 0.2 ml, 2.7 mmol) was added 

octanoyl chloride (0.36 g, 2.2 mmol). The mixture was stirred at room temperature for 3 

h. The reaction mixture was diluted with 150 ml CH2Cl2, and washed with 1N HCl (70 



140 
 

ml × 2), saturated NaHCO3 (100 ml), and brine (70 ml). The organic layer was dried over 

Na2SO4, and concentrated in vacuo to afford white powder. Purification via flash 

chromatography on silica gel (100% CH2Cl2 to 10% MeOH in CH2Cl2) afforded 0.48 g 

(0.8 mmol, 18% overall yield for the three steps) of h-AAA-Ph, white solid: m.p. 198-

200 oC. Elemental analysis, expected for C35H36N4O4: C, 72.90%; H, 6.29%; N, 9.72%; 

measured: C, 72.87%; H, 6.23%; N, 9.77%. 1H NMR (400 MHz, CDCl3) δ 12.23 (1 H, s), 

11.93 (1 H, s), 11.19 (1 H, s), 8.66 (2 H, m), 8.04 (1 H, s), 7.87 (2 H, t, J = 9.2 Hz), 7.65 

(1 H, d, J = 8.0 Hz), 7.57 (4 H, m), 7.45 (1 H, t, J = 8.0 Hz), 7.28 (2 H, t, J = 7.6 Hz), 

7.20 (4 H, m), 2.39 (2 H, t, J = 8.0 Hz), 1.71 (2 H, m, J = 7.6 Hz), 1.40-1.20 (8 H, m), 

0.84 (3 H, t, 6.4 Hz) ppm; 13C NMR (100 MHz, CDCl3) δ 172.5, 168.0, 167.9, 167.6, 

140.6, 140.1, 139.1, 137.4, 133.3, 133.1, 133.0, 132.7, 129.5, 127.8, 127.3, 127.2, 125.6, 

124.3, 124.0, 123.2, 122.5, 122.1, 122.0, 121.7, 121.3, 120.8, 38.8, 31.9, 29.4, 29.2, 25.7, 

22.8, 14.3 ppm. HRMS m/z calculated for C35H37N4O4(M+H) 577.2815, found 577.2819 

(M+H). 

     Absorption and emission UV/visible spectroscopy.  Steady-state UV/visible 

absorption spectra were recorded in a transmission mode. Steady-state and time-resolved 

emission measurements were conducted using a spectrofluorometer with double-grating 

monochromators and a single-photon-counting detector.64,65 For steady-state emission 

measurement, a long-pass glass filter was placed on the emission pathway to prevent the 

appearance of Rayleigh scattered excitation light at 2×λex.
39,40,66 For time-resolved 

emission measurements, a NanoLED was used for an excitation source (λex = 278 nm; 

half-height pulse width, W1/2 = 1 ns). For recording the profile of the excitation pulse (i.e., 
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the instrument response function), we used deionized water as a scatterer, setting λem = λex 

= 278 nm. The fluorescence decays of anthranilamides were recorded at two emission 

maxima, high-energy bands (λem = 400 nm for all three anthranilamides), and red-shifted 

bands (λem = 545 nm for h-A-ph, λem = 520 nm for h-AA-ph and h-AAA-ph).  

The fluorescence quantum yields, Φ, for different contraptions of the anthranilamide 

oligomers in chloroform were determined by comparing the integrated emission 

intensities of the samples with the integrated fluorescence of a reference sample with a 

known fluorescence quantum yield, Φ0.
36,64,67 Extrapolations to zero and to infinity 

concentrations yielded, respectively, the estimates for the quantum yields of the 

monomeric and aggregated forms of the oligomers. For references, we used solutions of 

coumarin 151 in ethanol (Φ0 = 0.49) and phenanthrene in ethanol (Φ0 = 0.13).68-72  

     Dielectric measurements. We followed procedures as described previously to 

calculate the dielectric values.23 Three-terminal capacitance sample cell connected to an 

ultrahigh precision Wheatstone bridge, incorporated into a precision meter via connecting 

cables with up to of 4-m length were used to collect capacitance data. The three-terminal 

sample cell electrodes were separated to 400 μm, and filled with 1.5 ml of freshly 

prepared sample solution. The capacitance measurements were carried at frequencies 

ranging from 104 Hz to 106 Hz.  The capacitance of the neat solvent and of air was 

measured in an empty dry cell as controls.23 

The experimentally determined dielectric values presented in the tables and figures 

correspond to averages of at least five repeats, where the error bars represent plus/minus 

one standard deviation. 
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  Density measurements. The densities of freshly prepared anthranilamide solutions 

were measured with a calibrated portable density meter, recorded at 21 °C (± 0.5 °C). 

Before and after each measurement, the densitometer was washed several times with neat 

solvent, nitrogen dried, and washed with the corresponding sample solution. 
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Tables 

 

Table 4-1. Photophysical properties of the anthranilamide oligomers.a 

 λabs / nm  ε  / M
–1 cm–1 b λem / nm  τ / ns c Φm (×102) d Φa (×102) d E00 / eV e ΔE / eV f 

h-A-ph 305; 260   4,300 390; 545 0.594 10 ± 1 0.45 ± 0.14 3.6 4.9 

h-AA-ph 320; 262 11,000 400; 520 1.27 0.94 ± 0.08 0.51 ± 0.04 3.5 4.3 

h-AAA-ph 325; 260 24,000 400; 520 1.36 1.7 ± 0.7 0.54 ± 0.22 3.5 4.1 

 

a Experimental data from UV/visible absorption and emission measurements of chloroform solutions of anthranilamides. 

b Extinction coefficients, extrapolated to zero concentration, from nonlinear fits of the absorption at the low-energy maxima 
(305 nm for h-A-ph; 320 nm for h-AA-ph and h-AAA-ph) vs. concentration. 

c Lifetimes from time-correlated single-photon-counting measurements, samples excited at 278 nm and emission monitored at 
the low-energy aggregate bands (545 nm for h-A-ph and 520 nm for h-AA-ph and h-AAA-ph).   

d Φm and Φa are the emission quantum yields of monomeric and aggregated forms of the anthranilamide conjugates, 
respectively, obtained from extrapolation to zero and infinity concentrations.   

e Zero-to-zero energies were estimated from the cross-points of normalized absorption and emission spectra at lowest 
attainable concentrations.  

f Theoretically calculated HOMO-LUMO gaps, i.e., molecular “band gaps,” from reference 16.   
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Table 4-2. Linear analysis of lg(C(1-ξ)) vs. lg(Cξ), implementing equation 4-3. 

 

 Fitting range a n b d  c Accept H0? d

h-A-ph 0.5 μM – 10 mM 1.29 ± 0.14 0.823 no 

 0.5 μM – 25 μM 1.65 ± 0.39 2.08 yes 

 25 μM – 10 mM 1.02 ± 0.16 2.36 yes 

h-AA-ph 0.1 μM – 10 mM 1.27 ± 0.12 0.406 no 

 0.1 μM – 1 μM 4.10 ± 0.89 1.95 yes 

 1 μM – 10 mM 1.05 ± 0.07 2.01 yes 

h-AAA-
ph 

0.1 μM – 10 mM 1.30 ± 0.11 1.02 
inconclusive

 0.1 μM – 25 μM 2.16 ± 0.42 2.15 yes 

 25 μM – 10 mM 1.10 ± 0.12 1.92 yes 

a Concentration ranges of the linear fits: (1) the whole concentration range; (2) the range 
of low concentrations, and (3) the range of the high concentrations. 

b State of aggregation from the slopes of the linear fits (equation 4-3). 

c Durbin-Watson statistics: ݀ ൌ ∑ ሺߜ௜ାଵ
௡ିଵ
௜ୀଵ െߜ௜ሻଶ/∑ ௜ߜ

ଶ௡
௜ୀଵ , where δi are the residuals 

from the data fits.   

d Results from testing of the null hypothesis, H0: no autocorrelation between the residuals 
from the data fits. The testing of H0 involved comparison of d with the upper and lower 
critical limits, dU,α and  dL,α, respectively, for α = 0.05. If dU,0.5 < d < (4 – dU,0.5), H0 was 
accepted. If d < dL,0.5 or d > (4 – dL,0.5), the counter hypothesis was accepted. If dL,0.5 ≤ d 
≤ dU,0.5 or (4 – dU,0.5) ≤ d ≤ (4 – dL,0.5), the test was inconclusive.  
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Table 4-3. Measured and calculated molar polarizations, P2, of the anthranilamide 

oligomers.  

 

 P2H  /  cm3 mol–1 a μ0  /  D b P2μ
(0)  /  cm3 mol–1 c 

h-A-ph    580 ± 90   4.5    421 

h-AA-ph    800 ± 50   7.5 1,170 

h-AAA-ph 1,020 ± 310 10 2,080 

a Experimental estimated polarizations, using Hedestrand (H) approach, from dielectric 
and density data for chloroform solutions of anthranilamides. The values are reported 
per mole of oligomer. 

b Theoretically calculated dipole moments for gas phase from reference 16. 

c Theoretically obtained orientation polarization, Pμ, from the calculated dipole 
moments: P2μ

(0) = μ0
2 NA / 9 ε0 kB T.18   
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Schemes 

 

 

 

Scheme 4-1. Origin of the intrinsic dipole moment of anthranilamides. 
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Scheme 4-2. Anthranilamide oligomers with highlighted hydrogen-bonded (red) and non-

hydrogen-bonded (blue) protons. 
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Scheme 4-3. Anthranilamide trimer, h-AAA-ph, with highlighted protons used for 

establishing the connectivity patterns in the NMR analysis. 
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Figures 

 

 

 

 

 

 

 

 

 

 

Figure 4-1. Absorption and emission properties of the anthranilamide oligomers. (a-c) 
Steady-state absorption and emission spectra (chloroform solutions; λ

ex
 = 305 nm). 

The absorption spectra for 5 mM concentrations were scaled up by a factor of 10 for 
comparison with the absorption spectra for 50 mM concentrations. (d) Time-resolved 
emission decays recorded at the low-energy bands, i.e., at 545 nm for h-A-ph, at 520 
nm for h-AA-ph and h-AAA-ph (λ

ex
 = 278 nm, half-height pulse width = 1 ns). 

a. 

c. d.

b.
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Figure 4-2. Concentration dependence of the emission properties of the anthranilamide 
oligomers. (a) A representative example of deconvolution of a fluorescence spectrum 
using a sum of two Gaussian functions. To plot the spectrum versus energy, i.e., vs. 
wavenumber, ,జ~  instead of vs. wavelength, λ, we converted the fluorescence intensity 
accordingly, ܨ 	ഔ~ ሺ ሻజ~ ൌ ሻߣఒሺܨଶߣ	 . (b) Concentration dependence of the fractions of the 
monomer, Rm, and aggregate, Ra, emission (equation 4-1). (c) Concentration dependence 
of the monomer fractions, ξ (equation 4-2). (d) Linear analysis of lg(C(1- ξ)) vs. lg(Cξ) 
(equation 4-3). The gray circles designate the data points; and the red and blue lines – the 
linear data fits at low and high concentrations, respectively.  
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a     b    c  

Figure 4-3. Dependence of (a) the density, ρ, and (b, c) the dielectric properties of 
anthranilamide solutions in chloroform on the oligomer molar fraction, χ2. (b) Dielectric 
constant, ε, of h-AA-ph solutions extracted from capacitance measurements at different 
frequencies. (c) ε of solutions of the three oligomers extracted from capacitance 
measurements at 100 kHz. 
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Figure 4-4. 1H-NMR spectra of the three anthranilamide oligomers with assignments of 
the peaks corresponding to the amide protons. (50 mM in CDCl3; 400 MHz)  
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a  

 

 

 

 

Figure 4-5. 1H-13C gHMBC spectrum of h-AAA-ph (2 mM in CDCl3; 400 MHz). (a) The 
full spectral range with 2J correlations (indicated with the gray lines) between 1He/

1He’ 
and 13Cd and between 13Cd and 1Hd (Scheme 4-3). (b-e) Zoomed 3J correlation peaks 
between the amide protons and the carbons three bonds away. The peaks at: (b) 12.3 
ppm; (c) 11.9 ppm; (d) 11.2 ppm; and (e) 8.45 ppm.    

b. c. d. e. 
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Supporting Figures 

 

 

Figure 4-S1. 13C NMR spectra of oligoanthranilamide monomer – h-A-ph 
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Figure 4-S2. 13C NMR spectra of oligoanthranilamide dimer – h-AA-ph 
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Figure 4-S3. 13C NMR spectra of oligoanthranilamide trimer – h-AAA-ph 
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Appendix 1. 

Rectification of Photoinduced Charge Separation and Charge Recombination Induced by 
Dipole of Anthranilamide 
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Introduction 

     Local fields from ions, interfacial polarization, and molecular dipoles substantially 

affect charge transfer (CT),1-6 providing an important means for increasing the efficiency 

of forward CT and suppressing undesired charge recombination. To elucidate the 

structure-function relations that govern these effects, and to establish rules for predicting 

them, it is essential to undertake a physical-chemistry approach for examining their 

mechanistic features at a molecular level. 

     Since the first reports on the effect that dipoles of polypeptide α-helices have on 

electron transfer (ET),1,7,8 the dipole effects on ET have been studied almost exclusively 

for polypeptides with similar structures.2,5,9-14 Unless the ET pathways involve redox 

residues or cofactors with sufficient electronic coupling between them, proteins mediate 

ET via tunneling mechanism, limiting its efficiency to about 2 nm.15,16 Hopping 

mechanisms, which involve multiple charge-transfer steps along a sequence of redox 

moieties, allow for overcoming this distance limitation.13,17,18 In such pathways, 

differences in the redox properties of neighboring moieties ensure the ET directionality, 

i.e., electrons will “hop” to moieties with less negative reduction potentials; and positive 

charges, or holes (h+), will “hop” to moieties with less positive oxidation potentials. In 

such a scheme, the back charge transfer occurs via a single tunneling step of the electron 

to the h+ site, which will be less efficient, the farther the charges migrate from each other. 

Local electric fields (from molecular dipoles) can induce the redox differences to attain 

the same directionality in charge hopping along a sequence of identical moieties.  
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     My research focused on the effects of the dipoles of polar molecular structures on 

their charge-transfer reactivity. I demonstrated, for the first time, the charge-transfer 

rectification effects of intrinsic molecular dipoles of bioinspired electret. Our de novo 

designed anthranilamides (Aa), are composed of aromatic residues linked with amide 

bonds (Scheme A1-1).19 The ordered orientation of the amide and hydrogen bonds 

generates the intrinsic molecular electric dipoles.19 (Hence, we refer to these structures as 

“bioinspired molecular electrets.”19,20 Electrets are systems with co-directionally ordered 

electric dipoles, i.e., they are the electrostatic analogues of magnets.21-24)  

To test the ability of the electrets to modify the direction of electron transfer, I 

incorporated an anthranilamide monomer in electron donor-acceptor (DA) dyads: N-

hexyl-5-(piperidin-1-yl)-2-[2-(pyren-1-yl)acetamino]benzamide (Py-Aa) and 2-

hexanamino-5-(piperidin-1-yl)-N-(pyren-1-ylmethyl)benzamide (Aa-Py) (Scheme A1-2, 

3, 4 and 5).  For controls, we prepared and used compounds that contained only the 

donor, 2-hexanamino-N-hexyl-5-(piperidin-1-yl)benzamide (Aa), or only the acceptor 1-

methylpyrene (MePy) by themselves (Scheme A1-2, 3 and 6). When the pyrene moiety, 

the election acceptor, was attached to the N-terminus of the electret monomer, i.e., Py-

Aa, the electron has to move against the dipole orientation; and when the pyrene is at the 

C-terminus, Aa-Py, the electron moves along the orientation of the molecular dipole. 

(The dipole direction is defined from its negative to its positive pole.)  

 We used time-resolved spectroscopy for following the deactivation of the lowest 

excited state of the electron donor, i.e., the anthranilamide, Aa. The deactivation of the 

donor singlet-excited state, 1Aa*, was accompanied by growth of the radical ion 
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transients, indicative of photo induced charge separation, i.e., of electron injection from 

the photoexcited donor, Aa, into the acceptor, Py. The consequent decay of the radical 

ions was ascribed to charge recombination. Comparison between the charge-transfer 

kinetics of the two electret-pyrene dyads, revealed a faster initial photoinduced charge 

transfer process and a slower charge recombination that were consistent with orientation 

of the intrinsic dipole moment of the anthranilamide monomer. Aside from previous 

work employing polypeptides, this is the first demonstration of rectification of charge 

transfer by dipole moments of synthetic bioinspired derivatives.  

 

Results and Discussion 

     Synthesis and basic photophysical properties. I synthesize anthranilamide 

oligomers from their C- to their N-termini by adding each residue as a derivative of 2-

nitrobenzoic acid (Scheme A1-3, 4 and 5).25,26 Consequent reduction of the nitro group to 

amine prepared it for the next coupling step (Scheme A1-3 and 4).  

     This study focused on 5-piperidinyl derivatives of anthranilamides (Scheme A1-2). 

The piperidinyl group has a dual role: (1) makes the Aa moiety a relatively good electron 

donor (EOX = 0.7 vs. SCE in CH3CN); and (2) prevents aggregation. 5-

piperidinylanthranilamide has a relatively weak broad absorption at 350 nm (ε350nm = 

5×103 M–1 cm–1), which extends to ~410 nm. The red edge of the 1-alkylpyrene 

absorption is at ~350 nm. Therefore, for the CT studies of Py/Aa derivatives (Scheme 

A1-2), we selectively excited the Aa moieties around 380 – 400 nm (Figure A1-1). The 
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time-resolved emission measurements of these two dyads and Aa itself in DCM also 

revealed the fast CT processes in dyads (Figure A1-1c). For Aa, the lifetime in DCM is 

about 18 nanoseconds, for dyads, however; both have decays that are similar with our 

instrumental laser pulse (~1 ns). Thus, we use ultra-fast femtosecond system to 

investigate charge separation and charge recombination processes that happen in 

picoseconds. 

     The experimentally estimated excitation energy, E00, of the anthranilamide oligomers 

showed negligible dependence on their concentration and length (Figure A1-2). The 

absorption and emission spectra of Aan showed no concentration dependence (Figure A1-

2a), and negligible dependence on the length, n (Figure A1-2b). For example, the 

difference in the emission maxima for monomer and trimer was about 2 nm and 

difference in E00 was less than 0.1 eV. These trends suggest for relatively localized 

excited states, an important feature of Aan, the nature of which we will further 

investigate.      

     Redox properties and driving force calculation. The Rehm-Weller equation 

provides an important relation between measurable quantities that allows for estimation 

of the driving force (i.e., the change in the Gibbs energy, 

 

∆Get
0( )) of photoinduced electron 

transfer processes:27-29 

     Based on the experimental methods described in Chapter 2 and 3, I extrapolated the 

redox potentials of anthranilamides monomer (Aa, electron donor in the dyads) and 1-

methylpyrene (MePy, electron acceptor in the dyads) to CTBABF4 = 0 mM in relatively 
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non-polar solvents. I also calculated the effective radii of each of the moieties (Figure 

A1-3, 4 and Table A1-3).  For Aa in CH2Cl2 (ε=8.93), the oxidized potential Eox
(1/2) is  

0.97 V vs SCE with effective radius of 0.26 nm (Figure A1-3); for MePy, the reduction 

potential at neat THF (ε=7.58), Ered
(1/2) is -2.30 V vs SCE with effective radius of 0.3 nm 

(Figure A1-4 and Table A1-3). Since we have examined the dielectric difference between 

electrochemical and spectroscopic measurements, ΔGet
(0) for charge transfer studies in 

DCM (relatively nonpolar, ε = 8.93), and acetonitrile (relatively polar ,  ε= 36.6) is -0.1 

eV and  -0.32 eV, respectively (Table A1-4).  

     Charge-Transfer Kinetics. The experimental measured dipole moment for Aa 

monomer is approximately 5.6 ± 2.0 D by dielectric constant and density measurements. 

To test how strongly the molecular dipoles affect the initial ET step, I examined donor-

acceptor dimers composed of a pyrene (Py) and a single Aa moiety (n=1, Scheme A1-2). 

In Py-Aa, the electron acceptor is attached at the N-terminus, i.e., at the negative side of 

the Aa dipole; and in Aa-Py, the acceptor is at the C-terminus, or at the positive side of 

the dipole.    

     The red-shifted spectrum of Aa (in comparison with Py) allowed us to selectively 

photoexcite the anthranilamide and to observe the photoinduced CT processes, using 

transient absorption spectroscopy (Figure A1-2). The initial excitation led to the 

formation of the anthranilamide singlet-excited state transient, 1Aa*, characterized by 

broad absorption with peaks at about 410 nm and 710 mn (Figure A1-5a). The decay of 

1Aa* was accompanied by a rise of spectral peaks at 500 nm and 580 nm, which were 
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ascribed to the charge-transfer radical ions, Py•– and Aa•+, respectively (Figure A1-5).30,31 

From the transient decay of 1Aa*, and from the rise of Py•– and Aa•+, we extracted the 

rate constants of the photoinduced charge-separation (CS). The decays of Py•– and Aa•+ 

yielded the rate constants of charge recombination (CR).  

     For CH2Cl2, the rate constant of CS for Aa-Py was about four times larger than the CS 

rate constant for Py-Aa (Table A1-4). This finding was in accordance with the predicted 

dipole effect on ET kinetics. The dipole orientation stabilized the Aa•+-Py•– charge-

transfer state, making its CS ΔG(0) more negative, and destabilized the Py•–-Aa•+ state, 

making the CS  ΔG(0) less negative. Because of the small –ΔG(0) values (i.e., ΔG(0) = – 

0.10 eV, as estimated for CH2Cl2), we assume that the CS processes were in the Marcus 

normal region, and the dipole-induced negative shifts in ΔG(0) increased the observed CS 

rate for Aa-Py. 

     The use of acetonitrile increased all CS rates, which was consistent with stabilization 

of the charged CT states by solvation with the more polar solvent. This more polar 

solvent also decreased the difference between the CS rates for Aa-Py and Py-Aa (Table 

A1-4). We ascribe this finding to solvent screening of the Aa molecular dipole decreasing 

its effect on the CS kinetics.  

     Addition of an electrolyte had a similar effect of decreasing the difference between the 

CS rates for Aa-Py and Py-Aa (Table A1-4), which was ascribed to screening of the 

molecular dipole by the free ions in the solution. The increased ionic strength of the 

CH2Cl2 solutions, however, decreased the CS rates for both dyads. The electrolyte ions 
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most likely stabilize the charged CT states, making ΔG(0) more negative for both dyads. 

A prevalent increase in the reorganization energy, λ, due to movement of relatively large 

ions in the CH2Cl2 electrolyte solution, however, would lead to smaller CT rates if the 

negative shifts in ΔG(0) are smaller than the increase in λ. 

      Because ΔG(0) for the charge recombination (CR) was in the order of –2.8 eV, we 

could assume that CR is in the Marcus inverted region. This assumption agreed with the 

observed faster CR rates for acetonitrile than for CH2Cl2 (Table A1-4). Namely, the 

stabilization by the more polar solvent, acetonitrile, would bring the CT states closer to 

the ground states of the dyads making ΔG(0) for CR less negative, and the rates of CR 

larger (because of the inverted region).  

     The trends in the dipole effect on CR, however, did not agree with this notion of 

dipole-induced stabilization and destabilization of the charged CT states. The dipole 

stabilization of the Aa•+-Py•– should make ΔG(0) less negative and its CR rate faster than 

the CR for Py•–-Aa•+ (assuming the inverted region), which was contrary of what we 

repeatedly observed (Table A1-4). Our working hypothesis for the experimentally 

observed trends is that dipole-induced conformational gating leads to different CR rated 

for the two dyads. Unlike Py, which is non-polar, the charged reduced pyrene, Py•–, can 

interact with the Aa dipole. Therefore, the Aa dipole may cause different orientation of 

Py•– around the flexible methylene linker for Py•–-Aa•+ and Aa•+-Py•–, which will affect 

the donor-acceptor electronic coupling and the observed CR rates. Studies using media 
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with different viscosity will allow us to extract such contribution of the molecular 

dynamics on the CR and CS kinetics.   

     Another hypothesis states that the asymmetry in the radical cation, Aa•+, leads to the 

observed differences between the CR rates for the two dyads. The amide bonds 

(generating the molecular dipoles) and the aromatic moiety (hosting radical cation) are in 

the same solvation cavity. Thus, polar solvents will not completely screen the dipole 

effect on Aa•+ itself. This feature will result in a relatively small solvent-polarity 

dependence of the difference between the CR rates for Py•–-Aa•+ and Aa•+-Py•–. Although 

our preliminary results seem to suggest for the validity of this hypothesis (Table A1-4), 

examination of the CT kinetics for a much wider range of media polarity is needed before 

we can draw any statistically significant conclusions. To further examine the asymmetry 

of the Aa•+ radical ion, we can resort to experimental CT studies with the 4-piperidinyl 

derivatives of Aa, i.e., -R1 = -NC5H10 (Scheme A1-1), which we prepared using the same 

Aa procedure (Scheme A1-3).     

 

Conclusion 

     Our preliminary results provide encouraging demonstration that the effects of the Aa 

dipoles on the CT kinetics are significant. Furthermore, transient abruption reveled that 

positive charges can reside on Aa in the form of radical cations, which is essential for 

attaining hole-hopping mechanism for charge transfer through Aan conjugates. The 
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anthranilamides offer a wealth of mechanistic information about gaining new venues for 

forming long-range, long-lived CT states.  

 

Experimental 

     Materials. 5-fluoro-2-nitrobenzoic acid (98 %), 1-pyrenemethylamine 

hydrochloride (95 %), piperidine (99.5%), 1-pyrenemethylamine hydrochloride 

(95%), 1-pyreneacetic acid (97%), hexanoic anhydride (97%) were purchased from 

TCI. Tin(II) chloride dihydrate (SnCl2, 98+%), N, N’- Diisopropylcarbodiimide (DIC, 

99%), N-hydroxysuccinimide (NHS, 98%), N,N-diisopropylethylamine (DIPEA, 

99.5%),  1-[bis(dimethylamino)methylene]-1H-1,2,3-triazolo[4,5-b]pyridinium-3-

oxid hexafluorophosphate (HATU, 97%), 2-chloro-1,3-dimethylimidazolidinium 

hexafluorophosphate (HoAt, 98+%),  triethylamine (99%), hexylamine (99%), were 

purchased from Sigma-Aldrich. All other reagents, including HPLC grade, 

spectroscopic grade and anhydrous solvents like dichloromethane (DCM, >99.8%) 

and N,N-dimethylformamide (DMF, 99.8%) were used as supplied by commercial 

vendors.  

General information. Proton (1H) NMR spectra were recorded at 400 MHz at ambient 

temperature using CDCl3 as solvent unless otherwise stated. Chemical shifts are reported 

in parts per million relative to CDCl3 (1H, δ 7.27). Data for 1H NMR are reported as 

follows: chemical shift, integration, multiplicity (s = singlet, d = doublet, t = triplet, q = 

quartet, m = multiplet), integration and coupling constants. High resolution mass-spectra 
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were obtained on a Q-TOF mass spectrometer.32 Analytical thin layer chromatography 

was performed using 0.25 mm silica gel 60-F plates. Flash chromatography was 

performed using 60Ǻ, 32-63 µm silica gel. Yields refer to chromatographically and 

spectroscopically pure materials, unless otherwise stated. All reactions were carried out 

in oven-dried glassware under an argon or nitrogen atmosphere unless otherwise noted. 

     2-nitro-5-(piperidin-1-yl)benzoic acid (Scheme A1-3). 2-nitro-5-fluoro-benzoic acid 

(1.85g, 10 mmol) was added into a 25 mL flask and piperidine (12 ml, 12 mmol) was 

added. The mixture was refluxed at 108oC for 4 h. The reaction mixture was diluted with 

100 mL CH2Cl2, then washed with 1N HCl (100 ml × 3) and brine (100 ml × 3). The 

organic layer was dried over Na2SO4, then concentrated in vacuo to afford yellow powder 

(1.65g, 6.6 mmol, 66%). 2-nitro-5-(piperidinyl)benzoic acid, yellow solid: 1H-NMR (400 

MHz, CDCl3) δ 8.28 (1 H, d), 6.94 (1 H, s), 6.84 (1 H, d), 3.48 (4 H, s), 1.72 (6 H, s) 

ppm; HRMS m/z calculated for C13H15N2O6 (M+HCOO)- 295.0928, found 295.0936 

(M+HCOO)-. 

     N-hexyl-2-nitro-5-(piperidin-1-yl)benzamide. To an ice-chilled 15 ml DMF solution 

of 2-nitro-5-(piperidinyl)benzoic acid (1.0 g, 4 mmol) and NHS (695mg, 6 mmol) was 

added DIC (1.24mL, 8mmol). The mixture was stirred at 0oC for 2 h. Hexylamine ( 

1.2mL, 8mmol) was drop-wise added into reaction mixture.  The mixture was stirred at 

0oC for 0.5 h. The reaction mixture was poured into 100 mL 1N HCl to afford yellow 

precipitate. The whole solution was filtered and yellow precipitate was collected and 

dissolved in 50 mL CH2Cl2 and was dried over Na2SO4, then concentrated in vacuo to 
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afford yellow solid.  The product was used for next step reaction without any further 

purification. 

     2-hexanamino-5-(piperidin-1-yl)-N-(pyren-1-ylmethyl)benzamide (Aa-Py) 

(Scheme A1-4). To 10 ml DMF solution of 2-nitro-5-(piperidin-1-yl)benzoic acid 

(536mg, 2.1 mmol), 1-pyrenemethylamine hydrochloride (268mg, 1mmol) and HoAt 

(292mg, 2.1 mmol), added DIPEA (708 μl, 3.15 mmol) and HATU (1.22g, 2.1 mmol) in 

4 ml DMF solution.  Let reaction mixture react at room temperature for 3 h, and the 

mixture solution was poured into DI water. There was yellow precipitate coming out. 

Filter mixture solution and collect yellow parts. Crude yellow product was dissolved by 

DCM and was dried over Na2SO4, then concentrated in vacuo to afford yellow powder 

(N-(pyrenyl)acethyl-2-nitro-5-(piperidin-1-yl)benzamide, 318mg). The powder was 

directly used in next step without any further purification. To 25 ml ethanol solution of 

N-(pyrenyl)acethyl-2-nitro-5-(piperidin-1-yl)benzamide (318mg, crude product) and 

Tin(II) chloride dihydrate (460mg, 2 mmol), the mixture was refluxed overnight. After 

conversion completed, the ethanol in reaction mixture was evaporated via vacuo to afford 

colorless jelly product.  The product was instantly purged with Argon gas and then 

dissolved in 4 ml DMF at room temperature. Hexanoic anhydride (787μl, 3.4mmol) and 

Et3N (474 μl, 3.4 mmol) were added into reaction mixture, let it still for 4 h. The reaction 

was filtered and the filtrate was collected and extracted by 50 ml ethyl acetate with 

saturated NaHCO3 (100 ml × 2). The organic layer was dried over Na2SO4, then 

concentrated in vacuo to afford oily product. Purification via flash chromatography on 

silica gel (100% hexanes to 50% ethyl acetate in hexanes) afforded 200mg white powder 
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(0.37 mmol, 18% overall yield for two steps).  1H-NMR (400 MHz, CDCl3): 10.55 (1H, 

s), 8.21 (1H,d), 8.10 (9H, m), 7.02(1H, d), 6.97 (1H, s), 6.69 (1H, s), 5.34 (2H, d), 2.97 

(4H, m), 2.33 (4H, m), 1.62 (5H, m), 1.34 (6H, m), 0.89 (3H, t). HRMS m/z calculated 

for C35H38N3O2 (M+H)+ 532.2959, found 532.2979 (M+H)+. 

    N-hexyl-5-(piperidin-1-yl)-2-[2-(pyren-1-yl)acetamino]benzamide (Py-Aa) 

(Scheme A1-5). To 6 ml ethanol solution of N-hexyl-2-nitro-5-(piperidin-1-yl)benzamide 

(645mg, 1.9 mmol) and Tin(II) chloride dihydrate (1.31g, 5.7 mmol), the mixture was 

refluxed for 2 h. After conversion completed, the ethanol in reaction mixture was 

evaporated via vacuo to afford colorless jelly product.  The product was instantly purged 

with Argon gas and then dissolved in 10 ml DMF at room temperature. 1-pyreneacetic 

acid (260mg, 1 mmol), HoAt (136mg, 1 mmol), and HATU (570mg, 1.5 mmol) in 6 ml 

DMF solution were added to reaction mixture, DIPEA (496μl, 3 mmol) was drop-wise 

added lastly.  Let reaction mixture react at room temperature for 3 h. The mixture 

solution was extracted by ethyl acetate with saturated NaHCO3 (100 ml × 2), 1 N HCl 

(100 ml × 2). The organic layer was dried over Na2SO4, then concentrated in vacuo to 

afford oily product. Purification via flash chromatography on silica gel (100% hexanes to 

50% ethyl acetate in hexanes) afforded 50mg white powder (0.1 mmol, 10% overall yield 

for two steps).  1H-NMR (400 MHz, CDCl3): 10.30 (1H, s), 8.20 (10H, m), 6.99 (1H, d), 

6.79 (1H, s), 5.81 (1H, s), 4.44 (2H, s), 3.04 (4H, t), 2.81 (2H, t), 1.59 (8H,m), 1.17 (8H, 

m), 0.92 (3H, t). HRMS m/z calculated for C36H41N3O2 (M+H)+ 547.3193, found 

547.3214 (M+H)+. 
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     2-hexanamino-N-hexyl-5-(piperidin-1-yl)benzamide (Aa) (Scheme A1-6). To 5 

ml ethanol solution of N-hexyl-2-nitro-5-(piperidin-1-yl)benzamide (600mg, 1.8 mmol) 

and Tin(II) chloride dihydrate (2.25g, 9 mmol), the mixture was refluxed for 2 h. After 

conversion completed, the ethanol in reaction mixture was evaporated via vacuo to afford 

colorless jelly product.  The product was instantly purged with Argon gas and then 

dissolved in 10 ml DMF at room temperature. Hexanoic anhydride (856μl, 4mmol) and 

Et3N (577 μl, 4 mmol) were added into reaction mixture, let it stir for 4 h. The reaction 

was filtered and the filtrate was collected and extracted by 50 ml ethyl acetate with 

saturated NaHCO3 (100 ml × 2). The organic layer was dried over Na2SO4, then 

concentrated in vacuo to afford oily product. Purification via flash chromatography on 

silica gel (100% hexanes to 25% ethyl acetate in hexanes) afforded 300mg white powder 

(0.7 mmol, 42% overall yield for two steps).  1H-NMR (400 MHz, CDCl3): 10.48 (1H, 

s), 8.43 (1H, d), 7.06 (1H, d), 7.01 (1H, s), 6.15 (1H, s), 3.43 (2H, m), 3.12 (4H, t), 2.37 

(2H, t), 1.75 (8H, m), 1.60 (5H, m), 1.36 (12H, s), 0.91 (6H, t). HRMS m/z calculated for 

C24H40N3O2  (M+H)+,  402.3115, found 402.3126 (M+H)+. 

     Cyclic voltammetry. The electrochemical measurements were conducted using 

Reference 600TM Potentiostat/Galvanostat/ZRA (Gamry Instruments, PA, U.S.A.), 

equipped with a three-electrode cell. Glassy carbon electrode and platinum wire were 

used for working and counter electrodes, respectively. Saturated calomel electrode 

(Gamry Instruments) was used for a reference electrode. To prevent contamination, the 

reference electrode was brought in contact with the sample solutions via two salt bridges. 

To prevent drastic potential drops between the aqueous electrode media and the 
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chloroform solutions, the solution between the two salt bridges was 100 mM 

Tetrabutylammonium tetrafluoroborate (TBABF4) in anhydrous acetonitrile. When not in 

use, the reference electrode is stored submersed in saturated potassium chloride solution. 

(Ag/AgCl electrode was also sometimes used for a reference electrode) For all samples, 

the sample concentration was 3 mM. For each sample, the solution was purged with pure 

argon or nitrogen gas for 30 min and at least five scans were recorded at 100 mV / s scan 

rate.33-35 

     UV/visible absorption and fluorescence emission spectroscopy. Steady-state 

UV/visible absorption spectra were recorded in a transmission mode recorded using a 

JASCO V-670 spectrophotometer (Tokyo, Japan). Steady-state and time-resolved 

emission measurements were conducted using a spectrofluorometer with double-grating 

monochromators and a TBX single-photon-counting detector.36 For steady-state emission 

measurement, by adjusting the slit widths, the signal at all wavelengths was kept under 

106 CPS to assure that it is within the linear range of the detector. For time-resolved 

emission measurements, a NanoLED was used for an excitation source (λex = 406 nm; 

half-height pulse width, W1/2 = 1 ns). For recording the profile of the excitation pulse (i.e., 

the instrument response function), we used bovine serum albumin in deionized water as a 

scatterer, setting λem = λex = 406 nm. The fluorescence decays of electret and dimers were 

recorded at electret’s emission maxima, λem = 460 nm.  

     Transient absorption spectroscopy. The transient-absorption spectra were recorded 

in transmission mode using a Helios pump-probe spectrometer (Ultrafast Systems, LLC, 

Florida) equipped with a delay stage allowing maximum probe delays of 3.2 ns at 7 fs 
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temporal step resolution, and whit white-light generators providing UV/visible spectral 

range from 350 to 800 nm.  

     The laser source for the Helios was a SpitFire Pro 35F regenerative amplifier yielding 

(Spectra Physics / Newport) generating 800-nm pulses (38 fs, 3.5 mJ, 55 nm bandwidth) 

1 kHz. The amplifier was pumped with an Empower 30 Q-switched laser ran at 20 W and 

a MaiTai SP oscillator provided the seed beam.  

     For the pump, 500 mW of the amplifier output was sent into an optical parametric 

amplifier, OPA-800CU (Newport), equipped with a signal second and forth harmonic 

generators. The signal was tuned at 1,600 nm and the output of 400 nm was sent to the 

Helios spectrometer, passed through a chopper (cutting every other pump pulse)  and 

converged on the sample surface (about 2 mm beam diameter). For the probe, 10 mW of 

the amplifier output were reflected several meters back and forth over the table (to 

compensate for the pump delay in the OPA), and introduced into the Helios, passed 

through the delay stage, the white-light generator and focused on the sample surfaces to 

be completely overlapped by the pump beam. 

     Samples in solvents were freshly prepared and completely purged with Argon gas 

before measurement. The optical length was 2 mm and a stir bar was used for stirring 

measuring samples to prevent photo bleaching during process. For charge transfer studies, 

excitation wavelength was set at λex = 385 nm, which only excited electron donor. From 

recorded Raman-scattering repose of non-coated cover slips, the transient absorption 

spectra for the stacked samples were corrected for the pulse chirp using Surface Xplorer 
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(Ultrafast Systems, LLC). The transient kinetics was analyzed using Surface Xplorer and 

Igor Pro. 

  Dielectric measurements. We followed procedures as described previously to 

calculate the dielectric values.37 Three-terminal capacitance sample cell connected to an 

ultrahigh precision Wheatstone bridge, incorporated into a precision meter via connecting 

cables with up to of 4-m length were used to collect capacitance data. The three-terminal 

sample cell electrodes were separated to 400 μm, and filled with 1.5mL of freshly 

prepared sample solution. The capacitance measurements were carried at frequencies 

ranging from 104 Hz to 106 Hz.  The capacitance of the neat solvent and of air was 

measured in an empty dry cell as controls.37 

  The experimentally determined dielectric values presented in the tables and figures 

correspond to averages of at least five repeats, where the error bars represent plus/minus 

one standard deviation. 

     Density measurements. The densities of freshly prepared electret and 1-

methylpyrene for chloroform solutions were measured with a calibrated portable density 

meter, recorded at 21 °C (± 0.5 °C). Before and after each measurement, the densitometer 

was washed several times with neat solvent, nitrogen dried, and washed with the 

corresponding sample solution. 

     Data analysis. The values for the peak maxima (and minima) from the cyclic 

voltammograms and from the fluorescence spectra were obtained by fitting the region 

around the maxima (or the minima) to a Gaussian function. The quality of the fits was 

monitored by examination of the residuals. All least-square data fits of fluorescence 
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spectra were conducted using Igor Pro, v. 6 (Wavematrics, Inc.) on MacOS and Windows 

XP workstations.  
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Tables 
 
 
 

Table A1-1. Dielectric constants of electrolyte TBABF4 with various concentrations in 
THF. 

  

CTBABF4 in THF 

(mM) 

νmax x 10-3 (cm-1) ε 

0 19.54 ± 0.006 7.54 

100 19.43 ± 0.006  11.88 

200 19.32 ± 0.005 16.67 

300 19.26 ± 0.007 19.26 

400 19.22 ± 0.007 20.80 

500 19.19 ± 0.004 22.26 
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Table A1-2.  Values for each terms needed for ΔGet calculations. 

 

Redox Moieties Eox
1/2   

(V vs SCE) 

Ered
1/2  

(V vs SCE) 

E00
  

 (eV) 

Reff 

(Å) 

RDA 

(Å) 

Electron Donor: Aa 0.97 in neat 

DCM 

 3.04 2.60  

 

10.0 

 

Electron Acceptor: MePy  -2.30 in neat 

THF 

 3.09 
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Table A1-3. Estimated Photoinduced Charge-transfer Driving Forces, ΔGet
(0), and the 

Corresponding Born Correction and Columbic Terms, ΔGS and W, respectively. 

 

Terms DCM (ε = 8.93) MeCN (ε = 36.6) 

Borns term, ΔGs (eV) -0.05 -0.48 

Columbic term, W (eV) -0.28 -0.07 

Driving force, ΔGet
(0) (eV) -0.10 -0.32 
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Table A1-4. Charge separation, kCS×109 / s–1, and charge-recombination, kCR×109 / s–1, 
rate constants for Py-Aa and Aa-Py obtained from transient-absorption data for different 
solvents. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

solvent Py-Aa Aa-Py 

kCS  kCR kCS kCS 

CH2Cl2   3.6 0.98 16 0.29 

CH2Cl2+0.2M 

(C4H9)4NBF4 

  2.8 0.94   7.5 0.29 

CH3CN 60 4.1 90 1.8 
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Schemes 

 
 
Scheme A1-1.  Design of bioinspired electrets. Anthranilamides and the origin of their 
intrinsic electric dipole moment from: (1) the ordered orientation of the amide bonds; and 
(2) the shift in the electron density from H to O upon hydrogen-bond formation. 
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Scheme A1-2. Charge transfer system built on dimer of anthranilamides and 1-
methylpyrene. 
 
 

 

 

 
 
 
 
 
 
 
 

 
 
2-hexanamino-5-(piperidin-1-yl)-N-
(pyren-1-ylmethyl)benzamide (Aa-Py) 

 
 
N-hexyl-5-(piperidin-1-yl)-2-[2-(pyren-
1-yl)acetamino]benzamide (Py-Aa) 

 
 
1-Methylpyrene (MePy) 

.

 
 
2-hexanamino-N-hexyl-5-
(piperidin-1-yl)benzamide (Aa) 
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Scheme A1-3. Synthesis procedure of 5- piperidin-1-yl- 2-nitrobenzoic acid. 
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Scheme A1-4. Synthesis procedure of electron donor-acceptor conjugate: 2-hexanamino-
5-(piperidin-1-yl)-N-(pyren-1-ylmethyl)benzamide (Aa-Py). 

 

 

 
  

 

HATU: N-[(Dimethylamino)-1H-1,2,3-triazolo-[4,5-b]pyridin-1-ylmethylene]-N-
methylmethanaminium hexafluorophosphate N-oxide; HoAt: 2-Chloro-1,3-
dimethylimidazolidinium hexafluorophosphate; DIPEA: N,N-Diisopropylethylamine 
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Scheme A1-5. Synthesis procedure of electron donor-acceptor conjugate: N-hexyl-5-
(piperidin-1-yl)-2-[2-(pyren-1-yl)acetamino]benzamide (Py-Aa). 
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Scheme A1-6. Synthesis procedure of 2-hexanamino-N-hexyl-5-(piperidin-1-
yl)benzamide (Aa). 

 

 

 

 

DIC:  N, N’- Diisopropylcarbodiimide; NHS: N-Hydroxysuccinimide; SnCl2:  Tin(II) 
chloride; Et3N: triethylamine  
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Figures 

 

 

 

 

 

 

 

 
 
 

c.  

Figure A1-1. Absorption and fluorescence emission spectra of charge transfer 
systems.  (a, b). Normalized absorption and emission spectra of Aa (λex = 
405nm), MePy (λex = 340nm), and Aa-Py, (λex = 405nm) in CH2Cl2.

 
(c). 

Fluorescence decay of Aa, Py-Aa, and Aa-Py in CH2Cl2.
 . 

For lifetime of Aa,   

𝜏𝜏 = 18.2 ± 0.1 𝑛𝑛𝑛𝑛.  For Py-Aa, and Aa-Py the decays are close to excitation 
pulse. 

a.  b.  
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Figure A2-2. Photophysical properties of Aa. (a). The aggregation study of electret 
in chloroform with 1 mM, 0.1 mM and 0.01 mM concentrations. From absorption 
and emission spectra, we can calculate the zero-to-zero energy, E00 = 3.04 eV. (b). 
Normalized emission spectra of Aa and Aa3 (50 μM in CH2Cl2, λex = 350 nm). 

a. 

b. 
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Figure A1-3. Calculations of half-wave oxidation potential of Aa for neat DCM and 
effective radius of Aa. (a) Cyclic voltammograms of Aa (3 mM) in the presence of 
various concentrations of the supporting electrolyte, TBABF4, in DCM. (Scan rate = 100 
mV/s). (b) Dependence of Aa half-wave oxidation potentials on the inverted dielectric 
constant of the electrolyte media. The dotted lines represent least-squares linear fits with 
the following correlation coefficients, R=0.99. By employing equation x, we can 
calculated reduction potential at neat solvent and effective radius. 
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Figure A1-4. Calculations of half-wave reduction potential of 1-Methylpyrene (MePy) 
for neat THF and effective radius of MePy. (a) Cyclic voltammograms of 1-
Methylpyrene (3 mM) in the presence of various concentrations of the supporting 
electrolyte, TBABF4, in THF. (Scan rate = 100 mV/s). (b) Dependence of MePy half-
wave reduction potentials on the inverted dielectric constant of the electrolyte media. The 
dotted lines represent least-squares linear fits with the following correlation coefficients, 
R=0.985. 
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a. 

b. 

c. 

Figure A1-5. Transient absorption (TA) dynamics of Aa-Py and Py-Aa in 
CH2Cl2: (a) TA spectra of Aa-Py; (b) decays of 1Aa*, recorded at 710 nm; (c) 
rise and decays of Py•–, recorded at 500 nm. (λex = 390 nm; 40 fs pulse) 
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Appendix 2. 

Print-and-Peel Fabrication of Microelectrodes 
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Abstract 

     We describe a facile and expedient approach for fabrication of arrays of 

microelectrodes on smooth substrates. A sequence of print-and-peel procedures allowed 

for microfabrication of impedance-spectroscopy microsensors using office equipment and 

relatively simple wet chemistry. Microfluidic assemblies with reversibly adhered 

elastomer components allowed for transferring patterns of metallic silver, deposited via 

Tollen’s reaction, onto the substrate surfaces. Electroplating of the silver patterns 

afforded an array of micrometer-thick copper electrodes. Capacitance sensors were 

assembled by placing nonlithographically fabricated flow chambers over the 

microelectrode arrays. Triangular waveform impedance measurements showed a linear 

response of these print-and-peel fabricated devices to the dielectric constant of the 

samples injected in their flow chambers.  

     Keywords:  nonlithographic, impedance spectroscopy, triangular waveform, 

capacitance, dielectric. 
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Introduction  

This letter describes a facile approach for fabrication of arrays of microelectrodes on 

smooth substrates. Microfluidic assemblies with reversibly adhered components allow for 

transferring patterns of conducting materials onto the substrate surface. Using this 

microfabrication approach, we prepared capacitance sensors and characterized their 

performance. 

  Nonlithographic, or “print-and-peel” (PAP), fabrication allows for facile and 

expedient prototyping of microfluidic devices.1-3 Unlike other fabrication techniques, 

PAP consists of direct printing of the masters, using regular office equipment, and 

attaching three dimensional (3D) elements to their surfaces.1 Due to its simplicity and 

low cost, PAP offers valuable venues for research and development in environment 

where microfabrication facilities are not readily available. 

  Impedance spectroscopy (IS) is an invaluable analytical tool for investigating a broad 

variety of systems, such as complex liquids and biological samples.4-6 Electric interfaces 

are essential for microfluidic IS devices. A range of techniques, such as 

photolithography,7 sputtering8 and microtransfer printing9 are employed for fabrication of 

microelectrodes for IS sensors. These fabrication methods, however, require specialized 

equipment and/or clean-room environment. 

Research and Results   

Herein, we demonstrate the utilization of PAP for microfabrication of IS sensors using 

an office printer and relatively simple wet chemistry. Direct printing of the computer-

aided-design (CAD) pattern of microelectrodes to a polyester transparency film produced 
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a master, to which we attached three-dimensional elements for the inlet and outlet 

channels (Scheme A2-1,i). For microchannels with improved contour smoothness, we 

utilized a solid-ink printer, instead of LaserJets, which we previously used for PAP 

fabrication of microfluidic devices.1 Casting polydimethylsiloxane (PDMS) over the 

master (Scheme A2-1,ii) produced elastomer components with negative-relief imprints 

(Scheme A2-1,iii). Reversible adhesion of the PDMS components to glass surfaces 

formed microfluidic assemblies (Scheme A2-1,iv). Aqueous solutions of a reducing 

agent, dextrose, and silver ions, consequently flown through the microchannels, resulted 

in deposition of silver metal onto the channel walls. To assure continuous coverage with 

conductive material, the procedure of passing Ag+ solution through microchannels pre-

wet with dextrose mixture was repeated 3-5 times (Figure A2-1a).  

  Detachment of the PDMS components left patterns of electro-conducting silver layers 

on the glass surfaces (Scheme A2-1,v, Figure A2-1a). The silver patterns, however, were 

rough and prone to mechanical scratching (Figure A2-1c). Therefore, using 

electroplating, we deposited ~10 μm thick copper layers over the silver patterns, 

producing microelectrodes with improved mechanical stability (Scheme A2-1,vi, Figure 

A2-1b, c). 

  In the middle of the generated patterns, the copper strips formed arrays of five parallel 

electrodes, which we utilized for impedance measurements. Electrical connections 

between every other electrode resulted in a “multilayer” capacitor, the characteristics of 

which were dependent on the dielectric properties of the surrounding media. 
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  Placing water and other electroconductive samples directly on the electrodes resulted 

in considerable contribution from the resistance to the measured impedance. To prevent 

direct electrical contact between the microelectrodes and the samples, we coated the 

electrode arrays with 70 (±10) μm PDMS layers (Scheme A2-1,vii). Over the coated 

electrodes we placed PDMS flow chambers, fabricated using PAP techniques (Scheme 

A2-1,viii). We prepared capacitance flow cells with 1 and 1.5 mm center-to-center 

electrode separation that corresponds, respectively, to about 450 and 950 mm separation 

between the edges of neighboring electrodes.  

  We modeled each cell as two capacitors connected in parallel with total capacitance, 

C  = CC + CS = CC + αε. CS accounts for capacitance resulting from the penetration of the 

electric field through the sample flow chamber. Hence, CS is linearly dependent on the 

dielectric constant, ε, of the sample. CC accounts for the capacitance of the rest of the 

device and remains constant. Using impedance spectroscopy, we determined that CC = 

3.4 and 0.34 pF for cells with 1 and 1.5 mm center-to-center electrode separation, 

respectively.  

  Triangular waveform (TW) dielectric measurements (i.e., application of TW voltage 

bias to the capacitance cells) yield current signals that were superposition of two waves: 

(1) a triangular waveform resultant from the resistance component of the impedance; and 

(2) a rectangular waveform (RW) resultant from the capacitance component of the 

impedance.10,11 The height, h, of RW is expected to be linearly proportional to the 

capacitance, C, of the cell, and hence, to the dielectric constant, ε, of the sample. (The 
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height, h, represents peak-to-peak current difference: i.e., h is twice the value of the wave 

amplitude.) 

  Using TW technique, we characterized the performance of PAP fabricated 

capacitance sensors. Measurements of air, dimethyl sulfoxide (DMSO) and water (i.e., 

fluids that do not swell PDMS)12 produced current waves that we deconvoluted into TW 

and RW components (Figure A2-2a, b). We observed a linear correlation between h and ε  

(Figure A2-2c), supporting the plausibility of the representation of the cells as two 

parallelly wired capacitors. 

  The described PAP technique offers a facile and inexpensive alternative for 

fabrication of components for electrical interfaces of microfluidic devices. In addition to 

silver and copper, the procedure can be readily expanded to utilize electroless deposition 

of other conducting and semi-conducting materials, followed by electroplating of a wide 

range of metals. 

Experimental 

     Materials. Pre-polymer of PDMS (Sylgard 184 silicone elastomer base kit) was 

purchased from Dow Corning Corporation. Microscope glass slides (75×25×1mm) and 

polyethylene tubing (ID 0.38 mm, OD 1.09 mm) were purchased from Fisher Scientific. 

Polyethylene line cords (0.64 mm diameter) and hot glue were purchased from a 

hardware distributor. Transparency films for a solid-ink printer were obtained from 

Xerox. Silver nitrate and dextrose were purchased from Sigma-Aldrich. Potassium 

hydroxide, ammonium hydroxide, sulfuric acid and hydrochloric acid were obtained from 

Fisher Scientific. 
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     Print-and-peel fabrication. The CAD patterns of the microelectrodes were created 

using Adobe Illustrator. Using a solid-ink printer (Xerox Phaser 8550), the designed 

patterns were printed on overhead transparency films to form positive-relief masters. 

Upon immobilization of the masters to the bottoms of polystyrene Petri dishes, three-

dimensional (3D) elements (posts of polyethylene line cords for the inlet and outlet 

channels) were glued to the circles at the termini of the patterned lines (Scheme A2-1,i). 

  PDMS prepolymer was vigorously mixed with the curing agent for at least five 

minutes and degassed under vacuum. The resultant mixture was poured over the printed 

masters with the 3D posts attached to them (Scheme A2-1,ii) and allowed to cure for a 

few hours at 40 ˚C. The cured PDMS slabs were detached from the master and the posts 

were removed from the slabs. The elastomer microfluidic components were cut from the 

PDMS slabs and cleaned with adhesive tape (Scheme A2-1,iii). Tollen’s reaction was 

used for generating silver patterns on glass surfaces. 

  A drop of aqueous solution of ammonium hydroxide (20%) was added to 1 mL 

aqueous solution of silver nitrate (0.10 M), resulting in the formation of a brown 

precipitate. Upon vigorous shaking the solution became clear. 0.5 mL aqueous solution of 

potassium hydroxide (0.80 M) was added to the silver nitrate mixture resulting in a dark 

brown precipitate. Ammonium hydroxide solution was added dropwise until the 

precipitate dissolved. (Excess of NH3 should be avoided.) 

  For the silver deposition, a reducing reagent is required. For this purpose we prepared 

an aqueous solution of dextrose (0.25 M). 
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  The surfaces of glass slides were cleaned and scratched with sand paper to increase 

the adhesion area for the silver. The surfaces of the PDMS microfluidic components 

(with the negative-relief patterns) were cleaned with an adhesion tape and without any 

further treatment, pressed against the glass surfaces resulting in reversible adhesion 

between the PDMS and the glass. The PDMS-glass assemblies were kept under vacuum 

at 60 °C for several hours prior to use (Scheme A2-1,iv). 

  Using a syringe pump (Harvard Apparatus Pico Plus), dextrose solution was flown 

through each channel at a rate of 1 μL/min. Immediately after the dextrose solution 

reached the outlets of the channels, the inlet tubing was disconnected. Tubing primed 

with the silver nitrate alkaline solution was connected to the same inlet. The silver nitrate 

solution was flown through the same channels (at rate of 1 μL/min) causing formation of 

dark depositions onto the channels walls. To assure the deposition of continuous silver 

layers, the procedure of consecutive runs of dextrose and silver nitrate solutions was 

repeated several times. At certain occasions, the PDMS components had to be detached 

from the glass slides and cleaned. The glass slides were rinsed with MilliQ water and 

blown dry with nitrogen. The PDMS components were cleaned with adhesive tape, 

realigned with the silver patterns and reversibly readhered to the glass slides for more 

dextrose/silver nitrate treatments. Repeating the silver-deposition procedure for about 

three to five times resulted in continuous and electroconducting patterns (Scheme A2-

1,v). Misalignments during the readhesion of the PDMS component to the glass with 

partially deposited silver pattern, resulted in thin layers of silver along the edges of the 

patterned strips (Figure A2-1a). 
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  For the copper electrodeposition, the silver patterns were connected to copper tape 

coated with silver paint to assure a good electrical connection. The copper tape was 

covered with nonconducting tape leaving only the silver patterns exposed. Each of the 

glass slides with exposed silver patterns, along with copper plates, were wedged into a 

plate holder (with the silver patterns facing the copper plates). The slides and the plates 

were immersed into a bath containing copper sulfate (0.25 M), sulfuric acid (0.015 M) 

and hydrochloric acid (0.0014 M). The silver patterns on the slides were wired as 

cathodes and the copper plates as anodes. The current was set based on the area of the 

silver patterns, exposed to the solution (11.25 mA/cm2 at thickness deposition rate of 10 

nm/s). When the electrodeposition was completed, the sides with the formed copper strips 

on them were taken out of the bath, washed with copious amounts of D.I. water and 

blow-dry with nitrogen. 

  The arrays of copper microelectrodes were covered with PDMS prepolymer (mixed 

with curing agent and degassed). The slides were immobilized vertically, allowing the 

extra prepolymer mixture to flow off their surfaces. Curing of the remaining prepolymer 

at 50 °C produced ~70-mm-thick PDMS coatings covering the copper microelectrodes 

(Scheme A2-1,vii). The thickness of the PDMS coatings was determined from 

profilometry measurements across edges of spots where we peeled off the polymer. 

  PDMS flow chambers were fabricated using PAP approach. Masters for elliptic 

chambers were prepared from hot glue. Polyethylene posts were placed at the opposite 

ends of the chamber for inlets and outlets. PDMS prepolymer (mixed with curing agent 
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and degassed) was cast over the chamber masters and allowed to cure under ambient 

conditions.  

  The PDMS-coated glass slides (with microelectrode arrays) and the rectangular 

elastomer slabs (with the chamber cavities imprinted onto their surfaces) were treated 

with oxygen plasma (40 mBar, 50 W RF power) for 40 seconds using a capacitively-

coupled-discharge system (FEMTO, Diener Electronics). The elliptic chambers of the 

plasma treated elastomer slabs were aligned to span across the PDMS coated 

microelectrodes and the polymer surfaces were pressed against each other to form 

capacitance flow cells (Scheme A2-1,viii). To assure the permanent adhesion between the 

PDMS surfaces, the capacitance cell assemblies were kept at 120 °C under vacuum for 

about 12 hours. 

  Profilometry. A bench-top surface profilometer (Dektak 8, Veeco Systems), with 

12.5-µm radius stylus, was employed for the analysis of the silver and copper deposition 

onto the glass substrates. Each of the electrode strip patterns was placed perpendicularly 

to the direction of movement of the stylus in order to obtain transverse measurements. 

Several 2-mm scans separated 0.5-1 mm along the strip were performed for each sample. 

  Impedance measurements. Impedance spectroscopy (using sinusoidal 

current/voltage, I/V, wave forms) allowed us to characterize the intrinsic capacitance, CC, 

of the cells.  

     Triangular-waveform (TW) measurements were employed for measurements 

involving relatively polar samples. TW measurements allow for facile deconvolution of 

the capacitance component of the impedance from the current signal and hence, for fast 
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dielectric measurements.10,11 For the measurements, liquids that do not cause PDMS to 

swell were chosen.12 

     Impedance measurements were conducted using a Reference 600™ 

Potentiostat/Galvanostat/ ZRA (Gamry Instruments, PA, U.S.A.). The microelectrode 

capacitance cells were wired to the instrument through probes clipped to the copper tapes 

electrically connected to the electrodes.  

     Air and organic solvents (perfluoromethyldecalin, decamethyl-cyclopentasiloxane and 

DMSO) were injected in the flow chambers and the impedance spectra were recorded at 

frequency from 100 Hz to 1 MHz.  

 The values for the capacitance were extracted from frequency regions, throughout 

which the measured phase was –p/2. (Negative-90-degree phase indicates that the 

capacitance is the principal component of the measured impedance. An increase in the 

solvent polarity or frequency resulted in change in the phase.) Linear fits of the measured 

capacitance vs. the dielectric constants of the samples, for each cell, yielded the intrinsic 

cell capacitance, CC.  

 The voltage triangular waveform (10 MHz, 10 V) was supplied by a 30-MHz 

Synthesized wave function generator (DS345, Stanford Research Systems). The applied 

voltage bias and the current signal were measured using a 500-MHz digital oscilloscope 

(54616C, Hewlett Packard) connected to a PC via a GPIB interface. 1 MW termination, 

connected in parallel with the capacitance cell, was used for monitoring the voltage wave 

applied to the cell. 50 W termination, connected in sequence with cell (i.e., between the 

cell and the ground), was used for recording the signal from the current passing through 
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the capacitance cell. The voltage response signal (recorded with the oscilloscope) was 

divided by 50 W to yield the values for the current waves. 

 The recorded waves (current vs. time) for each sample measurement were fit to a 

function, composed of weighed sum of in-phase triangular and rectangular waveforms 

(TW and RW, respectively). The RW function was composed of sequential 

monoexponential decays and rises with identical time constants. The obtained time 

constants were orders-of-magnitude smaller than the inverted frequency (i.e., 10–5 s) 

resulting in rectangularly-appearing waveform (Figure A2- 2b). The pre-exponential 

parameters, obtained from the deconvolution data fits, were ascribed to the heights of the 

waves, h. 

     Acknowledgments. This work was funded by U.C. Energy Institute, NSF support for 

C.H. (REU) and U.S. Department of Education support for M.S.T. (GAANN). 
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Scheme 

 

 

Scheme A2-1. Print-and-peel fabrication of a capacitance cell.

 

 

i – master preparation;  

ii – casting PDMS;  

iii – curing of the PDMS “stamp”;  

iv – reversible adhesion to glass;  

v – consequential flows of aqueous solutions of dextrose and AgNO3;  

vi – electroplating with Cu;     

vii – coating with PDMS;  

viii – PDMS-to-PDMS permanent adhesion.   
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a       b 

c       d 

Figure A2-1. Print-and-peel fabricated capacitance cell. Reflection / transmission 
optical microscopy images of  (a) silver and (b) copper electrode arrays. (c) 
Proifilometry traces across silver (three consecutive dextrose/AgNO3 treatments) and 
copper electrodes. (d) Photograph of a cell with 1.5 mm center-to-center electrode 
separation. 
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Figure A2-2. Triangular waveform (TW) impedance measurements. (a) Applied 
voltage (in blue) and current signals (in red) for air and water in a capacitance cell 
with 1 mm center-to-center electrode separation. The data fits are shown in green. 
(b) Deconvolution of the current signal for water (from b) into triangular and 
rectangular waves. (c) Linear correlation between the height of the rectangular 
current waveforms and the dielectric constant of the fluid (air, DMSO and water) in 
the sample chambers, measured with devices with 1 and 1.5 mm center-to-center 
electrode separation. 
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