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Abstract

Oxidation states represent the ionic distribution of charge in a molecule, and are

significant in tracking redox reactions and understanding chemical bonding. While

e↵ective algorithms already exist based on formal Lewis structures, as well as using

localized orbitals, they exhibit di↵erences in challenging cases where e↵ects such as

redox non-innocence are at play. Given a density functional theory (DFT) calculation

with chosen total charge and spin multiplicity, this work reports a new approach to

obtaining fragment-localized orbitals that is termed oxidation state localized orbitals
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(OSLO), together with an algorithm for assigning the oxidation state using the OSLOs

and an associated fragment orbital localization index (FOLI). Evaluating the FOLI re-

quires fragment populations, and for this purpose a new version of the intrinsic atomic

orbital (IAO) scheme is introduced in which the IAOs are evaluated using a reference

minimal basis formed from on-the-fly superposition of atomic density (IAO-AutoSAD)

calculations in the target basis set, and at the target level of theory. The OSLO al-

gorithm is applied to a range of challenging cases including high valent metal oxide

complexes, redox non-innocent NO and dithiolate transition metal complexes, a range

of carbene-containing TM complexes, and other examples including the potentially

inverted ligand field in [Cu(CF3)4]�. Across this range of cases, OSLO produces gen-

erally satisfactory results. Furthermore, in borderline cases, the OSLOs and associated

FOLI values provide direct evidence of the emergence of covalent interactions between

fragments that nicely complements existing approaches.

Introduction

The oxidation state (OS)1 is a venerable concept reaching back to the early days of chem-

istry where the “oxydationsstufe” was introduced to rationalize the products obtained from

reactions with oxygen. The electron-gathering tendency of oxygen is captured via its normal

OS of �2 in compounds with ionic interactions, which is but one of the generally accepted

counting rules to assign the OS. After a thorough revision of the concept, the IUPAC defines

the OS of an atom as the charge of this atom after ionic approximation of its hetero-nuclear

bonds.2 They further recommend that this is accomplished by writing the Lewis structure of

the compound of interest, and partitioning the electron pairs such that each shared electron

pair is given to the more electronegative of the two associated atoms.3 The IUPAC procedure

is simple and generally e↵ective, and for these reasons should be the first resort in assigning

OSs in new compounds of interest.

While the OS is a chemical concept of enduring value, it must be stressed that never-
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theless, the OS of an atom is not itself a precisely defined observable. It may correlate with

observables such as x-ray absorption spectral shifts, but this requires calibration. Ultimately,

the validity of the OS depends on the extent of ionicity in the bonding. Thus the OS be-

comes less well-defined as the chemical bonding approaches the covalent limit of electron

pair sharing. Other situations such as ligand non-innocence4 also can defeat normal OS

conventions. Indeed the IUAPC report on OSs in chemistry states that there are “limits,

beyond which OS ceases to be well-defined or becomes ambiguous”. This situation is no

di↵erent than other valuable chemical concepts such as aromaticity,5–7 and should not be

viewed as a reason to discard the OS as something that cannot be measured. Instead, it is

a reason to have tools that go beyond electron counting to assess the electron distribution

in interesting and challenging borderline cases.

Electronic structure calculations directly yield the electron density, and therefore o↵er

an ideal starting point for probing the borderline cases. Thus the assignment of OSs in

molecular systems has drawn continuing attention in recent years.8–16 Beyond the electron

density itself, there is particular interest in the development and application of specific

schemes to extract OSs from electronic structure calculations, going beyond the (simple but

clearly not satisfactory) use of partial atomic charges or atomic spin densities.17–20 Most

electronic structure approaches to OS assignment are predicated on assigning each electron

pair (or individual electrons in case of open-shell systems) to one atom or ligand within

the system based on some strategy that generalizes simple counting approaches such as the

IUPAC definition. While we will concentrate on molecular systems in this work, it must be

mentioned that precisely the same issue exists for oxidation state assignments in solid state

materials.21–23

Some years ago, Ramos-Cordoba et al. introduced a general OS elucidation method ap-

plicable to any molecular system and wavefunction (single-determinant or correlated)19 that

relies on Mayer’s e↵ective fragment orbitals (EFOs) and their occupations.24,25 The EFOs

are obtained by diagonalization of the fragment’s density matrix, according to some atom-
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in-molecule definition. For instance, in the case of QTAIM they lie spatially within the

fragment’s boundary, so they represent natural domain orbitals. The spin-resolved EFOs

are obtained independently for each user-defined fragment (typically the transition metal

(TM) and its ligands). They are sorted by decreasing occupation number, and electrons

(or electron pairs for closed-shell systems) are assigned to them until one reaches the total

number of electrons. The fragment OS is then obtained by subtraction from the correspond-

ing nuclear charges. This e↵ective oxidation states (EOS) analysis, also provides a measure

to quantify the extent to which the OS assignment is clear-cut, based on the di↵erence in

occupancy between the last occupied and first unoccupied EFOs. EOS analysis has been

successfully applied to a wide range of systems.26 The method notably deviates from the

IUPAC approach2,3 because individual bonds are never explicitly considered. That per-

mits EOS analysis to formally consider more than one Lewis structure at a time (i.e. treat

multireference wavefunctions) on an equal footing.

Single-determinant wavefunctions are invariant to unitary transformations within the

occupied molecular orbitals. While the canonical orbitals are typically delocalized (because

they are appropriate for ionization), this invariance can be exploited to generate a set of

localized orbitals (LO) based on some criterion.27 This is directly possible within Kohn-Sham

density functional theory (DFT), which is the dominant electronic structure approach.28

The LO representation often produces orbitals that resemble the individual bonds in the

dominant Lewis structure, and it is then natural to apply the ionic approximation to each

LO individually, following the IUPAC definition more closely. However, since there is no

unique way to define localization, there is a slew of di↵erent localization schemes to produce

localized orbitals, namely Boys29 Pipek-Mezey (PM),30 Edminston-Ruedenberg (ER),31 or

more recent realizations based on Cholesky decomposition of the density matrix32 and the

fourth moment33 or Knizia’s intrinsic bond orbitals (IBOs),34 to name a few.

This avenue has been explored by a number of methods.17,18,20 Thom et al17 first cou-

pled orbital localization with population analysis in the localized orbitals bonding analysis
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(LOBA) to assign the electrons associated with each LO. The LOBA method starts with

orbital localization by a chosen scheme, and then obtains the atomic populations from each

localized orbital. Using either PM or ER localization together with Löwdin population anal-

ysis produced quite robust results.10,17 In the original paper, the OS assignment focused

on the TM of the complex. A threshold of 60% in the atomic population was used to

decide whether the electron pair is assigned to the TM or not. Recently, some of us35 de-

scribed an extension to the method, loosening the weight of the aforementioned threshold

in the OS determination, to allow the possibility of covalent assignment (split between two

atoms/fragments), and introducing a confidence measure for the assignment (either ionic or

covalent) of each electron pair.

In that work35 we observed that for some of the most challenging systems such as TM-

carbenes, the LOBA method struggled to reach the accepted OS. Careful inspection of the

localized orbitals indicated that the first step of the procedure, namely the orbital localiza-

tion, was not always producing orbitals one could easily relate to a Lewis structure. The

LOs often involve several atomic centers with appreciable contributions, which hinder the

process of OS assignment. Moreover, using a di↵erent localization scheme could also lead

to di↵erent OS assignments in some controversial cases. We concluded that a di↵erent or-

bital localization scheme, tailored for the purpose of OS assignment, was necessary to make

progress in such cases.

A maximally robust procedure to assign OSs should rely on separating the localized or-

bitals into fragments, for which the degree of locality of core or valence orbitals within each

fragment has no special relevance. Indeed there has been much development of specialized

methods that aim to specifically localize orbitals onto fragments36–44 rather than maximizing

a global measure of localization. Such methods have considerable value in energy decom-

position analysis of intermolecular interactions,45,46 as well as for fragment methods and

embedding.41,44,47 In our context there is a di↵erent need for fragment localization. For in-

stance, if two fragments A and B, each formally bearing nA and nB electron pairs, are linked
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via a single bond with ionic character, then the OS should solely depend on a single localized

orbital involving both A and B, leading either to A+-B� or A�-B+. On the other hand, since

standard system-optimal orbital localization schemes do not make a distinction between the

contact atoms of the A-B bond and the remaining atoms of A and B, a potentially better lo-

calization of the critical A-B bonding orbital may be sacrificed for better overall localization

of all nA + nB orbitals.

In light of the above considerations, there are several new components that are presented

here to enable assignment of OSs. First, we put forward a robust fragment-based orbital

localization scheme. For a given fragment, the resulting oxidation state localized orbitals

(OSLOs) comprise a full set of orbitals spanning the occupied space that are ordered by

spatial locality in the fragment. Second, to further characterize each orbital, given a set of

fragment populations, we introduce a Fragment Orbital Localization Index (FOLI) which

measures the population of each OSLO on a per-fragment basis. Third, to obtain the frag-

ment populations, a more robust Hilbert-space based population analysis based on Knizia’s

intrinsic atomic orbitals (IAOs)34 is also introduced. Fourth, we use the above components

to develop an iterative algorithm to best select a subset of the OSLOs for each fragment to

span the full occupied space. The oxidation state of a given fragment is then determined

by its number of assigned OSLOs relative to its total nuclear charge. Finally, with the new

procedure in hand, we turn to exploration of a variety of interesting borderline cases, with

focus on examples where LOBA was previously demonstrated to have some issues.35

Methods

Oxidation States from Localized Orbitals (OSLO)

Starting with a single-determinant wavefunction built of nocc spin orbitals, the fragment

localization procedure is based on minimizing the radial spread functional from a given

reference point for fragment F , RF . For a TM atom, RF will be the atomic position; for a
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ligand, RF will be its center of charge or charge. The minimization can be easily achieved

in the molecular orbital (MO) basis by building a spread matrix, LF , with elements

LF

ij
=

Z
 i(r)(r�RF )

2 j(r)dr, (1)

where  i is the ith occupied MO. Equation 1 simplifies to

LF

ij
=

Z
 i(r)r

2 j(r)dr� 2RF ·
Z
 i(r)r j(r)dr+R2

F
�ij, (2)

where the first term contains the isotropic quadrupole moment matrix elements, the second

term involves the dipole matrix elements, and the third term is a merely a constant diago-

nal o↵set. The required matrix elements are readily available in many quantum chemistry

software packages. Diagonalization of the matrix LF

LFUF = UF⇤F (3)

yields eigenvalues �F
i
= ⇤F

ii
and a corresponding set of nocc localized orbitals centered around

RF

�loc,F

i
(r) =

X

k

UF

ki
 k(r), (4)

with their (squared) spreads given by the �X
i

values. When RF corresponds to an atomic

position, the localized orbitals obtained by this procedure reproduce the shell structure of

the atom, with core orbitals having the smaller spread values.

The target is to define the OS of M user-defined fragments of a molecular system, such

as the metal(s) and ligands of a TM complex. We localize around each fragment’s center

of nuclear charge and get nocc OSLOs for each of them (Mnocc altogether). Note that in

cases like polydentate or hapto ligands the ligand’s centroid may be far from the ligand’s

nuclei, or even coincide with that of the metal (e.g. TM-porphyrin compounds). Minimizing

the spread function is simple, non-iterative (no multiple minimum problem48), independent
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of any population assignment, and appealing. However, the OSLOs most strongly associ-

ated with a fragment cannot always be chosen based on the smallest spread. For instance,

in the case of a TM center with some coordination sphere, OSLOs dominated by ligand

contributions can exhibit lower orbital spreads than the most di↵use TM orbitals (e.g. a

4s-type orbital for a 3d metal). Similarly, when RF is the center of a ligand, some compact

ligand-centered OSLOs have a significant contribution from the neighboring TM center.

We therefore need a complementary measure to identify those OSLOs that are most

localized on a fragment. Using Pipek’s delocalization measure,49 defined in terms of fragment

populations, N i

F
=

P
A2F ni

A
, rather than atomic populations, ni

A
, is a suitable starting point:

Di = {
X

F

(N i

F
)2}�1, (5)

When an orbital is localized on a single fragment, then Di = 1. If the ith orbital is perfectly

delocalized across two fragments F and F 0 then N i

F
= N i

F 0 = 1/2 and Di = 2, and so on.

Out of the OSLOs generated from fragment F with low delocalization measure, we are

interested in those that are also highly localized on fragment F . For this purpose, we

introduce the fragment orbital localization index (FOLI)

DF

i
=

s
Di

N i

F

, (6)

The FOLI,DF

i
, is 1 when orbital i is perfectly localized on that fragment (Di = N i

F
= 1). The

FOLI DF

i
! 2 when the orbital is perfectly delocalized over two fragments (Di = 2, N i

F
=

N i

F 0 = 0.5). The FOLI gradually increases for OSLOs that are more delocalized and less

centered on fragment F . Note that while a FOLI value of DF

i
= 1 means perfect fragment

localization, higher FOLI values can result from di↵erent instances of delocalization. For

example a FOLI value of 2 can also arise from 3 fragments with Di = 2.339 via NF = 0.584,

NF 0 = NF 00 = 0.208.

How should one select the n most fragment-localized OSLOs from amongst the redundant
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set of M · n candidates? One could select the nocc OSLOs with the smallest FOLI values

and assign them to their parent fragments. However, we have observed that this procedure

sometimes leads to linear dependencies among the selected OSLOs. We instead prefer the

iterative scheme depicted in Fig. 1. On the first iteration, the best localized orbital (in

the sense of smallest FOLI value) is selected and projected out from the occupied space for

the next iteration. The 2nd iteration begins by constructing a new set of M · (nocc � 1)

localized orbitals, followed by selecting and removing the best localized orbital. Iterations

continue until a total of nocc optimal fragment-localized orbitals are selected. In the case of

an unrestricted Slater determinant, the procedure is carried out for the ↵ and � occupied

spaces separately, and individual ↵ and � OSLOs are thus produced and assigned to each

fragment.

The basic algorithm is modified by introducing a tolerance (typically 10�3) associated

with the lowest FOLI values so that all OSLOs with DF

i
values within the tolerance are

selected in a given iteration. These orbitals are symmetrically orthogonalized and then

projected out from the occupied space for the next iteration. This strategy avoids the

problem that for symmetric systems, projecting out individual localized orbitals may result

in a symmetry-broken density-matrix for the next iteration.

There are a number of aspects of the procedure that are worth discussing in some detail.

The localized orbitals obtained in the first few iterations are basically the atomic core orbitals

of the fragment’s atoms. As the iterative process advances, on-fragment localized valence

orbitals are produced. They correspond to orbitals not particularly involved in the bonding

between fragments, i.e. spectator orbitals. In the later iterations, the least-fragment localized

valence orbitals are eventually selected. They correspond to bonds (or dative bonds) between

fragments (e.g. TM-ligand orbitals). A nice side e↵ect of the iterative procedure is that,

by first removing the more fragment-localized orbitals from the occupied space, the relevant

across-fragment orbitals are better localized on fragments (i.e. their FOLI values are smaller

than those obtained in the first iteration using the whole occupied space). The final result
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Figure 1: Flowchart of the iterative OSLO algorithm, where the most strongly fragment-
localized orbitals (core and valence spectator orbitals) are projected out from the occupied
space before the least fragment-localized orbitals that are most relevant to OS assignment
are generated and inspected. This procedure has the desirable side-e↵ect of improving the
fragment-localization of orbitals that are not selected on later iterations.
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thus depends to some extent on the order in which OSLOs are selected.

In borderline cases (where the FOLI-based selection is a close call) this may a↵ect OS

assignment. The algorithm allows the user to explore alternative outcomes in borderline

cases by flagging when the OSLO selection procedure could branch into 2 (or more) paths.

Consider a simple case with a single bond between fragments F and G. At some point

in the iterative procedure, the corresponding bond localized orbital centered on F will be

produced. At the same time, a similar bond localized orbital will be produced in the OSLOs

associated with fragment G. The one with the smaller FOLI value is selected and projected

out from the remaining occupied space. In the following iteration, this bond orbital will be

absent from the new set of OSLOs obtained for both fragment F and G. If the F �G bond

is very non-polar (rare in TM complexes), the DF

i
and DG

i
values would be very similar, and

one can argue that instead choosing the OSLO associated with G would produce a plausible

alternative solution to selecting the one associated with F .

Our iterative algorithm automatically detects these (borderline) cases as follows. At

each iteration, linear dependencies are checked between the OSLO that is selected and that

with the second smallest FOLI value that is not selected (there may be multiple selected

and non-selected localized orbitals if their FOLI values are within the tolerance). If near

linear dependencies are indeed found and the di↵erence in DF

i
values is small enough, our

algorithm will print a diagnostic message. This allows the user to rerun the calculation,

toggling a branching flag that selects the OSLO with the somewhat larger FOLI value, and

proceed to obtain a second distinct solution.

To turn to OS assignment, we recall that each of the selected localized orbitals was

generated from a fragment center with a low FOLI value. This makes it natural to assign

the fragments’ oxidation states based on the originator fragment. That is the procedure

followed in the results reported here, and represents a “winner-takes-all” approach to the

OS, similar to the IUPAC rules. However, once the optimal set of orthogonal fragment-

localized orbitals are obtained, each orbital’s allegiance may be reassigned according to
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the fragments’ populations, either in a “winner-takes-all” fashion again, or alternatively by

allowing covalent assignments in non-polar cases, as described elsewhere.35

An atomic partitioning scheme is necessary to evaluate the FOLI values. In this work,

we use two very di↵erent partitioning approaches to demonstrate that di↵erent reasonable

choices in fact work very similarly. First, we use the so-called Topological Fuzzy Voronoi

Cells (TFVC) atomic definition,50 a real-space scheme that is used in the e↵ective oxidation

states (EOS) approach.19 Second, we introduce a Hilbert-space based procedure based on

Knizia’s intrinsic atomic orbitals (IAOs),34 where the reference minimal basis is obtained

on-the-fly at the chosen level of theory. This IAO-AutoSAD procedure is described below.

The IAO-AutoSAD Reference Minimal Basis

Hilbert-space methods to assign atomic or fragment populations so that the results do not

artificially depend on the underlying AO basis set often rely on using a minimal basis to

exactly span the occupied space.51–53 Amongst many such possibilities, Intrinsic Atomic

Orbitals (IAOs) are perhaps the simplest, and have been shown to be robust for population

analysis.34,44,54 The basic idea of IAOs is to rely on a projection onto a reference minimal

basis to facilitate atom-tagging.

Starting from a converged SCF solution, one projects the occupied MO coe�cients, Cocc,

into the small reference minimal basis set and back to the big one as follows:

C̃occ = ortho(RlsRslCocc), (7)

Rsl = s�1Ssl projects from the big basis into the small basis, given that S and s are the overlap

matrices in the large and small basis sets, and Ssl is the matrix of overlaps between functions

in the small and large basis sets. In the same notation, Rls = S�1Sls projects from the small

basis into the big basis. After symmetric orthogonalization to restore orthonormality, the

so-called de-polarized orbitals are gathered in the matrix C̃occ.

12



The rectangular transformation matrix, A, from the large basis, {!µ}, to the minimal

IAO basis, �IAO

↵
=

P
µ
!µAµ↵, is produced by the following double projection step:

Als = ortho(PSP̃Sls +QSQ̃)S
ls
) (8)

P = CoccC†
occ

and P̃ = C̃occC̃†
occ

are the density matrices (i.e. occupied projectors) associ-

ated with the original occupied MOs and the de-polarized occupied MOs, respectively. Their

orthogonal complements are Q = S�1�P and Q̃ = S�1� P̃. Once the orthogonal IAOs are

available, the IAO atomic population of atom B is obtained as

NB =
X

�2B

�
PIAO

�
��

=
X

�2B

�
A†SPSA

�
��

. (9)

The reference minimal basis originally used34 for construction of the IAOs is the co-called

“MinAO” set, which is the standard cc-pVTZ AO basis manually truncated to a minimal

basis. When the molecular calculation uses e↵ective core potentials (ECPs), “MinAO-PP”

was employed, which is cc-pVTZ-PP truncated to a minimal basis (i.e. excluding core AOs).

However, this reference minimal basis fails to be valid for ECPs of other sizes (i.e. larger

or smaller core). These limitations that result from the MinAO reference minimal basis are

particularly relevant when dealing with transition metals and heavier elements.

A universally applicable reference minimal basis is made on-the-fly from appropriate free

atom density matrices obtained with the same functional and basis set as the molecular

calculation. This is done using Q-Chem’s55 so-called AutoSAD functionality, which is nor-

mally employed to construct superposition of atomic density (SAD) initial guesses for DFT

calculations at the target level of theory. Sphericalization is necessary to ensure proper shell

structure in the reference minimal basis, since many atoms have partly occupied degenerate

orbitals. For simplicity as well as to avoid ambiguity, we use the ground state of the neutral

atom, although for some atoms, a case can be made for using di↵erent spin or charge states.

For open shell atoms, the unrestricted SCF equations are solved, and the resulting ↵ and �

13



density matrices are spin-averaged as well as sphericalized.

The IAO-AutoSAD procedure first solves the following generalized eigenvalue problem

separately for each free atom, A:

PAcA
↵
= SAcA

↵
�↵ (10)

Each matrix is defined in the full basis of the free atom (rank nA), and PA is the sphericalized

and spin-averaged density matrix. The reference minimal basis set on atom A is defined by

choosing mA orbitals, corresponding to the fully and fractionally occupied atomic orbitals

(with �↵ � 1

14
, such that the f shell is selected even for a cerium atom with a single f

electron). The set of selected column vectors {cA
↵
} defines an nA⇥mA transformation to the

MBS, CA

MBS
. The reference minimal basis has rank M =

P
A
mA with functions defined by

the direct sum of the atomic transformations:

T =
M

A

CA

MBS
(11)

Given the N ⇥M transformation from the AO basis to the reference minimal basis, T, all

quantities needed to evaluate the IAOs with this MBS are available. For instance, referring

back to Eqs. 7 and 8, we see that s = T†ST and Ssl = T†S.

One must be aware that IAO orbitals and atomic charges do depend on the underlying

choice of reference minimal basis. Fortunately, our IAO-AutoSAD procedure shows results

that are generally very similar to using MinAO for problems where the latter can be applied

(i.e. no pseudopotentials). Some examples are shown in Figure 2, for a wide range of AO

basis sets. This is encouraging, and sets the stage for the results we report for the OSLO

procedure in the following section. However, IAO charges do exhibit some dependence on

the reference minimal basis. For instance, the O atomic charge in H2O changes by 0.25e�

when using STO-3G as the reference minimal basis instead of MinAO or AutoSAD. For

IAO-AutoSAD applied to transition metals, the choice of atomic state also has an impact.

These issues may deserve further study in the future, as IAOs become more widely used.
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Figure 2: IAO atomic charges for H2O, CH4, and HCN where the crosses are charges from
calculations using the AutoSAD reference minimal basis, while the circles used the MinAO
basis.34 All calculations are done with Hartree-Fock wavefunctions, and it is evident that
the two sets of results are nearly indistinguishable.

Implementation and Computational Details

We have completed two independent implementations of the OSLO method, which serves

as validation that both are correct, and also provides the opportunity to employ two di↵er-

ent approaches to evaluate the fragment populations. Adopting the IAO-AutoSAD Hilbert

space approach to charges described above, one of our implementations of the OSLO method

is within the Q-Chem program package,55 and consequently uses OSLO fragment popula-

tions and FOLI values that are obtained analytically. Our second implementation uses the

Topological Fuzzy Voronoi Cells (TFVC) real-space atomic definition,50 within the APOST-

3D56 package. The numerical evaluation of the TFVC charges used the atom-centered Becke

multicenter quadrature scheme57 with 40⇥ 146 grid points (per atom).

Geometry optimizations were performed by using the !B97X-V density functional58 with

the def2-TZVP basis set (all electron for light atoms (through Kr) and with def2-ECP for

heavier atoms).59 The !B97X-V functional performs very well for both main group28,60
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and transition metal compounds.61,62 Vibrational frequency calculations, to confirm minima

on the potential energy surface, were computed at the same level of theory. Wavefunctions,

energies and orbital localizations were also evaluated at the same level. All DFT calculations

were performed with the Q-Chem package,55 while the OSLO analysis was performed with

both the Hilbert space and real-space implementations described above.

Results and Discussion

We evaluate the performance of the OSLO approach for a number of challenging systems,

including high-valent oxides, TMs with non-innocent ligands, sulfur dioxide adducts with

di↵erent bonding patterns, a Zn-based porphyrinic system and TM carbenes of di↵erent

types (Schrock, Fischer and Grubbs 1st and 2nd generation). We apply both IAO-AutoSAD

and TFVC atomic population schemes, to test the robustness of the OSLO procedure to the

definition of fragment charges. The full set of results obtained are summarized in Table 1.

The OS of the TM and the relevant ligand are reported, together with the FOLI values of

the last selected OSLO, which is the least localized one (i.e. largest FOLI value among all

selected OSLOs). In fact, once nocc � 1 localized orbitals have been projected out from the

density matrix, there is only one (localized) orbital left. This last OSLO is associated with

the fragment with the smallest FOLI value.

In many cases the last FOLI value is close to its smallest value of 1, indicating very

good orbital localization and, consequently, a clear-cut OS assignment. In cases where the

last FOLI value is larger than 1, it is very instructive to examine the �-FOLI value (the

di↵erence between the smallest and second smallest FOLI values) to see how clear-cut the

OS assignment is: the larger the better. Cases with �-FOLI > 1 suggest clear-cut ionic

character. Overall, the formal OS assignments using both fragment charge schemes agree in

almost all cases (30 out of 33). The very few discordant cases have associated �-FOLI values

below 0.2, which is probably smaller than can be meaningfully associated with application
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Table 1: Summary of the OSLO results for the molecular systems studied, obtained with
the IAO-AutoSAD and TFVC (in parenthesis) population analysis. OS for TM and selected
ligand (L) in bold. tBu = tert-butyl, Cp = cyclopentadienyl, Ar = 2,6-diisopropylphenyl,
Ar1 = 2,6-dimethylphenyl, Cy = cyclohexyl, IMes = 1,3-Dimesitylimidazol-2-ylidene. (a)

IAO-AutoSAD alternative solution. (b) TFVC results using tolerance value of 10�4.

Complex M OS L OS �-FOLI Last FOLI
[TiO2] +4 (+4) -2 (-2) 3.453 (3.367) 1.321 (1.372)
[VO4]3� +5 (+5) -2 (-2) 1.548 (1.748) 1.466 (1.461)
[FeO4]2� +6 (+6) -2 (-2) 1.598 (1.682) 1.569 (1.623)
[ReO4]� +7 (+7) -2 (-2) 1.806 (1.829) 1.470 (1.480)
[OsO4] +8 (+8) -2 (-2) 1.415 (1.363) 1.592 (1.609)
[IrO4]+ +9 (+9) -2 (-2) 1.529 (1.084) 1.705 (1.742)

[PtO4]2+(a) +10 (+10) -2 (-2) 1.023 (0.707) 1.859 (1.904)
FeCp2 +2 (+2) -1 (-1) 1.800 (2.343) 1.313 (1.437)

Zn(porphyrin) +2 (+2) -2 (-2) 0.958 (1.470) 1.509 (1.319)
[Ni(S2C2Me2)2]0 +2 (+2) -1 (-1) 0.000 (0.000) 2.000 (2.245)

[Ni(S2C2Me2)2]1� ↵ +2 (+3) -1.5 (-2) 0.603 (0.913) 1.634 (1.656)
[Ni(S2C2Me2)2]1� � 0.000 (0.110) 2.000 (1.901)
[Ni(S2C2Me2)2]2� +2 (+2) -2 (-2) 1.085 (1.374) 1.482 (1.509)

[Cu(CF3)4]1� +3 (+3) -1 (-1) 0.373 (0.728) 1.516 (1.531)
[Cu(CF3)4]2� ↵ +2 (+2) -1 (-1) 4.823 (4.845) 1.075 (1.152)
[Cu(CF3)4]2� � -1 (-1) 2.528 (2.867) 1.267 (1.270)
[Cu(CF3)4]3� +1 (+1) -1 (-1) 4.383 (4.581) 1.084 (1.145)

Rh(SO2)Cl(PH3)2 (L-type) +1 (+1) 0 (0) 1.421 (1.209) 1.402 (1.509)
Rh(SO2)Cl(CO)(PH3)2 (Z-type) +1 (+1) 0 (0) 1.064 (1.688) 1.606 (1.516)

Ru(SO2)Cl(NO)(PH3)2 (⇡-type) (b) 0 (0) 0 (0) 0.514 (0.339) 2.432 (2.550)
[Fe(CN)5NO]2� +2 (+2) +1 (+1) 0.981 (0.802) 1.573 (1.827)
[Fe(CN)5NO]3� ↵ +2 (+2) 0 (0) 0.839 (0.674) 1.688 (1.987)
[Fe(CN)5NO]3� � 2.638 (2.162) 1.375 (1.436)

(CO)5W=CHN(CH3)2 (1) (Fischer) 0 (0) 0 (0) 3.069 (2.205) 1.920 (3.196)
(CO)5W=CHOCH3 (2) (Fischer) 0 (0) 0 (0) 1.860 (1.148) 2.037 (3.311)

(CO)5W=CF2 (3) (Fischer) 0 (0) 0 (0) 1.567 (0.893) 2.017 (3.232)
(CO)5W=CH2 (4) (Fischer) 0 (+2) 0 (-2) 0.612 (0.194) 2.279 (3.142)

NAr(OtBu)2W=CHtBu (5) (Schrock) +6 (+6) -2 (-2) 0.283 (0.659) 1.924 (1.933)
NAr(OtBu)2W=CH2 (6) (Schrock) +6 (+6) -2 (-2) 0.455 (0.806) 1.845 (1.908)

NAr1(OtBu)2Mo=CHCMe2Ph (7) (Schrock) +6 (+6) -2 (-2) 0.253 (0.565) 1.916 (1.917)
NAr1(OtBu)2Mo=CH2 (8) (Schrock) +6 (+6) -2 (-2) 0.203 (0.487) 1.956 (2.018)
NAr1(OtBu)2Mo=CHPh (9) (Schrock) +6 (+6) -2 (-2) 0.153 (0.430) 1.986 (2.042)

PCy3Cl2Os=CH2 (10) (Grubbs) +2 (+4) 0 (-2) 0.048 (0.044) 2.089 (2.278)
H2IMesCl2Os=CH2 (11) (Grubbs) +4 (+4) -2 (-2) 0.192 (0.259) 2.375 (2.709)
PCy3Cl2Ru=CH2 (12) (Grubbs) +2 (+2) 0 (0) 0.222 (0.150) 1.964 (2.199)
H2IMesCl2Ru=CH2 (13) (Grubbs) +2 (+2) 0 (0) 0.276 (0.306) 2.013 (2.149)
(PH3)2Cl2Ru=CH2 (14) (Grubbs) +2 (+2) 0 (0) 0.241 (0.090) 1.961 (2.153)
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of the ionic approximation (this will be discussed more later).

We will discuss a few of the more clear-cut cases only briefly. For the high-valent oxides

ranging from TiO2 to IrO4
+, the OS obtained with OSLO are in full agreement with LOBA,

EOS and also with IUPAC’s ionic approximation.35 Clear-cut formal oxo (O2�) ligands are

obtained in all cases, resulting in OS as high as Ir(+9).

The PtO4
2+ system deserves particular attention. We treat the case of the spin-restricted

solution, which is stable in orbital space, and leads to the optimized Td geometry. There

are lower energy spin-polarized solutions but we do not consider them here. The valence

MO diagram can be found elsewhere;63 there are eight ⇡ and four �-type doubly-occupied

MOs. In a Td environment, the 5d orbitals of Pt split into E and T2 symmetries, while the

6s orbital is A1. The four symmetry-equivalent O atoms lead to �- and ⇡-type symmetry-

adapted orbitals, with symmetries �� = A1 +T2 and �⇡ = E+T1 +T2. Towards the end of

the iterative procedure, the E type OSLOs on Pt are very close in FOLI with the eight �⇡

of the O centers, due to the significant covalent character of the Pt-O bonds. When using

TFVC, the FOLI value of O atoms (1.67) is smaller than that of Pt’s E OSLOs (1.84), so

they are selected and projected out of the P matrix for the next iteration. Since there is

only one set of E orbitals in the occupied space, the aforementioned E-type OSLOs on Pt

are now absent, and the OSLOs with smaller FOLI value become those corresponding to the

�� of the O centers, leading to a fairly clear Pt(+10) assignment (see Table 1).

When using IAO-AutoSAD, however, at the same step of the process the situation is

reversed. The FOLI value of the Pt E OSLOs is smaller (1.50) than that of the eight �⇡

(1.69). When the former are selected and projected out from the P-matrix, the eight ⇡-type

OSLOs of the O centers become rank deficient for the next iterations. This leads to two

undesirable outcomes. First, the localized orbitals on the O are mixed-up by the canonical

orthogonalization process. Second, a last OSLO of A1 symmetry delocalized over the four

O centers remains left in the last iteration, leading to a huge FOLI value (4.63) and a split

of the electron pair among the four equivalent O centers. By applying the branching option
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on the IAO-AutoSAD calculation, the Pt(+10) picture obtained with TFVC is recovered,

with similar �-FOLI value. Selecting OSLOs with a higher FOLI value at a given step of

the iterative process ends up providing a final solution where the sum of the FOLI values of

the selected OSLOs is smaller (36.34 vs 33.22).

The Zn-porphyrin system is potentially challenging for OSLO because, due to its sym-

metry, the center of charge of the porphyrin ligand exactly coincides with the position of

the Zn nucleus. Nevertheless, as a result of using the FOLI values, the OSLO procedure

performs smoothly, yielding the expected Zn (+2) OS with �-FOLI value close to or even

larger (TFVC) than 1. The OSLO results for the nitroprusside anion ([Fe(CN)5NO]2�) and

its reduced form are also very clear, leading to a formal Fe(+2) species and a ligand-based

reduction, in line with the well-known non-innocent nature of the nitrosyl ligand. The IAO-

AutoSAD population yields larger �-FOLI values as compared to TFVC.

Ferrocene (see Figure 3) is a nice example because it shows the utility of the OSLOs

themselves. The cyclopentadienyl anion OSLOs are shown in panels (a) through (c), and the

fragment localized ⇡ orbitals are particularly pleasing because they resemble the delocalized

⇡ orbitals of the isolated anion. In other words, this shows the advantage of fragment

localization over global localization (see also the recent treatment via intrinsic fragment

orbitals44). The 3 occupied Fe (3d) orbitals emerge as expected, and the OS assignment is

very clear based on the small FOLI value of the last orbital as well as the large �-FOLI gap.

The redox series of nickel diothiolate complexes, [Ni(S2C2Me2)2]n� with n = 0, 1, 2, is

particularly interesting. The n = 0 complex is a closed shell singlet. Figure 4 gathers the

most relevant OSLOs and the corresponding FOLI values. For Ni, four well-localized d-type

orbitals (Figure 4a) are obtained, leading to a Ni(+2) OS. Then, for each thiolate ligand,

one finds two S lone pairs and two �-type orbitals associated with the two S-Ni � bonds (see

Figure 4b). Since each thiolate is a fragment, these two sets of orbitals are not localized into

individual S lone pair and S-Ni bonds, but form two in-phase (+,+) and out-of-phase (+,-)

localized orbitals within the fragment. The �(+,�) OSLO exhibits a relatively large FOLI
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(a)

(b)

(c)

(d)

Figure 3: Valence OSLOs for the FeCp2 complex as produced by the algorithm shown in
Figure 1. The lower cyclopentadienyl ligand’s �C�H OSLOs are shown in panel (a), its �C�C

OSLOs are shown in panel (b), and its ⇡ OSLOs in panel (c). The 3 d-type OSLOs on Fe
are shown in panel (d). The isosurface value is 0.075 a.u.
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value (⇠ 1.7), indicating some partial contribution from the Ni center. The �(+,+) orbital

shows a minor Ni contribution, leading to a smaller FOLI value (⇠ 1.3). In addition, each

thiolate exhibits a well localized ⇡-type orbital on the two sp2 carbon atoms, with FOLI ⇠ 1.

The last OSLO, in Figure 4b (bottom right), corresponds to a ⇡-type orbital delocalized over

the two thiolate ligands, consistent with the FOLI value (⇠ 2). Moreover, the �-FOLI value

is exactly zero for both population schemes. This indicates a formal split of the electron

pair between the two ligands (in other words, a covalent assignment), leading to two thiolate

(-1) moieties to accompany the Ni (+2) center. We can envisage similar situations with

the OSLO procedure when dealing with mixed-valence compounds. Visual inspection of the

critical localized orbital/s will confirm or deny mixed valence or covalent character suggested

by very small �-FOLI values.

The two-electron reduction of [Ni(S2C2Me2)2] leads to the S = 0 closed-shell species

[Ni(S2C2Me2)2]2�. The OSLO procedure yields essentially the same valence localized orbitals

as in the previously discussed oxidized form (i.e. four d-type localized orbitals on Ni, two

lone pairs and two � type S-Ni orbitals), except that the last delocalized orbital is replaced

by two well-localized ⇡-type orbitals, one on each thiolate ligand, as shown in Figure 4c.

The �-FOLI value is larger than 1, clearly pointing to ligand-based reduction, and in turn,

Ni (+2) and two thiolate (-2) moieties.

One-electron reduction to [Ni(S2C2Me2)2]1� is more tricky. The system is an open-shell

doublet (S = 1

2
), and the ↵ and � parts are treated separately. The ↵ part is rather clear cut,

yielding similar localized orbitals as in the fully reduced n = 2 species, with �-FOLI > 0.6.

For the � part, using IAO-AutoSAD populations leads to localized orbitals comparable to

those of the oxidized form (n = 0): four d orbitals on Ni and a last ⇡ orbital delocalized

over the two thiolate moieties, with FOLI ⇠ 2 and �-FOLI= 0. These OLSOs suggest a

mixed-valence situation with Ni(+2) and two partially-reduced thiolates (-1.5), from equal

sharing of the last beta electron between the thiolates. This result, as well as those for the

closed-shell species, agrees with the experimental evidence64,65 and with the EOS scheme.35
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Figure 4: Valence LOs of the [Ni(S2C2Me2)2]0 system with IAO-AutoSAD and TFVC (in
parenthesis) FOLI values. d-type orbitals on Ni (a), ligand’s �, lone pair (LP) and ⇡ obitals
(b). Last localized ligand ⇡ orbital for [Ni(S2C2Me2)2]2� (c). Last localized ligand ⇡ orbital
from the beta density of [Ni(S2C2Me2)2]� using TFVC (d). The isosurface value is 0.075 a.u.
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However, the results for the � part of the S = 1

2
species are somewhat di↵erent when

using TFVC populations. In the iterative process, two equivalent ⇡-type orbitals centered on

each thiolate with significant contribution from the Ni center (see Figure 4d) are selected over

the d-type orbital centered on Ni (which also exhibits significant mixing with the ligands).

The FOLI values are 1.901 and 2.011, respectively, indicating a large degree of delocalization

of these last orbitals. As a consequence, the picture obtained is a Ni(+3) with two fully

reduced thiolate (-2) ligands, with a �-FOLI value of merely 0.11. This very small �-FOLI

value argues for equal sharing of the last electron pair.

In Naumann’s ion,66 [Cu(CF3)4]�, Cu OS and role of the CF3 ligands has been debated

for more than 25 years.67–72 Based on the DFT frontier molecular orbitals, Snyder considered

that the metal center is best described as Cu (+1) (i.e. d10), instead of a d8 Cu (+3) as would

follow if all CF3 ligands were formally anionic (-1).67 According to Snyder, the anion features

an “inverted” ligand field,72 where the lowest unoccupied molecular orbital (LUMO) exhibits

dominant ligand character. This assignment has been questioned by others, who support the

latter, more conventional, view of four CF�
3
ligands.68,69 Most recently, the Lancaster group

have put forward further experimental and computational arguments in favor of d10.70,71

Other arguments supporting the Cu (+1) and Cu (+3) picture have also been given.72

These conflicting views are rooted in the relatively non-polar character of the Cu-C

bond. In recent work, some of us showed that both the LOBA and EOS schemes give OS

assignments consistent with a formal Cu (+3) species.35 While the LOBA results were rather

clear, the R (%) = 51.7 value of the EOS assignment indicated a very close call. The OSLO

procedure (with either population analysis) points towards formal anionic CF3 (-1) ligands

and hence a Cu (+3) species, as shown on Table 1. One can identify four well-localized d-

type orbitals centered on Cu (Figure 5a), while the �-type interaction between Cu and each

CF3 is captured by four equivalent ligand-centered orbitals with non-negligible contribution

from the Cu (Figure 5b). Notice also the mixing of p-type orbitals from the F atoms of the

CF3 moiety. These localized orbitals provide a much clearer picture as compared to those
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obtained with PM localization for the same wavefunction.35 Encouragingly. the FOLI values

of the last orbitals are virtually the same with both atomic population schemes (⇠ 1.5).

The �-FOLI value for the assignment is somewhat smaller using IAO-AutoSAD (0.373) as

compared to TFVC (0.728), but the same picture emerges in both cases. Finally, OSLO

results for the one- and two-electron reduction of [Cu(CF3)4]� indicate that both processes

are metal based, as expected given the Cu (+3) assignment of the anion.

In TM carbenes a double bond is formed between the TM and the carbene. The � bond is

understood as originating from �-donation of a sp2 lone pair on the carbon atom to the TM.

The nature of the ⇡-type interaction is much more system-dependent, leading to two well-

established situations. In the so-called Fischer carbenes, the ⇡ electrons formally sit on the

TM d-type orbital, which back-donates to a formally neutral carbene moiety. In Schrock-type

carbenes, the ⇡ electrons are formally associated with the carbene moiety, which becomes

anionic (-2). Previous experience indicated that OS assignment in TM-carbene complexes

is challenging. Often, EOS analysis yields low R(%) values rather close to 50, driven by

nearly equal populations of the ⇡-type EFOs on the TM and the carbene moiety. With

LOBA, Pipek-Mezey localized orbitals do not readily correspond with the � and ⇡ bonds.35

We studied a set of fourteen TM carbenes.73 The set includes four conventional W-based

Fischer carbenes (1–4), five Schrock W- and Mo-based catalysts (5–9) and five Ru- and

Os-based 1st and 2nd generation Grubbs catalysts (10–14).

Referring again to Table 1, the OSLO procedure combined with IAO-AutoSAD popu-

lations correctly identifies all prototypical Fischer and Schrock carbenes, while all Grubbs

catalysts but 10 are pictured as formal neutral Fisher-type carbenes. Notice the �-FOLI

values are mostly below 0.3 (especially for nominal Schrock and Grubbs carbenes), with

FOLI values around 2.0, indicating significant delocalization of the last orbital. Such values

could support a covalent division of charge, and, at the very least, call for inspection of the

relevant �-type and ⇡-type TM-carbene OSLOs. To this end, Figure 6 shows two examples of

OSLOs involving the TM and the carbene unit. The FOLI values of the �-type bonds (left)
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d-type Cu
1.001
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(1.532)
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Figure 5: Selected LOs of [Cu(CF3)4]� with IAO-AutoSAD and TFVC (in parenthesis)
FOLI values for Cu (a) and the CF3 ligand (b). The relatively non-polar character of the
� Cu-CF3 interaction is clearly evident. However the FOLI value (⇠ 1.5) as well as visual
inspection indicates that this orbital has greater CF3

� character than Cu (3d) character so
that in a winner-take-all assignment, the ligands emerge as CF3

� and the metal adopts a
Cu (+3) OS. The isosurface value for the plots is 0.075 a.u.

are noticeably smaller than those of the ⇡-type bonds (right), which exhibit a very similar

contribution from both fragments. Yet, one can see that the OSLO procedure produces nice,

chemically interpretable localized orbitals for the � and ⇡ bonding.
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(1.817)

S bond
2.279 W

(3.142 CH2)

S bond 
2.089 Os

(2.278 CH2)

(a)

(b)

Figure 6: � and ⇡ TM-carbene OSLOs for (a) the Fischer-type (CO)5W=CH2 complex
(species 4), and (b) the Grubbs-type PCy3Cl2Os=CH2 complex (species 10). The FOLI
values for each orbital are shown using IAO-AutoSAD (with the corresponding TFVC values
in parentheses). The large FOLI values (> 2) for the ⇡-type TM-carbene interaction, as well
as visual inspection show the shared electron character of this interaction. The isosurface
value is 0.075.

For the two cases shown in Figure 6, the IAO-AutoSAD and TFVC fragment charges

lead to di↵erent OS assignments, despite yielding almost identical sets of localized orbitals.

The �-type OSLO belongs to the carbene, with FOLI values of ⇠ 1.5 and ⇠ 1.8 for the

Fischer-type (CO)5W=CH2 complex (4), and the Grubbs-type PCy3Cl2Os=CH2 complex

(10), respectively. The ⇡-type OSLO is the origin of the discrepancy. Since this is the

last selected orbital in the OSLO procedure, its allegiance is based on the FOLI values

for each fragment. In the case of 10, TFVC provides FOLI values of 2.28 for the carbene

and 2.32 for the TM, while for IAO-AutoSAD the values are 2.14 and 2.09, respectively.

Consequently, ionic assignment leads to a neutral CH2 according to IAO-AutoSAD and to
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an anionic CH2 (-2) according to TFVC. Notice that �-FOLI values are below 0.05 in both

cases, the smallest seen in this study. The genuinely covalent nature of this ⇡ bond precludes

meaningful classification of this system as Fischer or Schrock: instead the electron pair is

shared.

On the other hand, the di↵erent OS assignment for 4 is rather unexpected, as both

population methods produce virtually the same set of OSLOs. With IAO-AutoSAD, (4) is

quite clearly a neutral Fischer-type carbene with a �-FOLI value of 0.61. However, when

using TFVC, the assignment is not only reversed, with a small �-FOLI (0.19), but also the

FOLI values of the last ⇡-type OSLO are significantly higher (3.14 and 3.34 for the carbene

and TM metal, respectively). The fragment TFVC populations on the carbene and the W

atom are 0.76 e� and 0.66 e�, respectively. Hence, the remaining 0.58 e� belongs to the

spectator CO ligands, which explains the large FOLI value obtained. By contrast, with

IAO-AutoSAD, the population of the carbene and W are 0.64 and 1.03 e�, so the electron

pair is more clearly on W (although covalent character is visually evident in Figure 6).

As a last example, let us consider the species described in IUPAC’s technical report

illustrating three di↵erent bonding modes of the SO2 ligand.2,3 Karen showed that when

acting as a Z-type ligand (i.e. as a Lewis acid), the electronegative-acceptor caveat had

to be applied to the ionic approximation so that the SO2 ligand remains neutral. With

EOS analysis the expected neutral SO2 ligand was recovered in all three cases.26 The OSLO

results of Table 1 also clearly identify a neutral SO2 moiety for both the L-type and Z-type

configurations, with large �-FOLI values of over 1.0. In the case of the ⇡-type bonding

configuration, the SO2 is once again clearly identified as neutral, but there is a close-call

situation involving Ru and a non-innocent nitrosyl ligand trans to the SO2, that calls for

visual inspection of the OSLOs. The last three OSLOs (from IAO-AutoSAD results) belong

to Ru, with FOLI values of 1.44, 1.88 and 2.43, and are depicted in Figure 7. The admixture

of contributions from the SO2 and NO ligands is indeed significant for the last OLSO (Figure

7b), but the �-FOLI value of 0.51 suggests that an ionic assignment to Ru remains justified.
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Overall, this results in a Ru (0), SO2 (0) and NO (+1) OS assignment.

d-type Ru
1.439
(1.496)

d-type Ru
1.884
(2.164)

d-type Ru
2.432
(2.550)

(a)

(b)

Figure 7: Selected Ru-centered OSLOs for Ru(SO2)Cl(NO)(PH3)2 (⇡-type), with IAO-
AutoSAD and TFVC (in parenthesis) FOLI values. The isosurface is 0.075 a.u. for panel
(a) which shows the 3rd and 2nd last OSLOs to be selected. In panel (b), which shows the
last OSLO selected, there are also significant ligand contributions as evident from the larger
FOLI value, and visual inspection of the orbital isosurface of 0.075 a.u. (left), which can be
clarified by choosing a larger value of 0.125 a.u. for the isosurface (right).

When using TFVC populations with the default tolerance of 10�2, the last two localized

orbitals, one centered on Ru and another on NO, have FOLI values within the tolerance

and are therefore selected together in the last step of the iterative procedure, leading to a

di↵erent OS assignment. However, the linear-dependency check indicates significant over-

lap between these two orbitals. As a consequence, their shape substantially changes after
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orthogonalization, leading to a pair of localized orbitals very similar to those of Figure 7.

In this case, being a non-symmetric system, a tighter tolerance of 10�4 a↵ords the selection

of the last orbitals in the iterative process one by one, readily producing the same results

obtained with IAO-AutoSAD.

Conclusions

The purpose of this work was to report a new oxidation state localized orbital (OSLO) scheme

that performs orbital localization based on molecular fragments, after a DFT calculation

with chosen total charge and spin state. The user should select a fragmentation of the target

complex, such as separation into one (or more) metal centers and individual ligands. After

an iterative process to select the most strongly fragment-localized OSLOs, each molecular

fragment is associated with a set of localized orbitals derived from a simple orbital spread

criterion. This association, in turn, determines the fragment’s formal charge or oxidation

state (OS) in a natural manner.

We introduced a new index, namely the fragment orbital localization index (FOLI),

to quantify the degree of locality of each OSLO (or any input orbital) on each fragment.

As examples, the lowest possible FOLI value of 1 corresponds to complete localization on

that fragment, while perfect delocalization between 2 fragments yields a FOLI value of 2.

Evaluation of FOLIs requires fragment populations. Two distinct population schemes have

been tested for this purpose, namely a real-space approach (TFVC) and a new version of

the intrinsic atomic orbitals (IAO-AutoSAD) that uses on-the-fly evaluation of the reference

minimal basis based on superposition of atomic densities (SAD).

The OSLO iterative procedure selects the orbital with lowest FOLI value on each iter-

ation, so that the last OSLO produced has the largest FOLI value (and is least strongly

fragment-localized) among the whole set. The �-FOLI value for the last localized orbital

measures the gap with the second smallest FOLI value among the fragments. �-FOLI mea-
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sures the reliability of the OS assignment, such that a �-FOLI value larger than 0.5 usually

indicates a clear OS assignment. Smaller values suggest increasingly covalent character in

the least localized OSLO.

Numerical tests of the new scheme shows that the OSLOs are in much better agreement

with the expected Lewis structure than those obtained with other global localization schemes

such as Pipek-Mezey (apart from straightforward cases). As a result, previously identified

limitations of the localized orbital bonding analysis (LOBA) procedure for OS assignment

that originate in the use of global orbital localization methods are overcome with the OSLO

approach. Transition metal carbenes are one such class of examples.

The OSLOs themselves carry significant chemical information, and their visualization

helps to clarify borderline OS assignments. One such example discussed here is the Cu(CF3)4�

anion, where the OSLO corresponding to the �(Cu–CF3) interaction exhibits some cova-

lent character, but supports a conventional d8 Cu configuration rather than d10. Another

example is the Grubbs catalyst, PCy3Cl2Os=CH2, where the OSLO corresponding to the

Os-carbene ⇡ bond is almost perfectly covalent, thus rendering the conventional Fischer and

Schrock classifications inapplicable.

We find the IAO-AutoSAD population scheme performs well in combination with OSLO,

outperforming the TFVC scheme that is conventionally used in the framework of e↵ective

oxidation state (EOS) analysis. IAO-AutoSAD represents a promising all-round general,

fast, analytical, basis-set independent Hilbert-space based atomic population scheme.

Associated Content
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