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The analysis of the intensity fluctuation of a fluorescence signal
rom a relatively small volume and from a few molecules contains
nformation about the distribution of different species present in
he solution and about kinetic parameters of the system. The
ame information is generally averaged out when the fluores-
ence experiment is performed in a much larger volume, typically
cuvette experiment. The fundamental reason for this difference

s that the fluctuations of the fluorescence signal from a few
olecules directly reflect the molecular nature of the matter. Only

ecently, with the advent of confocal microscopy and two-photon
xcitation, it has become practical to achieve small excitation
olumes in which only a few fluorescent molecules are present.
e introduce the concept of fluctuation spectroscopy and high-

ight some of the technical aspects. We discuss different analysis
ethods used in fluctuation spectroscopy and evaluate their use

or studying protein–protein interactions. © 1999 Academic Press

Fluorescence fluctuation spectroscopy is an emerg-
ng technique with potential applications for the study
f protein–protein interactions. The two most impor-
ant parameters determined by the autocorrelation
unction of the fluorescence fluctuations are the diffu-
ion coefficient D and the G(0) value, which is related
o the average number of molecules within the excita-
ion volume N# . Association of proteins to form oli-
omers changes the molecular mass, thus slowing
own the diffusion. The change in the average number
f molecules, however, is a far more sensitive parame-
er. We show in this contribution how the number of
olecules N# can be used to characterize the equilib-

ium between a protein dimer and its tetramer. An-

1 To whom correspondence should be addressed at Laboratory for
u
c

luorescence Dynamics, 184 Loomis Laboratory, 1110 West Green,
rbana, IL 61801. Fax: (217) 244–7187. E-mail: yan@lfd.physics.
iuc.edu.

34
ther useful approach is to separate species by their
nherent fluorescence intensity. If each monomer is
abeled individually with a fluorescent dye, then
imers display higher fluorescence intensities than
onomers. The intensity distribution is captured by

he photon counting histogram. Here we introduce the
oncept of the photon counting histogram analysis,
hich has been recently developed in our group (1),
nd point out its strength in separating species on the
asis of the difference in their molecular brightness.
owever, before we discuss these issues let us start
ith an introduction to fluctuation spectroscopy.

.1. Fluctuation Spectroscopy

Fluctuation spectroscopy started at the beginning of
his century with the invention of the ultramicroscope.
his instrument permitted for the first time the detec-
ion and study of particles with a diameter less than
.1 mm (2). Subsequent experiments with the ultrami-
roscope by Perrin and others beautifully confirmed
he theory of Brownian motion and diffusion developed
y Einstein and von Smoluchowski (3).
To illustrate the concept of fluctuation spectroscopy
e choose data from an experiment by Svedberg and

nouye on gold colloids (4). The diameter of the gold
articles was estimated to be only 6 nm. Obviously,
his size is too small to allow direct observation of the
articles. But the scattering of light induced by such
ubmicron particles can be detected in the ultramicro-
cope. A small slit in the detection path defines the
bservation volume. If a particle enters the observation
olume, it scatters light into the eyepiece of the micro-
cope and can be detected by the dark-adapted human
ye. In that particular experiment the number of par-
icles simultaneously present in the observation vol-

me was counted 39 times per minute, and the re-
orded data are as follows:

1046-2023/99 $30.00
Copyright © 1999 by Academic Press
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2000200132412310211113112511102331333221
12242212261221423452411413114231001004211231
3201111000111–211001320000010011000100023221
02110000201001–333122000231221024011102–1222
1223100011033111021011001010301131212101012
111211–1000322101230201212132111011002331224
11000120301010022173441010100211221144442121
44013212331431301122212331012111122241223111
322132110000410432012120011322231200–253212
33233111100210022013011321131200101314322112
IG. 1. Experimental data from Svedberg and Inouye on gold colloids. (
f the detected number of particles. The Poisson distribution is calculate
f the particle fluctuations.
11223234422230321421532200202142123232043112
12003314223452134110412322220221

he dashes indicated where the observer took a break
or his eyes.

The numbers of particles are displayed in Fig. 1A as
function of time. The raw data of the fluctuation

xperiment are of rather limited practical use. It is
lmost impossible to extract information about the
hysics of fluctuations by staring at the data stream.
A) Time sequence of the number of particles observed. (B) Histogram
d for an average of 1.55 particles. (C) Autocorrelation function, G(t),
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236 CHEN ET AL.
herefore, it is necessary to perform a statistical anal-
sis of the data to condense and emphasize particular
spects of the experiment. In the following we discuss
ifferent representations of the same data set: the his-
ogram, the moments, and the autocorrelation func-
ion, G(t), of the data.

The normalized histogram describes the probability
f observing N particles in the observation volume and
s shown in Fig. 1B. For a small excitation volume,
hich can freely exchange particles with its surround-

ng bath, a Poissonian distribution of particles is ex-
ected:

p~N! 5
N N z exp~2N!

N! . [1]

he original formulation of this law is due to work by
instein and von Smoluchowski (3).
A fit of the histogram data by a Poisson distribution

hows good agreement between theory and experimen-
al data and yields an average of 1.55 molecules in the
bservation volume. Actually, the very same data pre-
ented above were used by von Smoluchowski to exam-
ne the Poissonian character of number fluctuations
rom a theoretical point of view (5). The statistical
ndependence of the particles is a requirement for Pois-
onian number fluctuations and only realized in ideal
olutions.
The autocorrelation function, G(t), characterizes the

ime-dependent decay of fluctuations to their equilib-
ium value. More specifically, it calculates the similar-
ty between a signal and a copy of the same signal, but
hifted by a time lag t. Here we are concerned about
he number of particles N(t) and its autocorrelation,
iven by

G~t! 5
^N~t! z N~t 1 t!& 2 ^N~t!& 2

^N~t!& 2

5
^dN~t! z dN~t 1 t!&

^N~t!& 2 , [2]

here dN(t) 5 N(t) 2 ^N& expresses the fluctuation
n the particle number at time t. At the time the
xperiment was performed all calculations were car-
ied out by hand, and the determination of the auto-
orrelation function was a very demanding task. To-
ay, the autocorrelation function G(t) is simply
alculated by a computer and is shown for the exper-
mental data in Fig. 1C.

Let us choose the 1/e point of the autocorrelation
unction as the characteristic diffusion time of the par-
icles through the observation volume. From the curve

n Fig. 1C we arrive at a characteristic diffusion time of
.5 s, which characterizes the average residence time of

1
(
d

he particle inside the detection volume. The particle
umber fluctuations are due to Brownian motion of the
articles in the solution. The Stokes–Einstein relation-
hip predicts a diffusion coefficient of 60 mm2/s for the
stimated particle diameter of 6 nm in aqueous solu-
ion.

The time zero value of the autocorrelation function
(0) represents the normalized variance ^DN 2&/N# 2.
he number fluctuations obey Poissonian statistics. As
consequence, the G(0) value is the inverse of the

umber of molecules in the detection volume:

G~0! 5
1

N
. [3]

he recovered G(0) of 0.64 for the experimental data
ndicates that there are 1.56 particles in the observa-
ion volume, which is almost identical to the average
article number of 1.55. Note the absence of shot noise
n this experiment.

The above data are taken from one of the earliest
uctuation experiments. The technique matured since
hen and has been applied to many different subjects,
uch as Johnson noise (6, 7), the Barkhausen effect (8),
/f noise (9), mutation in bacteria (10), and spin glasses
11), to name only a few.

.2. Fluorescence Fluctuation Spectroscopy
Modern instrumentation has changed fluctuation

pectroscopy significantly. Electronic detectors have
eplaced the human eye, lasers are used instead of
unlight, and digital computers eradicated paper and
encil. However, the conceptual basis of fluctuation
pectroscopy has not changed much. Moments, proba-
ility distributions, and correlation functions are still
ost commonly used to describe stochastic processes

12). Instead of counting particles directly, modern de-
ectors measure intensities or photon counts, thus in-
roducing an additional layer of abstraction. Conse-
uently, the theory has to be adapted to reflect the
etection process.
Here, we will not measure scattering as in the his-

oric experiment, but study fluorescence. The scatter-
ng cross section decreases strongly with the size of the
article, and materials other than gold or silver scatter
ight rather weakly, thus limiting this technique to a
ew materials or large structures. The possibility of
etecting single molecules was already addressed in
he original article by Siedentopf and Zsigmondy on
he ultramicroscope. They concluded that scattering
echniques are not suitable, but that fluorescence could
e a promising candidate.
Indeed, 70 years later, Magde and co-workers (13,
4) introduced fluorescence correlation spectroscopy
FCS) and applied the technique to investigate the
iffusion and binding of ethidium bromide to double-
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237FLUORESCENCE FLUCTUATION SPECTROSCOPY
tranded DNA. The inherent sensitivity and specificity
f fluorescence spectroscopy suit this technique for
uctuation studies. The necessity to keep the average
umber of particles in the observation volume small
nd to reject background signal at the same time re-
uires small volumes. The implementation of confocal
15–17) and two photon microscopy (18) with their tiny
bservation volumes (V ' 1 mm3) greatly increased the
ensitivity of FCS and pushed the detection limit to the
ingle molecule level (19, 20).
While the temporal behavior of fluctuations is best

escribed by the autocorrelation function, the ampli-
ude of the fluctuations is characterized by its proba-
ility distribution. However, the experimentally col-
ected photon stream contains shot noise as a
onsequence of the detection process. To recover the
nformation embedded in the photon shot noise, a the-
ry of the photon count distribution was developed (1).

.2.1. Autocorrelation Analysis

The time-dependent decay of the fluorescence inten-
ity fluctuations is characterized by the autocorrela-
ion function G(t), which is directly obtainable from
CS experiments. Theoretical models for a number of
hysical processes, such as diffusion and chemical re-
ctions, exist (14, 21, 22). FCS has been applied to
tudy translational and rotational diffusion (23, 24),
ow (25), chemical reactions (26), triplet state kinetics
27), and hybridization reactions (28, 29). It has been
pplied to study processes in bulk solution, on surfaces
nd in cells (24, 30, 31). In the case of pure transla-
ional diffusion of a single species, two parameters can
e recovered from the autocorrelation function: the
verage number of molecules N# in the observation
olume, which is given by 1/G(0), and the diffusion
oefficient D of the particles (32, 33).

.2.2. PCH Analysis

While the temporal behavior of fluctuations is best
escribed by the autocorrelation function, the ampli-
ude of the fluctuations is characterized by its proba-
ility distribution. Here we are specifically interested
n the probability distribution to detect k photons per
ampling time during fluorescence fluctuation experi-
ents. This probability is experimentally determined

y the histogram of the detected photons, which we call
he photon counting histogram (PCH).

The probability of detecting k photoelectrons p(k) in
uorescence fluctuation experiments has so far re-
eived relatively little attention (34, 35). We have de-
eloped (1) a theoretical expression for the photon
ounting histogram based on the theory of photon de-
ection (36). We show that two parameters uniquely

haracterize the distribution of photon counts for a
ingle chemical species. The first parameter is the av-
rage number of molecules in the observation volume,

i
b
c

# , the second parameter is given by the molecular
rightness e, defined as the average number of detected
hotons per sampling time per molecule.
We have generalized the theory of the photon count-

ng histogram to a mixture of species and demon-
trated it experimentally for the case of two species.
he autocorrelation function offers a way to separate
hemically different species, if their diffusion coeffi-
ients differ substantially. PCH analysis offers another
ay to distinguish between different species, which is
ased on the brightness difference of the different mo-
ecular species, but not on the temporal behavior of the
uctuations. PCH analysis can thus provide informa-
ion not accessible through the autocorrelation func-
ion. In many cases of biological interest, the contrast
iven by the difference in brightness between two spe-
ies is larger than the contrast given by the difference
n their diffusion coefficients.

.2.3. Moment Analysis

Moments provide a model-independent way to char-
cterize probability distributions. The first moment
arks the average of the distribution, while the second

entral moment, the variance, describes the width of
he distribution. These are the two most important
oments from a practical standpoint. There are also

igher order moments, like the third moment, which
epresents the skewness of a distribution (37).
It is, in principle, possible to calculate the values of
(0) directly from the first and second moments of the
uorescence intensity distributions. Experimentally,
e obtain photon counts instead of intensities, and the

hot noise contribution to the photon counts must be
aken into consideration. By using the well-known re-
ationship between the factorial moments of the photon
ounts and the ordinary moments of the light intensity,
he shot noise contribution can be accounted for by a
imple algebraic operation (35, 38). The main advan-
ages of this direct calculation of G(0) from the first
nd second moments are its computational simplicity
nd model independence. It is easy to implement mo-
ent analysis into the data acquisition program, which

roves very helpful in judging the quality of the data on
he fly.

.3. Protein–Protein and Protein–Ligand Interactions

Molecular interactions are at the heart of all biolog-
cal systems, and are essential for processing and stor-
ng information, assembling structures, and regulating
hysiological processes. Fluorescence techniques have
een widely used to investigate the intermolecular in-
eraction of proteins. Titration experiments, where the
oncentration of one component is systematically var-

ed, provide information about cooperativity and the
inding energy of the reaction. The contribution of each
omponent to the measured signal depends on the tech-
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238 CHEN ET AL.
ique used. Fluorescence intensities are simply added
ogether, while each anisotropy has to be scaled by the
ractional intensity of the species (39, 40). The autocor-
elation function G(t) of a binary mixture is, on the
ther hand, given by the superposition of the individ-
al autocorrelation functions weighted by their frac-
ional intensity squared (41). The PCH of a mixture is
he convolution of all individual counting histograms,
s we will show later in this contribution.
FCS has been used to investigate the acetylcholine

eceptor binding to a-bungarotoxin based on the differ-
nce in the diffusion coefficient between the bound and
ree ligand (42). However, the diffusion coefficient
cales approximately with the cubic root of the molec-
lar weight. Thus, FCS cannot resolve reactions in-
olving only small changes in the molecular weight.
onsequently it is impractical to resolve monomer–
imer mixtures based on the autocorrelation function
lone.
We have explored an alternative approach to analyze

itration data based on the G(0) value, a method that
as received very little attention so far (43). We applied
CH or moment analysis to recover G(0) from the
uctuation data of the mixture of antibodies and their
ntigen. In addition, we characterized the molecular
rightness e and the average number of molecules N# of
he ligand alone. With this information a simultaneous
t of the G(0) and intensity titration curve was per-
ormed, which allowed us to recover the dissociation
onstant KD, and the number of binding sites and to
xamine the heterogeneity of the liganded protein (44).
ater in this contribution we apply the concept of G(0)
nalysis to characterize the dimer–tetramer equilib-
ium of glycogen phosphorylase A.

. EXPERIMENTAL CONSIDERATIONS

.1. Two-Photon Excitation
Macroscopic systems typically do not allow the ob-

ervation of fluctuations, because of the enormous
umber of independent contributions that make up the
bservable. In the microscopic world, however, fluctu-
tions are abundant. Therefore, to perform FCS exper-
ments, extremely small volumes containing only a few

olecules are required.
When FCS was introduced in the early 1970s (13,

4), the instabilities of the laser systems used for ex-
itation of fluorophores made it difficult to perform
easurements. It was also not possible to achieve very

mall excitation volumes with the instrumentation
vailable at that time. The early FCS experiments
ere limited largely to two-dimensional (2D) systems.
CS became more widespread in the early 1990s with

he commercial availability of confocal microscopes and
i:sapphire laser systems (15, 17, 18). Two-photon ex-

i
m

itation and confocal microscopy provide both high ax-
al resolution and extremely small detection volumes.
or these systems, typical detection volumes are on the
rder of 0.1 fL, which means that for a sample concen-
ration of 1 nM only 0.06 molecule is inside the detec-
ion volume.

The major focus in our laboratory is two-photon mi-
roscopy, which proves to be a powerful method in
tudying both protein oligomerization and cellular pro-
esses. Two-photon excitation is the simultaneous ab-
orption of two photons (usually of the same energy) by
molecule that is normally excited by a single photon
ith twice the energy (45–47). For example, a fluoro-
hore can reach the excited state either by absorption
f a single 400-nm photon or by absorption of two
00-nm photons. Two-photon excitation has the advan-
age that the wavelength of the fluorescence and the
avelength of the excitation light are widely sepa-

ated. The peak of the emission spectrum for typical
uorophores lies between 450 and 650 nm for excita-
ion at 800 nm; the Raman scattering occurs above 800
m with a relatively low cross section due to the 1/l4

ependence. This makes it easy to separate the fluo-
escence emission from the excitation light and Raman
cattering. Very broad bandpass filters allow the col-
ection of photons across the fluorescence spectrum
ith high rejection of scattered laser light, thereby

mproving the sensitivity of fluorescence fluctuation
easurements significantly.
The main advantage, however, of two-photon excita-

ion is its inherent optical sectioning effect. The high
hoton flux required for two-photon excitation occurs
nly at the microscope focus. Hence the optical ar-
angement is, when compared with confocal micros-
opy, straightforward. Due to the localization of molec-
lar excitation, two-photon microscopy ensures that no
hotodamage results outside the excitation volume.
The number of photon pairs absorbed per fluoro-

hore per laser pulse, n a, is given by (47)

na 5
dP# 2

F P
2tP

1SpN.A.2

hcl D 2

. [4]

he efficiency of two-photon absorption depends there-
ore linearly on the two-photon cross section d and
uadratically on the average power P# . The probability
f the two-photon absorption depends furthermore on
he fourth power of the numerical aperture N.A. of the
bjective, is inversely proportional to the pulse width
p, and quadratically inversely proportional to the rep-
tition frequency F p.
Fluorescence fluctuation experiments are performed

n samples at very low concentrations (in the range
rom picomolar to micromolar). In consequence, it is

mportant to maximize the detected photon counts per

olecule to achieve good signal-to-noise ratios. There-
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239FLUORESCENCE FLUCTUATION SPECTROSCOPY
ore, to carry out successful fluorescence fluctuation
easurements it is of utmost importance to have an

fficient two-photon setup. Each parameter that deter-
ines the two-photon absorption should be optimized.
he general instrument setup for two-photon fluores-
ence fluctuation spectroscopy used in this contribu-
ion is shown in Fig. 2. The setup is based on the
nstrument described by Berland (48).

.2. Instrument Setup

.2.1. Laser
The pulse width and repetition frequency of the laser

re determining factors for the efficiency of the two-
hoton process (see Eq. [4]). At the same average
ower, a short pulse width ensures higher instanta-
eous power and a more effective two-photon excita-
ion compared with a longer pulse width. We use a
i:sapphire laser (Mira 900, Coherent Inc., Santa
lara, CA) in this work. The pulse width of the laser is
100 fs under optimal conditions. This ultrashort laser
ulse is susceptible to pulse broadening caused by
hromatic dispersion of glass materials, such as objec-
ives, lens elements, and polarizers. The final pulse
idth of the laser at the sample is estimated to be on

he order of 150 fs. The repetition rate of the laser is 80
Hz. The gain medium of the system, the titanium:

apphire crystal, will lase over the wavelength range
rom 690 to 1000 nm.

IG. 2. Schematic of two-photon FFS instruments. The mode-lock

ource. The excitation light is send to the Zeiss microscope. Either a PM
xcitation. Finally, the photon counts from the photon counting modul
ifferent methods.
.2.2. Detector Considerations: PMT versus APD
The photon counting mode is the ultimate choice for

uorescence fluctuation experiments, where there are
lways very few molecules inside the excitation vol-
me, and where the number of detected photons is

imited. Two types of detectors have been used in this
ork, a photomultiplier tube (PMT) R-5600

Hamamatsu, Japan) and an avalanche photodiode
APD) (EG&G, Canada). Both detectors have low dark
ounts, high gain, and a fast response time, and are
ptimized for single photon counting.
Figure 3 compares the quantum efficiency of the

MT and the APD. The R-5600 photocathode consists
f alkali metals. The APD, on the other hand, uses a
ifferent physical principle than the PMT to detect
hotons. The quantum efficiency of the APD is for
avelengths above 450 nm higher than the efficiency of

he PMT and has a maximum of 70% at about 700 nm.
ne disadvantage of the APD is its very small active
rea (about 180 mm in diameter).

.2.3. Data Acquisition
A newly designed data acquisition card stores all

etected photon counts in computer memory. This
ode of operation provides a record of the experiment

imilar to that discussed in the introduction. As we
ave seen in regard to the original fluctuation data of
vedberg and Inouye, we still need to apply statistical

Ti-sapphire laser provides an efficient two-photon excitation light
ed

T or an APD detects the fluorescence generated by the two-photon

e are saved on the computer hard disk, and are analyzed later by
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240 CHEN ET AL.
ools to reduce the data into an intelligible form, but
he complete history of the photon count events is
vailable for analysis. The data reduction is performed
y software and is thus very flexible. The autocorrela-
ion function can, of course, be obtained directly from
he data, and a simple change of the software algo-
ithm allows the determination of higher-order auto-
orrelation. PCH and moment analysis can also be
asily performed on the same data record.

.2.4. Microscope, Optics, and Electronics
The experiments were carried out with either a Zeiss
xiovert 35 or a Zeiss Axiovert 135 TV microscope. The
eiss Axiovert 135 TV has a detector port directly
nderneath the emission tube lens, with a twofold in-
rease in the photon collection efficiency compared
ith the Zeiss Axiovert 35. For all the measurements
resented in this contribution, the excitation wave-
ength was in the range 770 to 790 nm. The power at
he sample ranged from 100 mW to 50 mW depending
n the experiment. The dichroic mirror (650DCSP,
hroma Technology, Brattleboro, VT) reflects the laser
xcitation very well from 650 to 850 nm, and transmits
0% of the fluorescence from 400 to 625 nm. Glass
lters, either BG-39, BGG-22, or CM-500 (Chroma
echnology, Brattleboro, VT), were used as emission
lters to eliminate the remaining excitation light.
The photon counting module consists of a photon

etector, preamplifer, discriminator, and homebuilt
omputer acquisition card. For the PMT, the signal is
rst amplified (Phillips Scientific, Model 6931, Ram-
ey, NJ) and then converted to TTL pulses with a
iscriminator (Phillips Scientific, Model 6930). The
PD detector, preamplifer, and discriminator are built

nto a single unit. The photon counts are fed into the
cquisition card and sampled with a variable time res-
lution from 0.1 ms to 1 ms. The recorded photon counts
s a function of time are saved to a data file in the
a
r

IG. 3. Comparison of quantum efficiency of APD (SPCM-AQ-141,
GG) and PMT (R-5600P, Hamamatsu).
cquisition computer and analyzed later with either
V-WAVE Version 6.10 (Visual Numerics, Inc.) or LFD
lobals Unlimited software (Champaign, IL).

.2.5. Fluorophores

The one-photon absorption cross section of a mole-
ule is typically on the order of 10216 to 10217 cm2. The
wo-photon absorption cross section, on the other hand,
epends on the lifetime of the intermediate state, and
s approximately on the order 10249 cm4s/photon. Two-
hoton cross sections of several fluorescent dyes have
een studied in detail (49–51). The two-photon excita-
ion spectrum is similar to the equivalent one-photon
xcitation spectrum if the fluorophore has no center of
ymmetry. However, for several commonly used fluoro-
hores such as fluorescein and rhodamine B, the exci-
ation spectra are blue shifted compared with the
quivalent one-photon wavelength. In consequence,
hey can be very well excited at, e.g., 780 nm, where the
quivalent one-photon excitation is very poor. Most
lue dyes, such as cascade blue and coumarin-based
yes, maintain their equivalent one-photon excitation
pectra, and can be excited at 780 nm as well. Using a
ingle wavelength for two-photon excitation provides
remendous flexibility for fluorescence fluctuation mea-
urements; no change in optics is necessary for mea-
uring a “blue” dye or a “red” dye. The fluorescence
roperty of the probes, on the other hand, does not
epend on the wavelength of the one-photon or two-
hoton excitation, since in general the fluorescence
uantum yield is the same for both methods of excita-
ion. Xanthen dyes have in general a good two-photon
ross section at 780 nm, a high fluorescence quantum
ield, and good photostability; consequently, they have
een used for most experiments presented here. The
yes we found to be very useful in fluorescence fluctu-
tion measurements are fluorescein, rhodamine 6G,
hodamine 110, rhodamine 123, cyanohydroxycouma-
in, and tetrafluorofluorescein (Molecular Probes, Eu-
ene, OR).
Figure 4 shows the PCH analysis of several dyes

xcited at 780 nm. The APD was used as detector.
hodamine 110 and rhodamine 123 are pH insensitive

rom pH 3 to 9; they have spectral properties very
imilar (both absorption and emission) to those of flu-
rescein at basic pH, but give almost two times more
ounts per second per molecule (cpsm) than fluores-
ein. Rhodamine 6G, on the other hand, has a higher
uantum yield in ethanol than in water; we obtained
21,000 cpsm with moderate excitation power (21 mW
t the sample) with two-photon excitation.

.3. Special Considerations for Sample Preparations
For biological applications, the amount of sample
vailable is often very limited. It is advantageous to
educe the volume and the concentration of a sample
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sed in the measurements. In a typical two-photon
uorescence fluctuation experiment, the excitation vol-
me is on the order of 1021 mm3. Compared with the
xcitation volume of typically 109 mm3 for conventional
uorescence cuvette experiments, the two-photon exci-
ation volume is 10 orders of magnitude smaller. The
ample concentrations typically used in fluorescence
uctuation measurements range from micromolar to
icomolar. It therefore seems possible to perform fluo-
escence fluctuation measurements on a few microli-
ers of a highly diluted sample. Unfortunately, there
re some experimental complications that might occur
nd disturb the measurements.
The adsorption of a small amount of sample to the

ample holder results in a concentration change. This
s especially important for large surface-to-volume ra-
ios and low concentrations, which can lead to a signif-
cant fraction of adsorbed sample at the container
alls. Therefore, a small surface-to-volume ratio is
referred for fluorescence fluctuation experiments.

IG. 4. Comparisons of several common dyes used in two-photon flu

nder identical conditions: excitation at 780 nm, emission bandpass filte
luorescein is dissolved in pH 10 Tris buffer; rhodamine 110 is measure
he counts per second per molecule increases by a factor of 2 when rho
. PHOTON COUNTING HISTOGRAM

.1. Overview
Traditionally, the analysis of the time sequence of

he fluorescence fluctuation experiment provides the
umber of fluorescent particles in a small volume and
he autocorrelation time of the fluctuation, i.e., the
verage permanence time of the number fluctuation.
e recently demonstrated that photon counting histo-

ram (PCH) analysis constitutes a novel tool to extract
uantities from fluorescence fluctuation data (1). For
xample, if we have two molecules with the same
ranslational diffusion coefficient but of substantial
ifference in brightness, the autocorrelation analysis is
nable to provide the distribution of fluorescence in-
ensity, while the PCH analysis can resolve the distri-
ution of molecular brightness. We note that the con-
rast given by the difference in brightness is frequently
arger than the contrast based on translational diffu-

scence fluctuation experiments. All the samples have been measured
ore

r CM-500, APD as detector, and with 21 mW of power at the sample.
d in water. We also compared rhodamine 6G in water and ethanol.
damine 6G is dissolved in ethanol instead of water.
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242 CHEN ET AL.
ion. In fact, the translational diffusion scales with the
ubic root of the molecular weight, so that a factor of 2
n the diffusion coefficient corresponds to a factor of 8
n the mass. In this contribution we do not derive the
asic equations but the interested reader can find them
n Chen et al. (1).

.2. Experimental PCH

.2.1. PCH of Fluorophores at Different
Concentrations

The detected photon counts of a constant intensity
ight source are Poissonian distributed. The concentra-
ion fluctuations of a small volume are also governed by
oissonian statistics; therefore, one might first naively
xpect that the photon counts of diffusing particles will
lso follow a Poisson distribution. In Fig. 5 the exper-
mentally determined PCHs of the dye fluorescein are
hown for three different concentrations in a semiloga-
ithmic plot. The Poisson distribution with a mean
qual to the experimental average counts ^k& is dis-
layed for each histogram as a solid line. The recorded
CH for a dye concentration of 550 nM (Fig. 5A)
eaches almost 60 counts per sampling period with an
verage of ^k& ' 26 counts. A Poisson distribution with
he same average as the experimental photon counts
pproximates the data. However, decreasing the dye
oncentration yields PCHs that are not described by
oisson statistics. At a fluorescein concentration of 55
M (Fig. 5B) a broadening of the experimental PCH
ompared with the Poisson distribution is observed.
he deviation is clearly visible at the tail of the distri-
ution, which corresponds to high photon counts. The
eviation of the PCH from the Poisson distribution
ecomes even more apparent by reducing the fluores-
ein concentration to 5.5 nM (Fig. 5C).

Each histogram is also displayed as an inset in Fig.
using a linear scale. In this representation no devia-

ion between the experimental data and a Poisson dis-
ribution is detectable by visible inspection. Since each
istogram is based on more than 106 data points, the
istogram values of the PCH can span six orders of
agnitude. A logarithmic scale for the histogram val-
es is therefore essential to pick up the deviations from
Poisson distribution.
In the next step we take the same experimental data

ets and model them using the PCH for a Gaussian–
orentzian beam profile as explained in Chen et al. (1).
he corresponding PCH can then be determined by
sing a fitting algorithm. Each histogram for a single
pecies is characterized by two parameters: the aver-
ge number of particles N# in the volume VPSF of the
SF and the average molecular brightness e. The three
ata sets were recorded under the same conditions,
xcept that the fluorescein concentration was varied.

herefore the average counts per particle e are the
ame for all three experiments. We performed a global

i
t
c

t of all three histograms with e linked together across
ll data sets, while the average number of particles
as allowed to vary. The data and the fitted histo-
rams for the three different concentrations in Fig. 6
re in good agreement. The residuals between data and
t for each histogram are displayed in Fig. 6 with each
nit representing the standard deviation s. The resid-
als are random across the counts k and the reduced
2 is close to 1, indicating a good description of the data
y the theoretical model. The fit parameters and the
verage counts are compiled in Table 1. The recovered
umber of molecules N# scales exactly with the average
hoton counts ^k& as predicted by the theory. However,
he ratio of both parameters for each successive dilu-
ion is 9.7 instead of 10 as expected for the dilution
xperiment, thus suggesting an overestimation of the
xperimental dilution factor.

.2.2. PCH of Fluorophores with Different Brightness
We used three different fluorophores, each with its

wn brightness parameter e, to illustrate the influence
f the molecular brightness e on the photon count dis-
ribution. To facilitate the comparison of the different
istograms the concentrations of all of the fluorophores
ere kept equal. The count distributions were ana-

yzed with the PCH algorithm and are shown together
ith the fits in Fig. 7. In addition, Poisson distributions
ith the same mean as the average photon counts are
isplayed as dashed lines for each histogram. The de-
iation between the tail of the PCH and the Poisson
istribution enhances with increasing e, while for e
pproaching zero the histogram converges to a Poisson
istribution.

.2.3. PCH of Mixtures
To demonstrate that the PCH of a mixture of two

uorescent species is given by the convolution of the
ndividual histograms the following experiment was
arried out. First the PCH distributions of fluorescein
nd cyanohydroxycoumarin, each at a concentration of
.2 nM, were obtained separately. In the next step
uorescein and cyanohydroxycoumarin were mixed to-
ether, so that the concentration of each dye remained
nchanged. The photon count distribution of the mix-
ure was measured and is well represented by the
onvolution of the single species histograms as shown
n Fig. 8.

.3. Discussion

Three sources of fluctuations account for the shape of
he photon counting histogram. The first one is a con-
equence of the quantum nature of the detection pro-
ess. Since the absorption of a photon occurs almost
nstantaneously, no correlation between the atomic de-

ector system and the electric field for adjacent photon
ounts exists. This noise generated by the detector is
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243FLUORESCENCE FLUCTUATION SPECTROSCOPY
lso known as shot noise and leads to a Poisson distri-
ution of photon counts. The fluctuations of the fluo-
escent light intensity are caused by the diffusion of
olecules in an inhomogeneous excitation profile and

he particle number fluctuations within the observa-
ion volume, which represent the other two sources of
oise. These intensity fluctuations introduce correla-

IG. 5. Comparison of the photon counting histogram for fluorescei
as dissolved in 75% glycerol/25% Tris buffer solution (v/v). The sam
nd an incident laser power at the sample of approximately 7 mW.
M, and (C) 5.5 nM are plotted together with their Poisson distribu
f the experimental histogram (Table 1). For the highest concentra

owering the concentration of the fluorescein results in increased deviati

C). This deviation of the experimental data from the Poisson distribut
ompared with the linear scale (shown in the inset).
ions between photon counts and are responsible for
he super-Poissonian statistics of the photon count dis-
ribution. FCS experiments always measure small,
pen volumes that freely exchange particles with the
urrounding bath. The resulting number fluctuations
f such a system alone are sufficient to cause non-
oissonian statistics. As an example, consider a homo-

t different concentrations with the Poisson distribution. Fluorescein
s were measure with a 633 Plan Apochromat objective (N.A. 5 1.4)
histograms for fluorescein at concentrations of (A) 550 nM, (B) 55

s for a mean equal to the corresponding average photon counts ^k&
only small deviations from a Poisson distribution are noticeable.
n a
ple
The
tion
tion
ons of the histogram from a Poisson distribution as shown in (B) and
ion is much more pronounced in the logarithmic representation as
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245FLUORESCENCE FLUCTUATION SPECTROSCOPY
eneous excitation profile, where the fluorescence in-
ensity is not affected by the diffusion inside the
bservation volume. In this case the particle fluctua-
ions lead to a compound Poisson distribution of photon
ounts. The fact that the count distribution follows
uper-Poissonian instead of Poissonian statistics is
rucial to extract information from the histogram. In-
tead of one parameter, which is sufficient to charac-
erize a Poisson distribution, two parameters, the av-
rage number of molecules in the excitation volume N#
nd the brightness coefficient e, are required to
niquely describe the single-species histogram. The

FIG. 6—

IG. 6. Photon counting histogram for fluorescein at three differe
istograms as used in Fig. 5 are plotted as symbols together with an e
ata sets were fit by globally linking the molecular brightness par
olecules N# to vary. The solid line represents the best fit obtained by

re compiled in Table 1. The lower panel displays the normalized re

n the table with a global X 2 of 1.01. The average number of photon
xperimental data. The ratios of the concentration, the photon counts ^
owest concentration case.
eviation of the PCH from a Poisson function is most
ronounced in the tail of the distribution. Since the
istogram values span several orders of magnitude, a

ogarithmic data representation as illustrated in Fig. 5
s necessary to make the super-Poissonian character of
he PCH visible.

The photon counting histogram approaches a Pois-
on distribution with increasing fluorophore concentra-
ion as shown in Fig. 5. This behavior can be readily
nderstood by considering the influence of the mole-
ule concentration on the intensity fluctuations. The
elative strength of the number fluctuations is given by

ntinued

concentrations: (A) 550 nM, (B) 55 nM, and (C) 5.5 nM. The same
r bar (63s) for each data point on a semilogarithmic scale. The three
eter e across the data sets, while allowing the average number of
ing the theoretical PCH function )(k; N# , e). The fitting parameters
als of the fit. The reduced X 2 for each individual data set is shown
nt
rro
am

us
sidu
counts per sampling period ^k& was calculated directly from the
k&, and the number of molecules N# were determined relative to the
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246 CHEN ET AL.
he ratio between the standard deviation s and the
ean m of the molecule distribution,

s

m
5

Î^DN 2&

N
5

1

ÎN
, [5]

nd characterizes the relative width of the distribu-
ion. The number of molecules inside a small, open
olume is Poisson distributed, and the relative
trength of the particle fluctuations decreases with the
nverse square root of the average number of particles
# . Thus with increasing particle concentration the
umber distribution approaches a delta function
(N 2 N# ). Consequently the intensity fluctuations
ssociated with the particle number die away. The
econd contribution to the intensity fluctuations, due to
he diffusion in an inhomogeneous excitation profile,
lso vanishes at high particle concentrations; a va-
ancy created by a molecule leaving a position is almost
lways filled by another molecule moving to that posi-
ion, so that no net change in the fluorescence intensity
ccurs. Thus the constant fluorescence intensity dic-
ates a Poissonian photon count distribution.

To maximize the deviation between the photon count
istribution and the corresponding Poisson function,
ne can either reduce the number of molecules within
he excitation volume or increase the brightness pa-
ameter e as demonstrated in Fig. 7. The relationship
etween the super-Poissonian character of the PCH
nd the molecular brightness e can be qualitatively
nderstood. The average fluorescence intensity of a
olecule in the excitation volume is characterized by

he parameter e. A particle with a larger value of e
auses stronger intensity fluctuations as it enters and
iffuses through the beam. The increase in the fluores-
ence intensity fluctuations leads to a further broaden-
ng of the PCH. To quantify this statement, we define
he fractional deviation Q, a measure of the deviation
etween the PCH and the Poisson distribution (52),

TAB

PCH Analysis of a Fluore

c
(nM)

c
@5.5nM# ^k&

^k&

0.28

50 100 26.25 93.8
55 10 2.71 9.7
5.5 1 0.28 1.0

a The photon counting histogram of fluorescein for three different c
). The molecular brightness e was linked across the data sets, while

2 for each individual data set is shown in the table with a global X 2 of
as calculated directly from the experimental data. The ratios of the con
ere determined relative to the lowest concentration case.
Q 5
^Dk 2& 2 ^k&

^k&
5 ge [6]

here ^Dk 2& and ^k& are the variance and the expecta-
ion value of the photon counts, respectively. A Poisso-
ian distribution is defined by Q 5 0, while super-
oissonian distributions require Q . 0 and sub-
oissonian distributions mandate Q , 0. Q is directly
roportional to the molecular brightness e and the
hape factor g of the PSF. The g factor is constant for a
iven PSF. Thus the super-Poissonian character of
CH is determined largely by e, which varies with the
xcitation power, the detection quantum yield, and the
olecular species.
Generalization to more than one species has been

escribed by Chen et al. (1). The PCH of a two species
ample is the convolution of the individual photon
ount distributions. Thus four parameters, the average
umber of molecules and the brightness of both spe-
ies, are required to characterize the photon count
istribution completely. The molecular brightness e
nd the average number of molecules N# shape the
istogram distinctively as discussed earlier. The con-
olution will change, but still preserve the character-
stics of each individual species. Thus as long as there
s a brightness difference between the species, PCH
ould resolve them regardless of their diffusion coeffi-
ient.

.4. Simulation of a Monomer–Dimer Mixture

We recently resolved mixtures of dyes experimen-
ally (53). However, here we look at a simple simula-
ion of an oligomer mixture to better illustrate the
otential of PCH. Let us consider a monomer–dimer
ixture, where each monomeric unit is labeled with a

uorescent marker. If there is no quenching occurring
n association, the dimers appear as a species with
wice the molecular brightness compared with the
onomers, since each dimer carries two fluorescent

abels. We simulate this scenario for a monomer con-

1

in Dilution Experimenta

e N#
N#

0.347
Reduced

X 2

0.807 32.53 93.7 1.14
0.807 3.36 9.7 0.98
0.807 0.347 1.0 0.84

entration was fitted globally to the theoretical PCH function )(k; N# ,
e average number of molecules N# was allowed to vary. The reduced
LE

sce

onc
th
1.01. The average number of photon counts per sampling period ^k&
centrations, the photon counts ^k&, and the number of molecules N#
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entration of 1.0 nM and a dimer concentration of 0.2
M with an excitation volume of 1.2 fL. We chose a
olecular brightness of the monomeric unit of 49,000

psm, a sampling interval of 50 ms, and a data acqui-
ition time of 10 min.
By using the theory we calculated the corresponding

hoton counting histogram and added statistical noise
o the data to make the simulation realistic. The his-
ogram of the photon counts (Fig. 9A) was first fit with
single species model and then subject to a two-species
odel. The residuals of the single-species fit are dis-

layed in Fig. 9B together with the residuals of the
wo-species fit. A single-species model clearly fails to
escribe the data accurately. The residuals are corre-
ated and yield a reduced X 2 of 14, while the residuals
f the two species model are random and lead to a
educed X 2 close to one. The parameters recovered by
he fit are specified in the figure legend and are in good
greement with the simulation parameters.
The major advantage of the PCH technique is its

bility to resolve different species in a single measure-
ent. In contrast the G(0) analysis, which we intro-

uce later in this text, yields a single value for each
easurement and therefore cannot resolve two species

n a single measurement.

IG. 7. Photon counting histograms for three dyes differing in their
olecular brightness e. The fit recovered the average number of
olecules N# as 2.6, 3.3, and 3.0 for cyanohydroxycoumarin, fluores-

ein, and rhodamine 110, respectively. A molecular brightness e with
alues of 0.738 for cyanohydroxycoumarin, 1.60 for fluorescein, and

.73 for rhodamine 110. For each histogram a Poisson distribution
ith a mean equal to the average number of photon counts is plotted
s a dashed line.

T
t
m

. FLUORESCENCE CORRELATION
PECTROSCOPY

Two fundamental physical properties can be deter-
ined from the autocorrelation function, G(t) [for a

eview, see (41)]: (1) the kinetic information, which is
haracterized by the decay of the autocorrelation func-
ion (13, 16, 18, 24, 54); (2) the fluctuation amplitude of
(t) at t 5 0, G(0), which characterizes the strength

f the fluctuation signal and is given by the normalized
ariance of the fluorescence intensity, ^DF 2&/^F& 2 (33,
8, 55).

.1. G(0) Analysis

.1.1. G(0) of a Single Species
For a single fluorescent species, the time-zero value

f the autocorrelation function, G(0), depends on the
verage number of molecules inside the excitation vol-
me,

G~0! 5
^F 2& 2 ^F& 2

^F& 2 5
g

^N&
, [7]

here g is a geometric factor and depends only on the
hape of the excitation volume,

IG. 8. Photon counting histogram for fluorescein at 1.2 nM (�),
yanohydroxycoumarin at 1.2 nM (Œ), and the mixture of fluorescein
nd cyanohydroxycoumarin (F) each at a concentration of 1.2 nM.

he solid line was determined by convoluting the experimental his-
ograms of the individual dyes (dashed lines to guide the eye) and
atches the photon counting histogram of the mixture.
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g 5 w2/w1, [8]

ith the constant wn defined as,

wn 5 E @I 2~r!/I 2~0!# nd 3r. [9]

he geometric factor g is equal to 3
4p

2 (0.07599) for the
aussian–Lorentzian PSF and equal to 1

2=2 (0.3535)
or the 3D Gaussian PSF.

The experimental observable in a fluorescence fluc-
uation experiment is not the fluorescence intensity,
ut the photon counts. The G(0) value contains the
hot noise contribution of photon counts. A direct cal-
ulation of G(0) based on the photon counts according
o Eq. [7] leads to an overestimation of G(0). Two
pproaches have been applied to recover the “true”
(0) value without the shot noise contribution of the
hoton counts:

1. A straightforward way is to extrapolate G(0) from
(t) at t Þ 0 (33, 56). Detectors have no memory of the

IG. 9. Simulated photon counting histogram for a monomer–
imer mixture as explained in the text. The concentrations of mono-
ers and dimers are 1.0 and 0.2 nM, respectively. Monomers con-

ribute a molecular brightness e of 49,000 cpsm, while the dimers are
wice as bright. (A) The histogram together with a fit to a two-species
odel. (B) The residuals of the two-species fit yield a reduced X 2 of 1.
he fit recovered a concentration of 1.0 nM and a molecular bright-
ess of 48,000 cpsm for the monomer species. For the dimer species
G

concentration of 0.21 nM and a molecular brightness of 99,000
psm were retrieved. A fit of the histogram to a single-species model
as poor, with a reduced X 2 of 14 and nonrandom residuals.
hotons detected in the past because the absorption
rocess is almost instantaneous. Thus, there is no shot
oise contribution at any other channels except at t 5
. The extrapolation of G(0) obtained by fitting to the
ppropriate model relies on the knowledge of the un-
erlying kinetic processes that contribute to the inten-
ity autocorrelation function. Hence, it is necessary to
evelop physical models to describe and account for
hese kinetic processes.

2. The second approach is called scanning FCS (S-
CS) and was introduced by Weissman et al. (57) to
etermine molecular weight of DNA samples labeled
ith ethidium bromide. This method requires a peri-
dic spatial sampling of the probe with a time period T.
f the diffusion is negligible within the first period T,
hen G(T) will be equivalent to the ideal G(0) without
hot noise contributions. The merits of this method are
o measure multiple independent excitation volumes
imultaneously and to eliminate background contribu-
ions to the autocorrelation function. The signal-to-
oise ratio increases significantly when measuring
olecules with slow diffusion. S-FCS has been success-

ully implemented to investigate several types of oli-
omer dissociation (43), and it has been used to deter-
ine the diffusion coefficients of biopolymers and the

umber of particles in biological systems (17, 58).

.1.2. G(0) of Two Species
The G(0) value for multiple species is the sum of all

ingle-species G(0) values weighted by the square of
he fractional intensity (41). For two species, A and B,
he resulting value of G(0) can be expressed in terms of
he average number of molecules, N# A and N# B, and the
olecular brightness, eA and eB:

G~0! 5 g
e A

2NA 1 e B
2NB

~eANA 1 eBNB! 2 . [10]

f the brightnesses of the two species are identical, Eq.
10] reduces to the single-species case, and G(0) rep-
esents again the total number of molecules N# . When
he brightnesses e of the two-species differ, G(0) does
ot reflect the total number of molecules, but depends
n the brightness and the population of the individual
pecies. Since G(0) represents only a single value no
iscrimination between species is possible without fur-
her knowledge. However, if the two species are cou-
led by a binding equilibrium, then it is possible to
stablish the link between G(0) and the individual
pecies by performing a titration experiment. The re-
ulting G(0) values can then be evaluated by fitting to
model.

.2. Translational Diffusion

The temporal decay of the autocorrelation function,
(t), contains information about the dynamics of the
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ystem. Depending on the time scale of interest, one
an observe fluorescence lifetimes, triplet state reac-
ions, and rotational and translational diffusion (13,
9–61). The dynamic information contained in FCS is
ften overwhelming.

.3. Practical Issues

.3.1. Calibration of the Excitation Volume

To convert the experimentally recovered G(0) into a
oncentration for the chemical species of interest, the
ize of the excitation volume must be determined for a
iven instrumental setup. The beam profile of the la-
er, the alignment of the microscope optics, and the
aintenance of the exterior optics influence the size of

he excitation volume. Variations in the excitation vol-
me by a factor of 2 can occur (48). To calibrate the
xcitation volume, we often perform an experiment
ith a sample of known concentration and of known
iffusion coefficient. Experimentally, we do not mea-
ure diffusion coefficients directly, but we measure the
esidence time of a molecule inside the excitation vol-
me given by w 0

2/8D. To recover the excitation volume
rom the residence time of the molecule, the diffusion
oefficient must be obtained by other methods. In the
ast, fluorescent spheres of known diameter were used
or calibration. However, spheres tend to aggregate as

function of time. Depending on the size and the
oncentration of the spheres, they aggregate on the
ime scale of minutes to hours. Furthermore, spheres
lso adsorb to many other materials, such as test
ubes, glass slides, and biological cells (18). Frequently,
he fluorescence intensity from the sphere sample var-
es during the course of hours due to the adsorption to
he sample holder.

All the calibration work presented in this contribu-
ion is based on specific fluorescent dyes. Fluorescent
yes are stable and less susceptible to sample prepa-
ations. The most commonly used dye is fluorescein in
igh-pH buffer [50 mM Tris buffer (Sigma, St. Louis,
O), pH 10]. Fluorescein is a pH-sensitive dye, and its

pectroscopic properties vary drastically from pH 7.5 to
. At pH . 7.5, fluorescein has a constant quantum
ield (greater than 0.93) and very good water solubility
62). The major benefit of using fluorescein is its lack of
nteractions with surfaces; consistent results are al-
ays obtained regardless of the type of sample holder
sed. Another frequently used dye is rhodamine 110;
hodamine 110 has lower water solubility than fluores-
ein, but is, under identical instrumental conditions,
lmost by a factor of 2 brighter than fluorescein. Fig.
0A shows the autocorrelation curve of 4 nM fluores-
ein in Tris buffer. Fig. 10B shows the autocorrelation
urve of rhodamine 110 at 3 nM in water. A global

nalysis was performed on the data sets. The diffusion
oefficient of fluorescein was fixed at 300 mm2/s (41).
he Gaussian–Lorentizan beam waist, wGL, was linked

l
A
o

etween the two data sets and recovered as 0.319 mm.
onsequently, the diffusion coefficient of rhodamine
10 was recovered as 272 mm2/s.

.3.2. Sampling Time

Accurate extrapolations of the autocorrelation func-
ion to the origin were especially important in the past
hen the data acquisition was limited to relatively

ong sampling times. The corresponding time scale for
50-ms sampling time is indicated as dashed lines in
ig. 10. The extrapolated G(0) is almost a factor of 2
igher than G(t) at t 5 50 ms. If the diffusion coeffi-
ient of a chemical species is 300 mm2/s, and the beam
aist of the excitation volume is 0.4 mm, then the

esidence time of molecules inside the excitation vol-
me is about 70 ms, which is less than a factor of 2

onger than the sampling time. However, improve-
ents of the data acquisition hardware allow sampling

imes of less than 1 ms, which is almost two orders of
agnitude faster than the residence time. For the data

hown in Fig. 10, the time bin was 1 ms. The extrapo-
ated G(0) is less than 10% higher than the next chan-
el, G(1). G(0) can be thus replaced by G(1) at the
icrosecond binning time. Consequently, for systems

overned only by translational diffusion, the extrapo-
ation method becomes less important when the data
ampling time is on the microsecond time scale.
In addition to translational diffusion, there are other

inetic processes that contribute to the decay of the
utocorrelation function. A well-studied system is the
riplet state reaction (27). The triplet lifetime is on the
rder of microseconds. The molecules in the triplet
tate become “dark,” and therefore are invisible to the
etector on the microsecond time scale. The number of
olecules available for singlet state excitation is thus

educed, and the G(1) value is increased.

.4. FCS Studies of Protein Associations

As mentioned in the introduction, one biological sys-
em that we have studied using the fluctuation corre-
ation technique is the association/dissociation equilib-
ium of protein oligomers. One central problem in
tudying protein interactions is to measure if a protein
ample exhibits aggregation and if so to what extent.
CS can be particularly powerful for this application
ince measurements are made on an unperturbed equi-
ibrium sample in vitro, and can be performed at low
oncentrations not accessible by other methods. To
emonstrate the feasibility of these studies using scan-
ing FCS, we have monitored the dissociation by dilu-
ion of glycogen phosphorylase A, a tetramer at high
micromolar) concentrations, which dissociates to an
ctive dimer on dilution (63–65). Glycogen phosphory-

ase from rabbit muscle was purchased from Sigma.
fter dialysis, the protein was labeled by incubation
vernight with fluorescein isothiocyanate (FITC) in 50
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M Tris buffer (pH 9.0) with small amounts of dithio-
hreitol (DTT) and EDTA. Free dye was removed with
G-25 Sephadex column. The labeling efficiency was 2
uorescein labels per monomer of phosphorylase. The
reparation was then filtered with 0.2-mm filters to
IG. 10. Autocorrelation curve G(t) of two fluorescent dyes, fluores
stimated to be less than 20 mW at the sample. The 403 fluar objectiv
y an APD.
emove any large contaminants. A series of dilutions
ere prepared, from 1 mM down to 1 nM. Solutions
ere stored overnight to allow equilibration, and then
laced on hanging drop microscope slides for measure-
ents of G(t).
cein (A) and rhodamine 110 (B). The laser power at 780 nm was
e was used for these measurements. The fluorescence was detected
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If we assume a standard equilibrium relation for the
etramer to dimer protein dissociation,

K 5
@D# 2

@T#
, [11]

ith [D] the dimer and [T] the tetramer concentration,
e can calculate the form for G(0) as a function of total
rotein concentration.
Measurements were made for the different dilutions,

nd the results are shown in Fig. 11. Though there is
ignificant noise in these measurements, it is clear that
he protein dissociates with increasing dilution. The
est fit of this data yields K 5 430 nM (monomer), in
ood agreement with previous measurements of the
issociation constant (65, 66).

. SUMMARY

After more than 20 years of development, fluores-
ence fluctuation spectroscopy is reemerging with ex-
iting new applications in biology and chemistry. The
ensitivity provided by fluorescence techniques com-
ined with the extremely small observation volumes
chieved by modern microscopy techniques allows the
tudy of biological processes even at the single mole-
ule level. Fluctuations occur spontaneously; thus, ki-

IG. 11. Dissociation of GPA as it is diluted from micromolar to
anomolar concentration. To directly detect particle aggregation, one
an conveniently introduce an association parameter, b, which is a
omparison of the fluctuation amplitude measured by FCS with the
umber of particles expected for a known sample concentration: b [
/G(0) z NT, where NT is the total number of monomer units in the
olume. For a monodisperse sample, b will have a value of 1/n,
1
1

here n is the number of monomers per particle. Thus, for a
etramer–dimer equilibrium, b will increase from 0.25 to 0.5 as
iscussed in Berland et al. (43).
etic parameters are directly obtained from the anal-
sis of the temporal intensity fluctuations at
quilibrium, without perturbing the system.
We illustrate the PCH analysis to characterize the

robability distribution of photon counts. PCH and
utocorrelation analyses are complementary tech-
iques; PCH exploits the fluctuations in the amplitude
omain, while the autocorrelation function uses the
ame fluctuations in the time domain. We show exper-
mentally that the PCH analysis provides, for the
ingle-species case, the average number of molecules N#
nd the molecular brightness e. We generalized the
CH theory to a mixture of species and demonstrated
he validity for the case of two species.

The strength of PCH analysis lies in its ability to
esolve two species of different molecular brightness in
single experiment. To illustrate this point the simu-

ated photon counting histogram of a monomer–dimer
ixture was studied. The analysis of the G(0) value

rovides an alternative approach to characterize oli-
omer equilibria, which is based on the change in the
verage number of molecules in the excitation volume
s the proteins oligomerize. We experimentally dem-
nstrated G(0) analysis for a dimer–tetramer equilib-
ium of proteins. Thus fluorescence fluctuation spec-
roscopy has matured enough to be considered a viable
ool to study protein–protein interactions.
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