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ABSTRACT OF THE THESIS 

 

THREE-DIMENSIONAL LEFT AND RIGHT VENTRICULAR 
STRAIN DISTRIBUTIONS IN THE RAT HEART 

 

by 

Martin J. Barrio 

 

Master of Science in Bioengineering 

University of California, San Diego, 2013 

Professor Jeffrey H. Omens, Chair  

 
Many studies have shown that strain measurements are becoming viable for 

diagnostic and clinical purposes. Strain has shown potential in serving as early indicator 

for a host of cardiac diseases such coronary disease, hypertension, etc. Therefore, it is 

crucial to develop techniques to accurately determine strain. There are many different 
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methods to measure cardiac regional mechanics using a variety of techniques such as 

Doppler echocardiographic imaging as well harmonic phase algorithm (HARP). These 

methods are popular, as they have produced accurate systolic strains. However, both 

methods have their limitations. Previous studies have combined HARP with finite 

element modeling to compute 3D circumferential, radial and longitudinal strains in mice, 

however they limited their calculations to the left ventricle. Here, we use combine MRI, 

DT-MRI, and HARP to measure the same distributions, but in addition, we measure 

fiber, sheet-normal and cross-fiber strains in both the left and right ventricle. In order to 

examine this structure-function relationship, we will determine regional function in the 

left and right ventricle using a structure-dependent computational model of cardiac 

mechanics. Using normotensive and hypertensive rat hearts models, we will quantify the 

time course of regional strain throughout the left and right ventricle. These measures, 

along with ECG and blood pressures, will be used as inputs to a finite element model of 

the contracting ventricles. The goal of these studies will be to determine if these measures 

are sufficient to produce accurate strain fields in rat hearts. 
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1   Introduction 
   1.1  Cardiac Anatomy and Function 

The heart is a muscular organ that pumps blood throughout the circulatory system 

delivering oxygenated blood and removing the waste from other organs. It is composed 

of four main chambers: the left and right atria (LA, RA) and the left and right ventricles 

(LV, RV). There are four main valves that direct the blood flow in one direction; two 

atrioventricular (AV) and two semilunar (SL) valves. The two AV valves are the 

tricuspid and mitral valve and they are responsible for preventing backflow of blood into 

the atria. The tricuspid valve is located between the RA and RV and the mitral valve is 

located between the LA and LV. The two SL valves, aortic and pulmonary valves, are 

responsible for forcing blood into the arteries as well as prevent backflow into the 

ventricles. A detailed illustration of the heart is shown in Figure 1-1.  

 



2 

 

 
Figure 1-1: Detailed representation of the heart 

 
The cardiac cycle describes the process in which the heart pumps blood to the rest of the 

body. It can be described in two main stages: diastole and systole. Diastole begins with 

isovolumic relaxation, where both all the valves remain closed and the atria are filling 

with blood. It continues until the ventricular pressures fall below the atrial pressures and 

thus the SL valves will open initiating the filling stage, where the ventricles fill with 

blood. Diastole ends when the ventricles are completely filled and the myocytes begin to 

contract, which begins the next stage, systole. The ventricular pressures rise gradually 

until they exceed either the aorta or the pulmonary artery, which leads to opening of the 

SL valves and ejection. During this stage, blood flows out of the ventricles into the rest of 

body. Systole ends when end systolic volume of the heart is reached and when relaxation 

stage begins again.  

   1.2  Ventricular Strain Measurements 

Measuring ventricular strain measurements is crucial in identifying heart diseases. 

Higaki et al [20] shows that global two-dimensional strain could be used to detect 

myocardial fibrosis with patients with normal ventricular function. The group showed 
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that hypertrophic patients had a significantly lower longitudinal strain compared to the 

norm. Holt [21] has suggested the use of measuring strain to detect early signs of 

coronary disease or myocardial infarctions. Studies have shown that longitudinal strain is 

reduced in patients with infarctions and correlate with the infarct size and ejection 

fraction [21]. Edvardsen et al. [22] also showed how longitudinal strain can be a great 

predictor of infarct size in the chronic ischaemic heart disease. Young et al. [23] showed 

that patients with type two diabetes and left ventricular dysfunction had circumferential 

and longitudinal strains 14% and 22% smaller, respectively compared to normal patients. 

Thus, it has been shown in the literature that strain measurements can be a powerful 

indicator of certain heart diseases, in particular when regional functional indices are 

important, even in studies that show normal global ventricular function. 

Previous studies have focused mostly on calculating two dimensional strain using 

echocardiograph techniques [20, 21, 22, 23]. These methods have produced accurate 

rapid systolic strain results and have seen widespread clinical use, however there are a 

number of limitations. The number of strain components that can be calculated is reduced 

based on image orientation [24]. Doppler echocardiograph is limited by lack of fixed 

reference points in the myocardium; therefore sampling the same points throughout the 

cardiac cycle is not possible [25].  Doppler-derived strains have also been limited due to 

their poor reproducibility. There are other methods that have used the combination of 

tagged magnetic resonance imaging (MRI) and harmonic phase algorithm (HARP). 

HARP has been shown to calculate highly accurate strains [1, 2, 3, 4], however it is 

limited by the calculation in two dimensions. Standard HARP tracking also requires 

many frames to track material points as large deformations lead to increased number of 
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mis-tracked points. Chuang et al. [18] has combined both HARP and finite element 

modeling to calculate three-dimensional strains, but the group limited their measurements 

to the left ventricle. Most of these studies focus their strain calculations to 

circumferential, radial, and longitudinal where the heart fiber architecture is not taken 

into account. Therefore, they did not possess the ability to calculate fiber, sheet-normal, 

and cross-fiber strains. It is important to make to calculate these specific strain maps as 

they have shown to be linked with wall thickening [27]. 

Thus, the ability to calculate strain maps could be extremely useful to predict 

heart disease and therefore measuring high accurate three dimensional strain distributions 

is crucial. In this study, we will combine MRI, HARP, and Diffusion tensor MRI to 

create finite element models that will be used to calculate circumferential, radial, 

longitudinal, fiber, sheet-normal, and cross-fiber strain distributions for both the LV and 

RV.  

   1.3  Finite Element Modeling 

Computation models have shown a tremendous increase in use in the past decade, 

due to advances in technology. These techniques have led to application of modeling 

many different diseases. Continuity, a program for modeling and data analysis in 

bioengineering, is a powerful tool for finite element modeling in cardiac mechanics. It is 

available for download at http://www.continuity.ucsd.edu/Continuity/Download. Finite 

element models are a popular numerical technique used in modeling the heart. The 

mechanical and electrical properties of the heart can be modeled using partial derivative 

equations and the combination of elements and nodes are used to capture the complex 
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cardiac geometry. To properly define the heart structure, three dimensional hexahedral 

finite elements were used to model the geometry in prolate spheroidal coordinates 

𝜆, 𝜇,𝜃 . It has been shown in previous studies that this is an adequate realistic 

representation of the geometry [9, 18]. This coordinate system is advantageous as only 

the radial coordinate, 𝜆, needs to be fitted to for our models to be an accurately capture 

the heart structure. MRI has become a powerful and non-invasive tool to perform cardiac 

imaging and can be used to create these realistic models. There are many available 

software programs, such as ITK-snap that can be used to perform manual segmentation of 

these images. Using Continuity, we can create an adequate representation of the heart 

geometry. However, the anatomical geometry is not sufficient for defining a complete 

cardiac model. There are other factors, such as the fiber architecture to consider. 

Diffusion tensor MRI (DT-MRI) has been shown to be a powerful tool to measure the 

fiber orientations of the heart [13]. Using Continuity, we can use the measured these 

measures values and define them in our models and now we can create a model that not 

only captures the anatomy but as well defines the fiber architecture. 

For this project, we will use MRI images to quantify the end-diastolic structure of 

our normal and hypertensive rats to create the finite element models. The fiber 

architecture of the heart will be measured using diffusion tensor MRI (DT-MRI). Using 

Continuity, we will combine all this information to create an accurate model for both a 

hypertensive and normotensive heart.  
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   1.4  Harmonic Phase Algorithm (HARP) 

HARP is a powerful medical tool that is capable of extracting motion information 

in tagged MRI images. This technique was developed by Osman and Prince [1, 2, 3] and 

has begun to see widespread clinical use. The method uses band pass filters to isolate 

spectral peaks in the Fourier domain of the tagged images and calculates the phase 

images (HARP images) by taking the inverse Fourier transform of the isolated spectral 

peaks. Each material point has a unique phase that is invariant over time, and therefore 

HARP essentially tracks the motion of material points by following phase values over 

time.  

We performed tagged MRI on our rat hearts and used HARP to track manually 

defined material points on the myocardium from end-diastole to end-systole. HARP has 

mostly only been used to track points on the LV wall [1, 2, 3, 18], however in this study, 

we show the power and accuracy of this tool to track the RV free wall as well. We 

combined these results and fit our finite element models to each frame to simulate the 

contraction of our rat hearts. Using this information, we calculated the three dimensional 

strain distributions. 

   1.5  Specific Aims 

Specific Aim 1: To create 3D finite element models of the contracting heart for a control 

rat heart as well as a hypertensive rat heart. Develop upon existing techniques, such as 

HARP and DT-MRI post processing methods. The following techniques will be 

performed to accomplish this aim: 
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• Quantify the end-diastolic geometry and structure of normal and 

hypertensive rat hearts using FLASH-cine MRI scans to acquire the geometry of 

the in vivo heart at end diastole 

• Use diffusion tensor imaging (DT-MRI) to find the cardiomyocyte (fiber) 

and myolaminar (sheet-normal) orientations. 

• Using an improved version of HARP, track material points in the LV and 

RV and then the models are deformed to fit these points from end-diastole to end-

systole.  

 

Specific Aim 2: To measure deformation from end-diastole to end-systole of both the 

hypertensive and control model. We will specifically calculate circumferential, radial, 

longitudinal, fiber, sheet-normal, and cross-fiber strain distributions and compare to 

similar known results in rats and humans with hypertensive disease. 
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2   Materials and Methods 

   2.1  Animal Preparation 

The experiments were performed on Dahl salt-sensitive rats (SS) purchased from 

Charles River. We separated ten rats into two groups, Control (n = 5), and Hypertensive 

(n == 5). The Control group was fed the same diet, AIN-76A (NaCl = 0.4%) until the age 

of twelve weeks. The hypertensive group was fed the low salt diet until the age of eight 

weeks, and then fed a high salt diet, AIN-76A (NaCl = 4.0%) for the remainder of time. 

At the age of twelve weeks, only two rats from each group were imaged using MRI to 

acquire in-vivo geometry of their hearts. Afterwards, hemodynamic measurements were 
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made to acquire ECG and pressure profiles for all the rats. Then, DT-MRI was only 

performed on two rats, one control and one hypertensive. We therefore only focused on 

performing our data analysis on these two rats. All protocols were performed according 

to the National Institutes of Health’s (NIH) Guide for the Care and Use of Laboratory 

Animals and approved by the UCSD Animal Subjects Committee. 

 

   2.2  Hemodynamic Analysis 

Pressure and ECG measurements were obtained with standard procedures used 

previously in the rat [8]. The rats were anesthetized initially with 5% (vol) inhaled 

isoflurane and maintained via a nose cone at 2% (vol), and kept at a constant body 

temperature with a circulating water blanket. The carotid artery was isolated and an 

excision was made to introduce a 1.8-Fr Mikro-Tip pressure catheter (SPR-839, Millar 

Instruments). This catheter advanced down the ascending aorta where the aortic pressure 

was then measured. The catheter was then moved into the LV cavity through the aortic 

valve where the LV pressure was recorded. Hemodynamic data were recorded and 

analyzed using DATAQ Instruments software. A total of five cardiac cycles were 

collected for each of the ten rats. Values found from the recordings for each animal (5-

beat average) include end-diastolic and peak systolic pressure, heart rate, and mean 

arterial pressure. 
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   2.3  Cardiac Magnetic Resonance Imaging 
  

2.3.1   Anatomical and SPAMM Tagged cine MRI 

The rats were imaged using a on a 7T horizontal-bore magnet (Varian, Palo Alto, 

CA, USA) with an Avance II console (Bruker, Germany). The gradient system of the 

scanner is capable of 100mT/m gradient strength and maximum ramp time of 210 µsec. 

The rats were scanned at twelve weeks of age. 

The rats were first initially sedated with 5 vol-% isoflurane in 100% O2 and then 

transferred to the bore magnet. They were continuously sedated with 1-2 vol-% 

isoflurane being delivered through a nose cone. ECG monitoring was performed with a 

control gating module (SA Instruments, Stony Brook, NY). The rat hearts were 

maintained at ~350 BPM. Using a regulated heated airflow, the bore temperature was 

maintained at ~37°C.  

For the anatomical images, an ECG and respiratory triggered FLASH sequence 

was used with the following parameters: TE = 2.3 ms, TR = 9.45 ms, flip angle = 30°, 1.5 

mm slice thickness, FOV = 6 x 5 cm, matrix size = 199 x 166, NR = 18. We first oriented 

the rat heart using localizer images and then proceeded to collect eight axial slices. We 

only collected the end diastolic frame for the anatomical images. We also collected one 

long axis slice that using the same parameters. Figure 2-1 shows the eight axial slices 

cropped to a region of interest around the left ventricle. For the tagging MRI, a Spatial 

Modulation of Magnetization (SPAMM) pulse sequence was used to modulate the 

anatomical images with a periodic pattern of stripes that deform with the heart wall. The 

tagging pulse consisted of two RF’s pulses with a gradient in between and spoiler 
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gradient at the end. The tagging pulse was created using the following parameters: tag 

distance, 1.8 mm, tag thickness, 0.62 mm. Depending on the heart rate, 14-16 frames were 

collected. The parameters used for the anatomical images were the same for the tagged 

images. Figure 2-2 shows a single tagged axial slice over the time frames collected 

cropped to a region of interest around the left ventricle. The imaging protocol took 

approximately four hours for each rat. 

 

 
 

Figure 2-1: Example anatomical images taken from a single rat. Eight axial slices were collect from 
base(top left) to apex(bottom right). 

 

 
 

Figure 2-2: A sequence of tagged MRI of a rat heart. The images are sixteen time frames depicting the rat 
heart motion from end-diastole (top left) to end-systole(bottom right) 
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2.3.2   Diffusion Tensor MRI 

After the SPAMM tagged images were collected, the rats were sacrificed and the 

hearts were excised. The hearts were then transferred to Florida and DT-MRI was 

performed using a 17T Bruker Biospan magnet using a standard DTI spin echo sequence. 

The following parameters were used in these experiments: TE = 23 ms, TR = 6000, B-

value = 1000 s∙mm-2, twelve diffusion directions, FOV = 1.35 x 1.35 cm, matrix size = 

224 x 224, slice thickness = 0.3 mm, NR = 4. Figure 2-3 is an example B0 image taken on 

one of the rats. We imaged fifty-five axial slices and total imaging protocol took 19 hours 

for each rat heart. 

 

 
Figure 2-3: Example DT-MRI slice performed on a excised rat heart 

 

   2.4  Image Analysis 

For the anatomical and SPAMM tagged images, a custom built code was built 

using MATLAB to convert the images to AFNI format. The images were interpolated to 

a matrix size of 256x256 using zero fill reconstruction. Data analysis was performed on 

the original and interpolated images to confirm this method produces the same results. 
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For each acquisition, the end-diastolic frame was chosen to be the image with the largest 

LV cavity and the end-systolic frame was the image with the smallest LV cavity. The LV 

epicardial and endocardial boundaries were extracted manually using ITK-SNAP 

software. These images were used as an input for the HARP algorithm and more detail 

will be presented in the next section. For the DT-MRI images, the data was converted to 

AFNI format using the code built from MATLAB and the AFNI software was utilized to 

analyze these images.  

   2.5  Harmonic Phase Algorithm (HARP) 

There have been major developments in tagged cardiac imaging that have allowed 

fast strain calculation of the in vivo heart. MRI tagging involves using a special pulse to 

create vertical and horizontal lines called tags. Using FLASH-CINE sequences, we can 

show the motion of the heart as well as the tag features that displace with the heart. 

HARP analysis has become one of the most successful methods for measuring 

deformation of the heart using SPAMM tagged images. It involves tracking material 

points through the cardiac cycle and uses these results to calculate Lagrangian strain. 

Here we reproduce the HARP method employed by Osman et. al [1, 2] and Prince et. al 

[3] as well as perform some modifications in order to improve upon their method to 

achieve more accurate results. We will begin with a small background of SPAMM tagged 

images and then proceed to discuss the HARP algorithm.  

The effect of tagging can be described as multiplication of the underlying image 

with a specific tagged pattern. This pattern can be written as a cosine series having a 

fundamental frequency that is specified by the tagging pulse. This pattern causes the 
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spectral peaks in Fourier space shown in figure 2-4. The tagging pulse determines the 

number of spectral peaks. A 1D SPAMM pattern generates 2N-1 peaks where N is the 

number of RF pulses, but if a 2D pattern is used, than the number of peaks is 2𝑁 − 1 !. 

The HARP method begins with using a band pass filter to isolate the spectral peaks of 

interest. We perform an inverse Fourier Transform and the result is a complex image with 

magnitude and phase, φ(y,t). The magnitude image is basically the underlying image, but 

blurred due to the filtering process. The key data is the phase, which gives information 

about the motion of the heart. The phase can be calculated by taking the inverse tangent 

of the imaginary part divided by the real part, however this is the “wrapped” value that 

only falls in the range (-π, π), and not the true phase, φ(y,t). We denote the relationship 

between the true phase, 𝜑 𝒚, 𝑡 , and the wrapped phase, 𝑎 𝒚, 𝑡 , by the following: 

 

 𝑎 𝒚, 𝑡 =   𝒲(𝜑 𝒚, 𝑡 )	
   [2-1] 

 

where the non-linear wrapping function is given by 

 

 𝒲 𝜑 =   𝑚𝑜𝑑 𝜑 + 𝜋, 2𝜋 − 𝜋  

	
  

[2-2] 

a(y,t) is denoted as the harmonic phase angle (HARP) image and can visualized with the 

magnitude image in figure 2-4. The underlying principle of HARP is that a material point 

retains its HARP angle throughout its motion; essentially the angle is material property of 

the tagged tissue [1, 2, 3]. In the next section, we will describe in detail the band pass 

filter selection process. 
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Figure 2-4: (A) Example of an axial tagged image from the control heart scans (B) Fourier transform of the 
tagged image (C) Magnitude image after isolating a spectral peak using a band pass filter (D) Phase image 

of the isolated spectral peak 
 
2.5.1   Band pass Filter Selection 

There have been many different types of band pass filters such as circular, 

elliptical, Gabor etc. Osman and Prince et al. [1, 2] used an elliptical filter for their 

calculations, however Denney Jr. et al. [4] has shown that the Gabor filters acquire more 

accurate results. In this study, each image produced different results when using the 

Gabor and elliptical filters, but no data suggested that one filter was superior to the other. 

Therefore, each slice was optimized to achieve the best results. The ellipse was chosen 

because it captures the shape of most spectral peaks [1, 2, 3]. This ellipse then tails off in 

a Gaussian fashion to reduce the ringing artifacts for points that lie outside the region. 

The Gabor filter is essentially a Gaussian modulated by complex sinusoidal [5].  
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If we let k denote the 2-D frequency, then the elliptical filter used in the Fourier domain 

is shown below: 

 

 
𝐹 𝒌 =

1                                            𝑠 𝒌 ≤ 1

𝑒!
(! 𝒌 !!)!

!!!         𝑠 𝒌 > 1
  

[2-3] 

where, 

 

 𝑠 𝒌 =    𝑅𝑆 !! 𝒌− 𝐻!𝑤   [2-4] 

 

In this equation, S is 𝑅𝑎 0
0 𝑅𝑏 , where Ra and Rb are the major and minor radii of the 

elliptical region in mm-1. H is ℎ!  ℎ! , where h1 and h2 are 2D orthogonal unit vectors that 

describe the image orientation. w is the location of the spectral peak of interest. R is a 

rotation matrix that rotates the ellipse so that major axis is parallel with the angle 

generated by HTw. Figure 2-5 represents the filter used for these images. The radii have 

an enormous effect on the HARP tracking because if they are too small, than the accuracy 

will be poor, and if they are too big, than we introduce artifacts. In order to optimize the 

radii, we manually selected different values until the number of mis-tracked points was 

minimized. 
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Figure 2-5: Example of the band pass filter centered at a frequency w 
 

The Gabor filter used for these studies was taken from Denney Jr. et al [4] and it can be 

described by the following equation: 

 

 
𝐻 𝒌 =   

1
4𝜋𝜎!𝜎!

𝑒 !!! 𝒌!𝒘! 𝑻𝑩!𝟏 𝒌!𝒘! + 𝑒 !!! 𝒌!𝒘! 𝑻𝑩!𝟏 𝒌!𝒘!  [2-5] 

 

where,  

 

 

𝑩 =
𝜎!!  0
0  𝜎!!

,𝒘! =
1
𝑇
0

 
[2-6] 

 

𝜎!! and 𝜎!! are frequency-domain variances and T is the tag spacing. 𝜎!! and 𝜎!! were 

optimized for each slice. Now that we have our band pass filters, we can isolate the 

spectral peaks of interest. We select two peaks where one gives information about the 
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vertical motion (Iv) and the other gives information about the horizontal motion (Ih). We 

can then calculate the HARP images, which results in ah(y,t) and av(y,t). 

2.5.2   HARP Tracking Algorithm 

Because the phase, φ(y,t), cannot be directly calculated, we use the HARP angle 

in our computations. Because the phase value is “wrapped”, there exists no unique phase 

angle for each point. For a given material point, only one of these points can be a correct 

match. If the motion is small from one image to the next, then the point with same pair of 

HARP angles will be close to the original point. We now formally develop this approach. 

Consider a material point ym at a time, tm. If the point moves to ym+1 at a time, tm+1, then 

the phase at this point must be equal to the phase of the original point. 

 

 𝜑 𝒚𝒎!𝟏, 𝑡!!! =   𝜑 𝒚𝒎, 𝑡!  [2-7] 

 

This equation is the basis for tracking a point, ym, from time tm to tm+1. The goal is find y 

that satisfies the following equation: 

 

 𝜑 𝒚𝒎!𝟏, 𝑡!!! −   𝜑 𝒚𝒎, 𝑡! = 0 [2-8] 

 

In order to find a solution to this equation, we use the Newton-Rhapson technique. The 

equation is shown below: 

 

 𝒚(𝒏!𝟏) = 𝒚(𝒏) − ∇𝜑 𝒚(𝒏), 𝑡!!!
!! 𝜑 𝒚(𝒏), 𝑡!!! −   𝜑 𝒚𝒎, 𝑡!  [2-9] 
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where ∇ is the gradient with respect to y. 

There are several modifications that need to be done to this equation because 

φ(y,t) is not calculated, and a(y,t) is used instead. We say that the gradient of a(y,t) is the 

same as φ(y,t) except at the wrapping artifact, where the gradient magnitude tends to be 

very large. However, if we add 𝜋 to a(y,t) and rewrap this value, the gradient of this 

result will be equal to φ(y,t) wherever the wrap occurred. Formally, we can write this as 

the following: 

 

 ∇𝜑 =   ∇ ∗ 𝒂 [2-10] 

 

where, 

 

 
𝒂 =

𝑎!  
𝑎!   𝑎𝑛𝑑  ∇ ∗ 𝒂 =   ∇ ∗ 𝑎!  

∇ ∗ 𝑎!
   [2-11] 

 

and, 

 

 
∇ ∗ 𝑎! =

∇𝑎!                                                            ∇𝑎!    ≤ ∇𝒲 𝑎! + 𝜋
∇𝒲 𝑎! + 𝜋                                                                                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 , 𝑘 = ℎ, 𝑣 [2-12] 

 

The second problem of using this equation is the difference, 𝜑 𝒚(𝒏), 𝑡!!! −

  𝜑 𝒚𝒎, 𝑡! , which we cannot calculate because we do not know the true phase values. 
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However, if we assume that 𝜑 𝒚(𝒏), 𝑡!!! −   𝜑 𝒚𝒎, 𝑡! <   𝜋, a small motion 

assumption, then the following must hold true. 

 

 𝜑 𝒚(𝒏), 𝑡!!! −   𝜑 𝒚𝒎, 𝑡! =   𝒲 𝑎 𝒚(𝒏), 𝑡!!! −   𝑎 𝒚𝒎, 𝑡!  [2-13] 

 

Thus our final equation becomes the following: 

 

 𝒚(𝒏!𝟏) = 𝒚(𝒏) − ∇ ∗ 𝒂 𝒚(𝒏), 𝑡!!!
!! 𝒲 𝒂 𝒚(𝒏), 𝑡!!! −   𝒂 𝒚𝒎, 𝑡!  [2-14] 

 

There are several problems to consider in the use of this equation. As stated 

before, because of the phase wrapping, the solution is not unique, there will be many 

points that can satisfy this solution, therefore is it necessary to start with a good initial 

point and to restrict the step size to prevent jumping to the wrong solution. Thus we limit 

our step size to one pixel and initialize our starting point,  𝒚(𝟎) =   𝒚𝒎. We also must me 

able to calculate 𝒂 𝒚, 𝑡!!!  for an arbitrary 𝒚. Normally, we could use straight bilinear 

interpolation, however this tends to produce poor results due to the wrapping artifacts [1, 

2, 3]. Therefore, we do a local phase unwrapping of a around the point y, then perform 

bilinear interpolation of the unwrapped angle and the wrap the result to give us an 

interpolated HARP angle [1, 2, 3]. The stop criterion used for this algorithm is when 

either the angles are close to the original HARP vector or when the maximum iteration 

number is exceeded. 
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We can now summarize this algorithm for the tracking of one point from one 

image to another. We consider 𝒚𝒊𝒏𝒊𝒕 to be our starting point and 𝒂∗ to be our desired 

HARP vector. We set 𝒚𝒎 = 𝒚𝒊𝒏𝒊𝒕, and 𝒂∗ =   𝒂 𝒚𝒎, 𝑡! , pick a maximum iteration 

number, N.  

 

Algorithm 1, let n = 0 and set 𝒚(𝟎) =   𝒚𝒊𝒏𝒊𝒕, 

1) If n > N or 𝒲 𝒂 𝒚(𝒏), 𝑡!!! −   𝒂∗   < 𝜀, then the algorithm terminates with 

𝒚!"# = 𝒚(𝒏) 

2) Compute a step direction, v 

𝒗(𝒏) = − ∇ ∗ 𝒂 𝒚(𝒏), 𝑡 !! 𝒲 𝒂 𝒚(𝒏), 𝑡 −   𝒂∗  

3) Compute a step size 

𝛼 ! = 𝑚𝑖𝑛
1
𝒗 𝒏 , 1  

4) Update the new point 

𝒚(𝒏!𝟏) = 𝒚(𝒏) + 𝛼 ! 𝒗(𝒏) 

5) Increment n and go to step 1 

 

For our calculations, we used a maximum of iterations of twenty-five (N = 25) and 

𝜀 = 0.01. In order to track a point through a series of images, we simply apply this 

algorithm to each image in the sequence. At tm+2, the initialization use is ynew+1, the 

estimated position from the previous frame. The target HARP vector on the other hand 

remains the same throughout the entire sequence. This algorithm finds points with the 

same HARP angles and attempts to avoid jumping to the wrong solution by limiting the 
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step size and keeping the initial point close to desired solution. Therefore, if we wanted to 

apply this method for multiple frames, we perform the following. 

 

Algorithm 2, set 𝒂∗ =   𝒂 𝒚𝒎, 𝑡! , 𝒚𝒎 = 𝒚𝒎, and i = m. 

1) Set 𝒚𝒊𝒏𝒊𝒕 = 𝒚! 

2) Apply Algorithm 1 with ti+1, to yield 𝒚!"# 

3) 𝒚𝒊!𝟏 = 𝒚!"# 

4) Increment i and go to step 1 

 

This algorithm has been shown to produce highly accurate results [1, 2, 3], however, 

this method still produces mis-tracked points. These errors occur when points move 

through the plane and phase values become lost or when motion is too large and the 

HARP small motion assumption is violated. Because of the HARP standard tracking 

approach, the tracking will converge to the incorrect points during the lost frames and 

generally will not find the correct points when it reappears in the later frames. Normally, 

one can remove these points manually, however this can be very time consuming for 

many points, therefore it is very important to improve the accuracy of the HARP 

tracking. In order to improve the quality of the tracking, Prince et al. [4] defined a new 

method that improves upon this traditional tracking method, which we call shortest path 

HARP refinement (SP-HARP). Standard HARP tracking methods solely considers the 

temporal dependency of a point trajectory, whereas SP-HARP considers the spatial 

component for each point. Essentially this method improves the initial guess for each 

point so that the material point will be tracked correctly.  
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2.5.3   Short Path HARP Refinement (SP-HARP) 

We first begin by defining a seed voxel, which is assumed to correctly tracked 

using the standard HARP method. SP-HR tracks all the pixels in the image by using a 

region-growing algorithm. In order to prevent all the points in one image from being 

tracked, we create a mask so that only the points of interest are tracked. In SP-HR, the 

optimal path is calculated from each point in the image to the seed voxel. 

The image is represent as an undirected graph, 𝐺 = (𝑉,𝐸) where 𝑉 is the set of 

vertices, and 𝐸 is the set of edges. If we consider tracking points at a time 𝑡! to a later 

time frame 𝑡!, each pixel 𝒚(𝑡!) in the image is represent as a vertex  𝑣 in the graph. Each 

edge, 𝑒!" =    𝑣! , 𝑣!  in 𝐸 corresponds to neighboring vertices, 𝑣! and 𝑣!. We compute 

edge cost, 𝐶! 𝑒!" , which is a non-negative number that measures the dissimilarity 

between a neighboring vertex pair. Also, each vertex has a corresponding vertex cost, 

𝐶! 𝑣 , which is essentially the sum of the edge costs of from the seed vertex to the vertex 

𝑣 along the optimal path. Both types of cost will be discussed in more detail below.  

   2.5.3.1   Cost Functions 

We define the edge cost using the implied motion of a vertex from one frame to a 

later frame. Since the motion is smooth, the displacements of neighboring points should 

be similar. Formally, we say if 𝑦! 𝑡!  and 𝑦! 𝑡!  are adjacent points at time 𝑡!, and at 

time 𝑡!, they move to 𝑦! 𝑡!  and 𝑦! 𝑡! , the differences between their displacements 

should be small. If we assume 𝑦! 𝑡!  is correctly tracked to 𝑦! 𝑡! , then we can find the 

approximate displacement for 𝑦! 𝑡!  to 𝑦! 𝑡! . We define the following: 
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 𝑦!! 𝑡! = 𝑦! 𝑡! +   𝑦! 𝑡! − 𝑦! 𝑡!      [2-14] 

 
𝑦!! 𝑡!  should be approximately equal to 𝑦! 𝑡!  and if this is true, then both their 

harmonic phase values should be approximately equal and the difference between the 

original phase at 𝑡! and the new phase at 𝑡! should be small. We define this quantity as 

the following: 

 
 

∆ 𝑦! ,𝑦! =    𝒲 𝑎! 𝑦! 𝑡! , 𝑡! −   𝑎! 𝑦!! 𝑡! , 𝑡!

!

!!!

 
[2-14] 

 
Finally, we define the edge cost function associated between two neighboring points 𝑦! 

and 𝑦!: 

 

 𝐶! 𝑒!" =   ∆ 𝑦! ,𝑦!  [2-15] 

 

Given a seed vertex, 𝑣!, we define the vertex cost function 𝐶! 𝑣!  at any other vertex 𝑣! 

as the sum of the edge costs along the shortest path from 𝑣! to 𝑣!. For any path 

𝑝 =    𝑣!, 𝑣!, 𝑣!, 𝑣!… 𝑣! , its accumulated cost is the following: 

 

 

𝐶 𝑝 =    𝐶𝐸 𝑣𝑘−1, 𝑣𝑘

!

!!!

 
[2-16] 
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Therefore the vertex cost function at 𝑣! is  

 

 𝐶 𝑣! = min 𝐶 𝑝 :𝑝  𝑖𝑠  𝑎𝑛𝑦  𝑝𝑎𝑡ℎ  𝑓𝑟𝑜𝑚  𝑣!  𝑡𝑜  𝑣!  [2-17] 

 

𝐶 𝑣!  is set initially to be zero. The vertex cost function is used to find the optimal path 

from the seed vertex to any other vertex. Knowing the path, we can find the initial 

displacement for the vertex of interest and then we can use this new initial starting point 

and the standard HARP tracking method to track the vertex of interest to a later frame. 

   2.5.3.2   Motion Tracking via SP-HARP 

In SP-HR, the shortest path from the seed vertex to every other point is solved using 

Dijkstra’s algorithm. Overall, the algorithm is a region-growing algorithm in the sense 

that boundary pixels are successively added to the growing list of points compromising a 

region. The boundary points however must lie in the user defined mask such that the 

whole image is not tracked but only the points of interested. In addition to keeping track 

of the region itself, we also must keep track of the predecessor of the vertex of interest 

along the shortest path. When a new point is added on the basis that its vertex cost is the 

smallest, it is tracked using the standard HARP tracking method, but the point is 

initialized using the displacement of the point’s predecessor along the shortest path.

 In order to carry out Dijkstra’s algorithm, we classify the vertices into three 

distinct sets: the boundary vertex set 𝑉!, the tracked vertex set 𝑉!, and the unvisited 
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vertex set 𝑉!. We denote 𝑁(𝑣) to be the predecessor of 𝑣 along its shortest path, and 𝑢(𝑣) 

to be the displacement associated with  𝑣. With all these parameters defined, we 

summarize the SP-HR algorithm as the following:  

1. Manually pick a seed vertex, 𝑣!. Set 𝑁 𝑣 =   𝑣!, and 𝑢 𝑣! =   0. Initialize 

𝑉! = 0, 𝑉! = 𝑣! , and 𝑉! = 𝑉\ 𝑣! . Set 𝐶! 𝑣! = 0, 𝐶! 𝑣 = ∞, for ∀𝑣 ∈ 𝑉!. 

2. Find the vertex 𝑣! with the smallest 𝐶! in list 𝑉!. Find the shortest path from 𝑣! to 

𝑣!, find 𝑁(𝑣!). Set the displacement to be 𝑢 𝑁 𝑣! . Track the point 𝑦! 

associated with 𝑣! using the traditional HARP method, but using the initialization 

of 𝑦!! =   𝑦!(𝑡!)+   𝑢 𝑁 𝑣! . Set 𝑉! =   𝑉!   ∪    𝑣! . 

3. For each 𝑣! such that 𝑣! , 𝑣!   ∈ 𝐸 and 𝑉!  ∄  𝑣!   and  𝑣! lies in the user defined 

mask. Compute the edge cost 𝐶! 𝑒!"  and update the vertex cost function 𝐶! 𝑣!  

a. Compute the new cost 𝐶!! 𝑣! =   𝐶! 𝑣! +   𝐶! 𝑒!"  

b. If it is larger than the existing cost, i.e., 𝐶!! 𝑣!   >   𝐶! 𝑣! , do nothing 

c. Otherwise, set 𝐶!! 𝑣! =   𝐶! 𝑣! , and 𝑁 𝑣! =   𝑣!. Set 𝑉! =   𝑉!   ∪    𝑣!  

and 𝑉! = 𝑉!\ 𝑣! . 

4. If 𝑉! ≠ 0, go to Step 2. Otherwise exit the algorithm 

The SP-HR algorithm described only tracks points from 𝑡! to 𝑡!. In order to track through 

a series of frames, we use this method for each frame and update the seed voxel each 

frame. The algorithm is described below: 

1. We manually define the seed voxel, 𝑦! for the frame 𝑡! and track this point 

throughout all the frames using standard HARP tracking 
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2. We perform SP-HR to track points from 𝑡! to 𝑡!!! 

3. We increment 𝑖 and update the seed voxel, 𝑦! for the next frame. Go to Step 2 

until all frames have been processed 

The SP-HARP method did show improvement especially for the material points that have 

large deformation. Even with this improvement, there are still many errors generated that 

cause the strain calculations to be very noisy. In order to eliminate the noise, we 

employed a smoothing technique on the deformations maps to correct the mistracked 

points. Prince et al. [6] used anisotropic diffusion smoothing on the components of the 

gradients of the displacement in order to improve the strain calculations. This strategy 

aims at a target somewhat at the midpoint between the raw data and the final strain map, 

and it is also immune to phase wrapping [6]. Prince et al. [6] used the magnitude images 

from the HARP images as a mask so that the points along the mask would only be 

smoothed. Here, we manually create a mask and smooth the gradient displacement 

images for each frame to correct the poorly tracked points. Using this technique we can 

now track the material points with extremely high accuracy. 

   2.6  Cardiovascular Model 

The cardiovascular model used is very similar to that used in McCulloch et al. [9]. 

The anatomical model consists of the geometry obtained from the end-diastolic 

anatomical MRI images and the fiber-sheet orientations. The bi-ventricular geometry is 

modeled as a 3D hexahedral cubic-Hermite finite-element mesh (128 elements, 209 

nodes) [9]. In order to determine the fiber architecture, we must first calculate the 

diffusion tensor from the DT-MRI. However these images represent the excised heart and 
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do not correspond to end-diastolic geometry. Therefore to find the correct fiber-sheet 

orientation, we must warp the fiber architecture results of the excised heart geometry to 

the end-diastolic geometry. AFNI software was utilized to calculate the diffusion tensor 

for the DT-MRI images and this data was filtered to remove noise using custom-built 

MATLAB code. The fiber architecture was represented by a local myofiber-sheet 

material coordinate system calculated from the eigenvectors of the diffusion tensors 

interpolated in Log-Euclidean space [9]. We created a bi-ventricular model for the 

excised heart geometry that was composed of a cubic-Hermite finite-element mesh (512 

elements, 762 nodes). These results were registered to the corresponding ventricular 

geometry and the diffusion tensor was calculated for each node [9]. By calculating the 

deformation gradient between the two models, we can transform fiber architecture of the 

excised heart to the end diastolic geometry.  

2.6.1   Anatomical Model 

   2.6.1.1   Bi-ventricular Geometry 

The hexahedral cubic-Hermite finite element meshes of the ventricular geometries 

were constructed from the anatomical MRI and DT-MRI images. The epicardial and 

endocardial boundaries were manually segmented using ITK-SNAP for both the excised 

and end-diastolic heart geometries. An initial 2D mesh (129 nodes, 108 elements) 

consisting of four surfaces representing the epicardial and endocardial boundaries defined 

in prolate spheroidal coordinates. The model was then fitted to the surfaces that were 

segmented using the MRI images. Detailed description of the procedure can found in 

McCulloch et al. [9]. The fitted surfaces were converted to hexahedral cubic-Hermite 
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elements in rectangular Cartesian coordinates. The end-diastolic and excised models were 

refined to a final resolution of 209 nodes and 128 elements and 762 nodes and 512 

elements respectively. 

   2.6.1.2   Ventricular Fiber Architecture 

Basser et al. [13] stated that DT-MRI could be used to find the anatomical fiber 

directions for a heart by decomposing the diffusion tensor matrix into its eigenvalues and 

eigenvectors. The principal, secondary, tertiary eigenvector corresponds to fiber, cross-

fiber, and sheet-normal direction respectively [43]. Using this information, it is therefore 

possible to reconstruct the architecture in the bi-ventricular models with a local 

orthogonal coordinate system calculated from the eigenvectors of interpolated diffusion 

tensors. 

The first step was to calculate the diffusion tensors of our image using the AFNI 

software. Using custom built MATLAB code, noisy data was filtered based on 

unreasonable fractional anisotropy (FA) values or negative eigenvalues. The diffusion 

tensor images were segmented by the technique described previously. The images were 

then registered to the anatomical model by calculated a transformation matrix, T, that 

rotates and translate the segmented images [9]. Since we rotated the coordinates, the 

tensors must also be rotated. A rotated tensor can be calculated by computing the 

rotational component, R, of the transformation matrix and apply it to the diffusion tensor 

[9]. Figure 2-6 represents the results of using this technique. The fitting procedure was 

identical to McCulloch et al. [9], where the diffusion tensor was transformed into the 

Log-Euclidian space, 𝐿 = log  (𝐷), and the individual components were fitted by the 
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same method as the anatomical models. 

 

 
Figure 2-6: An example of the fitted anatomical model with a aligned reconstructed slice from the DT-
MRI images before fitting. The slices were aligned with the model and the tensors were rotated as well. 

 
   2.6.1.3   Mapping the Fiber Architecture to the End-Diastolic Models 

In order to compute the correct fiber architecture for the end-diastolic models, we 

must compute a deformation gradient matrix, F, which can accurately rotate and translate 

the diffusion tensors to the target models (End-diastolic models). The smoothness of F 

can be measured in term of its harmonic energy [9,14], which is defined as the squared 

Frobenius norm of the Jacobian of F. Using the techniques in McCulloch et al. [9], we 

can calculate F between the end-diastolic model and the excised model at the locations of 

the previously registered DT-MRI measurements. We then rotate the diffusion tensors 

using F and the individual components of the tensor were fitted using the same manner as 

the excised heart model (see Figure 2-7). 
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Figure 2-7: A view of the transformation used to reorient the diffusion tensors. The interpolated fibers are 
shown in four elements in the LV wall. The fiber architecture was reoriented by calculating F between the 

material points in the excised and the end-diastolic models. 
 

2.6.2   Lagrangian Strain Analysis 

In order to calculate 3D Lagrangian strain distributions, the models were 

deformed to fit the HARP material points from end-diastole to end-systole. The end-

diastolic frame was set as the undeformed reference state. The deformation modeling was 

done similar to McCulloch et al. [9]. The pre-fitted meshes were fitted in the radial, 𝜆, 

coordinate to the raw data using a linear squares method [9]. Each frame was fitted using 

this approach to deform the models. In order to account for the lack of longitudinal 

information due to only collecting one long axis scan, we measured the shortening 

percentage in the long axis direction and assumed the focus value changed by the same 

number. Once we collected the fitted deformed models, we calculated the deformation 

tensor, F, between two frames and then the lagrangian strain can be calculated using the 

following equation [18]: 

 

 
𝑬 =

1
2 𝑭!𝑭− 𝑰  [2-18] 
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2.6.3   Preliminary Ventricular Simulations 

These models are useful in order to produce accurate strain distributions but the 

future objective is to simulate ventricular contraction and validate the results using these 

measured strain distributions and hemodynamics. Here, we present preliminary 

simulation results using a model similar to McCulloch et al. [9]. The cardiovascular 

model is composed four main components. The first component is the previously 

described anatomical model. The second component of the cardiovascular model is the 

constitutive law [10] for the passive material properties of the myocardium. The third 

component is the active-contractile model that simulates muscle contraction [11]. The 

parameters of this model were adjusted to match the hemodynamics in the rats. The 

fourth component consists of the lumped-parameter hemodynamic model [12] that is 

used as the load for the ventricular finite element model. We created a model for both the 

control rat and the hypertensive rat. 

   2.6.3.1   Passive Material Properties 

For our simulations, we need to properly model the resting properties of the 

myocardium. We make use of the constitutive model developed by Odgen and Holzafel 

[10]. In this model, the anisotropy in the fiber and cross-fiber directions are modeled by 

using different exponential terms. The following equation represents the strain energy 

function: 
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𝜓 =

𝑎
2𝑏 exp 𝑏 𝐼! − 3 +   

𝑎!
2𝑏!

𝑒𝑥𝑝 𝑏! 𝐼!! − 1 ! − 1
!!!,!

+
𝑎!!
2𝑏!"

𝑒𝑥𝑝 𝑏!"𝐼!!!" − 1  

[2-19] 

 
I1 corresponds to the first invariant of the right Cauchy-Green strain tensor, I4f and I4s 

corresponds to the components of the right Cauchy-Greens strain tensor in the fiber and 

sheet direction respectively, and I8fs corresponds to the coupling invariant. For our 

simulations, we set the constants, afs and as to zero. The parameters used for the other 

material constants, af, a, b, and bs can found in Odgen and Holzafel [10]. It is important 

to note that these parameters were not optimized for the rat models and human 

parameters were used. 

To perform the contraction simulations, it is necessary to find the unloaded 

geometry for our rat models. We followed the procedure listed in McCulloch et. al [9], 

where they showed that the unloaded geometry can be found by estimating the unloaded 

state and inflating it to the end-diastolic pressure. They iterated this process until the 

loaded geometry was matched within measurement accuracy to the end diastolic 

geometry [9]. 

   2.6.3.2   Active Contraction Model and Hemodynamic Model 

Once we obtained the unloaded geometry and the passive material parameters, we 

used the active contraction model presented by Arts et al. [11], and adjusted the 

parameters until the pressure simulations matched the measured hemodynamics.  

For the hemodynamics model, we chose to use the three-element arterial 
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windkessel model. This model contains three main elements, arterial compliance, C, 

aortic impedance, Z, and the total peripheral resistance, R (see Figure 2-8). 

 

 
 

Figure 2-8: A representation of the three-element windkessel model. Z represents the aortic impedance, C 
represents the arterial compliance, and R represents the total peripheral resistance 

 
In order to optimize these parameters, we first must measure the time constant 𝜏, which is 

equal to !
!"

. For the two-element windkessel model, the diastolic pressure, 𝑃!"# 𝑡 , will 

decay by the following exponential [12]: 

 

 
𝑃!"# 𝑡 = 𝑃!"𝑒

! !
!"  [2-20] 

 

where, 

 

𝑃!" = 𝑒𝑛𝑑 − 𝑠𝑦𝑠𝑡𝑜𝑙𝑖𝑐  𝑎𝑜𝑟𝑡𝑖𝑐  𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 

 

We can use this information to find the time constant, where the 𝑃!" is set as the pressure 

following the dicrotic notch [12]. Using this information, we performed exponential fits 

(see Figure 2-9) on the measured aortic pressure curves for five beats and averaged the 
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time constants. With the time constant value, we manually adjusted the R and C constants 

until the simulated aortic and LV pressure curve matched the measured hemodynamics. Z 

was approximated to be between 5%-7% of R. The algorithm runs from end-diastole to 

end-systole as the refilling stage cannot be simulated with this hemodynamic model. 

 

 
Figure 2-9: Example exponential fitting on the aortic pressure curve. The end systolic pressure was set as 

the following pressure point after the dicrotic notch. 
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3   Results 

   3.1  Rat Anatomical Model 

The DT-MRI measurements were fitted to the excised models for both the control 

and hypertensive heart. The fiber architecture was calculated from the eigenvectors of the 

interpolated diffusion tensor. Figure 3-1 represents the raw DT measurements and fitted 

data for both the control and hypertensive models respectively. 
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Figure 3-1: (A) Raw DT measurements for the control model (B) Fitted results for the control model (C) 

Raw DT measurements for the hypertensive model (D) Fitted results for the hypertensive model 
 

In order to evaluate the quality of the fit, tensor error metrics were computed between the 

raw and fitted data [9, 14]. Let D be the diffusion tensor for the raw data. We let λ1, λ2, λ3 

be its eigenvalues in descending order with the corresponding eigenvectors e1, e2, e3. 

Similarly, we denote D’ the diffusion tensor for the fitted data with the corresponding 

eigenvalues, 𝜆!
!, 𝜆!

!, 𝜆!
!, and eigenvectors, 𝑒!!, 𝑒!!, 𝑒!!. Many different tensor metrics 

may be calculating, but the most relevant error metric is the overlap between 𝑒!! and 𝑒! 

(See equation shown below) 

 

 
𝐶! =   

𝜆!𝜆!
! 𝑒! ∙ 𝑒!! !!

!!!

𝜆!𝜆!
!!

!!!
 

[3-1] 
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The overlap equations states that Ct ranges between zero and one, where zero indicates no 

overlap and one indicates complete overlap. A histogram of the overlap error is shown in 

Figure 3-2 for both the control and hypertensive model respectively. Linear interpolation 

of the diffusion tensor components registered 216,210 of 318,067 DT measurements 

(67.98%) with an overlap greater then 0.7 for the control model. The hypertensive model 

registered 222,461 of 312,446 DT measurements (71.20%) with an overlap greater then 

0.7. For both models, the highest area of agreement occurred in LV free wall (see Figure 

3-3). The areas with poor overlap occurred in the right ventricle where the DT 

measurements contained noisier and more unreliable data (see Figure 3-4). 

 

 
Figure 3-2: (A) Histogram of the overlap measurement for the control model. (B) Histogram of the overlap 

measurement for the hypertensive model. 
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Figure 3-3: (A) Raw diffusion tensor data in four elements across the LV lateral wall for the control model. 
(B) Interpolated diffusion tensor data in four elements from the fit of the DT individual components for the 
control model. (C) The overlap error measurement between (A) and (B), blue corresponds to high overlap, 
red, corresponds to low overlap (D) Raw diffusion tensor data in four elements across the LV lateral wall 
for the hypertensive model. (E) Interpolated diffusion tensor data in four elements from the fit of the DT 
individual components for the hypertensive model. (F) The overlap error measurement between (D) and 

(E), blue corresponds to high overlap, red, corresponds to low overlap 
 
 

 
 

Figure 3-4: (A) and (B) Regions of poor overlap (marked in red) for both the control and hypertensive 
models respectively 

 
The deformation gradient, F, was calculated between the excised and end-diastolic 

geometries for the control and hypertensive models. We applied this gradient to the fitted 

diffusion tensor results to determine the fiber architecture for the ED models. The 

individual components of the rotated diffusion are then fitted in the same manner as the 
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excised models. Figure 3-5 represents the rotated DT measurements and fitted data for 

both the control and hypertensive models respectively.  

 

 
Figure 3-5: The deformation gradient was calculated between the excised and ED models and this gradient 
was applied to the fibers in order to find the architecture of the ED models(A) Raw DT measurements for 
the control model (B) Fitted results for the control model (C) Raw DT measurements for the hypertensive 

model (D) Fitted results for the hypertensive model 
 

   3.2  HARP Tracking 

The tracking algorithm described previously was applied to the SPAMM tagged 

images collected from the control and hypertensive heart. Masks were manually created 

using AFNI, and since HARP is not limited to the resolution of the image, we 

interpolated points and a total between 5,000-9,000 points were tracked. Figure 3-6 and 

3-7 represents the entire sequence of deformed states for a single axial slice from end-

diastole to end-systole for the control heart and hypertensive heart respectively. We also 

applied the tracking algorithm to the long axis slices for both the control and hypertensive 



41 

 

heart. Figure 3-8 and 3-9 represents the entire sequence of deformed states for a single 

long axis slice from end-diastole to end-systole for the control heart and hypertensive 

heart respectively. Around 10% of the points were mis-tracked and these were either 

smoothed out using the previously described technique or removed manually. The 

locations of the mis-tracked points were mostly located near the edges of the 

myocardium. Using these deformation maps, we can now deform our models to fit these 

points. 

 

 
Figure 3-6: HARP tracking results for a control heart axial slice. The top left represents the end-diastolic 

frame, while the bottom right is the end-systolic frame. 
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Figure 3-7: HARP tracking results for a hypertensive heart axial slice. The top left represents the end-
diastolic frame, while the bottom right is the end-systolic frame. 

 
 

 
Figure 3-8: HARP tracking results for a control heart long axis slice. The top left represents the end-

diastolic frame, while the bottom right is the end-systolic frame. 
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Figure 3-9: HARP tracking results for a hypertensive heart long axis slice. The top left represents the end-

diastolic frame, while the bottom right is the end-systolic frame. 
 

   3.3  Three-Dimensional Strain Analysis 

The strain distributions were calculated for both the control and hypertensive 

using the previously described techniques. Figure 3-10 represents end-systolic strain 

maps for the hypertensive and control heart. The maps show varying distributions of the 

LV and RV from apex to base and transmurally through the septal and lateral walls. All 

the strains varied between positive and negative values. Table 3-1 compares the end-

systolic strains between the hypertensive and control hearts to published literature values. 

The basal and apical locations correspond to the elements on the top and bottom of the 

models respectively. Strain distributions were also calculated from end-diastole to end-

systole. We first calculate the strain map distributions for each strain component from 
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end-diastole to end-systole (see Figure 3-11 for an example). We average the strain 

component values for specific regions (apex, base, etc.) and plot the change in strain over 

time (see Figure 3-12). The circumferential 𝐸!!  and longitudinal strain 𝐸!!  was 

similar and decreased in the hypertensive heart, respectively, which is consistent with 

published literature [26, 45]. The radial strain 𝐸!!  decreased in LV free wall and 

septum, and consistent in the RV. However, peak systolic 𝐸!! and 𝐸!! were slightly lower 

in magnitude compared to published results [16, 35, 45]. The fiber strain 𝐸!!  was fairly 

consistent between the two hearts except near the inferior LV wall where the strain was 

much lower in the hypertensive heart. Sheet-normal strain 𝐸!!  varied in all regions, as 

there was no discernable pattern. There was a strong decrease in the strain in the 

hypertensive RV apex and increased values in the LV mid wall. Cross-fiber strain 𝐸!!  

was consistent some regions of the LV and RV free wall, but mostly varied across all 

regions. The LV base and equatorial areas had different patterns. Cross-fiber shortening 

has been associated with increased wall thickening [27] and this is present in some areas 

in the hypertensive heart, however not definitively. It is important to note that only one 

control and hypertensive model was used to calculate the strain component distributions, 

and because this low number of samples, it is difficult to draw major conclusions. 

However, we have shown that these methods can determine accurate smooth strain maps. 

From Figure 3-12, we can see notable differences between the hypertensive and 

control heart. Our goal was to determine if there was a correlation between regional 

differences in the cardiac geometry (wall thickness), fiber architecture, and strain. We 

selected areas of similar strain and different strains and plotted those values versus 

differences in wall thickness in the same regions. We also performed the same 
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measurement, but versus fiber overlap between the control and hypertensive model to 

determine if the difference in fiber architecture could account for differences in strain. 

We performed this on every strain component (see Figure 3-13 and 3-14 for an example). 

We determined that there was no significant correlation between differences in wall 

thickness and differences in strain, however there might be a slight correlation between 

overlap and strain differences, in which low overlap corresponds to high strain 

differences.  

 

 
Figure 3-10: Multiple end-systolic strain maps that include circumferential 𝐸!! , radial 𝐸!! , longitudinal 

𝐸!! , fiber 𝐸!! , sheet-normal 𝐸!! , and cross-fiber 𝐸!!  for the control and hypertensive model 
 

Table 3-1: Three-Dimensional Strain Components in the LV and RV for the Control and Hypertensive 
Hearts compared to Published Values 

  Control  Hypertensive Koshizuka  
[45] 
(Rat 

 control)

Koshizuka 
[45] 
(Rat 

 hypertensive)

Saitta  
[39] 

(Human 
 control)

Saitta 
 [39]

(Human 
 hypertensive)

MacGowan 
 [40]

(Human 
 control)

Injels  
[46] 

(Dogs 
 control)

Ecc  -0.32  -0.33  -0.35  -0.35  -0.20  -0.22  N/A  -0.3
Ell  -0.16  -0.14  -0.26  -0.21  -0.20  -0.15.9  N/A  -0.05
Err  0.17  0.3  0.41  0.35  0.54  0.40  N/A  0.4
Eff  -0.15  -0.18  N/A  N/A  N/A  N/A  -0.14  -0.12
Ess  0.06  0.06  N/A  N/A  N/A  N/A  N/A  0.08
Enn  -0.16  -0.13  N/A  N/A  N/A  N/A  -0.08  -0.09
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Figure 3-11: Fiber Strain Distribution maps from end-diastole to end-systole for the (A) Control and (B) 

Hypertensive models 
 

B 

A 

Strain 
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Figure 3-12: (A) Circumferential Strain distribution time courses from end-diastole to end-systole for the 
control and hypertensive heart (B) Longitudinal Strain distribution time courses from end-diastole to end-
systole for the control and hypertensive heart (C) Radial Strain distribution time courses from end-diastole 

to end-systole for the control and hypertensive heart	
  

A 

B 

C 
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Figure 3-12: (D) Fiber Strain distribution time courses from end-diastole to end-systole for the control and 
hypertensive heart (E) Sheet-normal Strain distribution time courses from end-diastole to end-systole for 
the control and hypertensive heart (F) Cross-Fiber Strain distribution time courses from end-diastole to 

end-systole for the control and hypertensive heart, cont. 

D 

E 

F 
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Figure 3-13: Longitudinal strain differences vs. Wall thickness differences for different regions in the LV 

and RV 
 

 
Figure 3-14: Cross-fiber strain differences vs. fiber overlap for different regions in the LV and RV 
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   3.4  Preliminary Simulation Results 

The end-diastolic meshes were used to simulate a contraction from end-diastole to 

end-systole and we measured ejection fraction as well as compared pressure curves to 

raw hemodynamics. Table 3-2 represent the parameters used for the simulations for both 

the control and hypertensive heart. 
Table 3-2: Windkessel Paramaters for Simulations 

 R (kPa*s/ml) Z  (kPa*s/ml) C (ml/kPa) Length of systole (s) Cardiac Cycle time (s) 
Control 160 573 0.00367 112 160 

Hypertensive 160 1500 0.00367 119 154 

We compared the aortic and LV pressure curves to the simulated curves (see Figure 3-15 

and 3-16). It can be seen that these curves seemingly agree with each other. However, the 

simulated ejection fraction was too small (7%) compared to the measured ejection 

fraction from the MRI images (~70%). The difference in ejection can be explained by the 

extremely elevated resistance value, R, used in the simulations. We used a value ten 

times higher then literature values and the compliance, C, was also decreased by a factor 

of ten. These values were set in order to generate the appropriate pressure curves, but 

they did not simulate an accurate stroke volume. Stroke volume is inversely proportional 

to R, therefore this value must decreased in order to achieve the accurate ejection 

fraction, however in our simulations, decreasing R plummeted the pressure, therefore, 

additional modification to other parameters is needed in order to simulate the ventricular 

contractions correctly. 
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Figure 3-15: Simulation Results for the control heart, comparison between aortic (Top) and LV (Bottom) 
pressure and simulation results  

 

 

Figure 3-16: Simulation Results for the control heart, comparison between aortic (Top) and LV (Bottom) 
pressure and simulation results  
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4   Discussion 

Previous studies measuring strain have focused on either echocardiographic or 

tagged MRI measurements to calculate two-dimensional deformation. Here, we have the 

shown the ability to combine both HARP and finite element modeling to calculate more 

complete three-dimensional strain distributions. The goal of this thesis was to determine 

if these methods could accurately determine many different strain components and 

compare the values to published literature. In the future, these models can serve as 

validation tool for contraction simulation experiments. We have shown some preliminary 

simulation results that are promising, but require further optimization in order to predict 

accurate regional function in both hypertensive and normal rat hearts. 

   4.1  HARP Algorithm 

HARP was utilized for material point tracking of the tagged MRI images. The 

procedure shown here combines a multitude of different published methods [1, 2, 3, 4, 5, 

6, 7] in order to accurately track the myocardium. HARP has been mainly used to track 
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the LV wall, but we have shown that this method is powerful enough to track the RV as 

well with high accuracy. Tracking of the RV wall has been proven difficult due to its thin 

wall [36]. Therefore, a very small tagging grid and a high of frames are necessary in 

order to correctly track the RV, however this will increase scan times and cost. However, 

we have shown that by combining different aspects of HARP, we can track the RV wall. 

Unlike other tracking methods, HARP is an automatic tracking technique, which reduces 

processing time substantially. Errors occur when the deformation is the large between 

frames violating the small deformation assumption, however these errors can be reduced 

using SP-HARP [3]. This method allows large deformation points to be tracked 

accurately by improving the initial condition of each point by relating it to the seed voxel. 

This allows each point to converge to its correct location at a later time frame. Even 

though, the combination of SP-HARP and the standard HARP method allow for accurate 

tracking of material points, there are still errors due to the points moving out of the image 

plane. This results in mis-tracked points in one frame and unable to recover in later 

frames. In order to account for these errors, Prince et al. [6] developed a method that uses 

anisotropic diffusion smoothing to correct the mis-tracked points. Essentially, the 

technique involves smoothing the deformation gradient of each frame to correct the 

material points. HARP is also a very advantageous tool, as we are not limited by the 

image resolution, as interpolation is required to improve the displacement measurements 

for each material point. Therefore, we can define any number of material points for each 

image and track them over time. However, even though this technique is very powerful 

the tagging grid was large (1.8 mm) as compared to published values (0.9-1.2 mm). With 

a lower tagging resolution, the spectral peaks in k-space are closer together. Therefore if 
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the band pass filter is too large, there will be interference from other spectral peaks, 

especially the center peak. If the filter is too small, motion information could be lost. 

However, if the tagging resolution is too high, the HARP algorithm will be more 

sensitive to deformation, therefore in order to maximize the efficiency of HARP, one 

should use a high tagging and temporal resolution. CSPAMM imaging could have been 

used to improve the HARP analysis [17], which reduces noise from the central peak, but 

this method suffers from long scan acquisitions times and large cost. 

   4.2  Anatomical Model 

We used existing techniques [9, 18] to accurately create finite element models of 

a normotensive and hypertensive heart by combining results from anatomical MRI 

images and DT-MRI measurements. The MRI images were used to accurately model the 

cardiac geometry while the DT-MRI measurements were used to calculate the fiber 

architecture of the heart. The anatomical images were used to accurately represent the 

cardiac geometry by fitting a three dimensional deformable model. The procedure 

involved registering MRI slices of different orientations together and fitting the model to 

the segmented surfaces (LV, RV, EPI, Septum). In order to properly register the short 

axis and the long axis images, we used a combination of image acquisition parameters. 

We had the spatial location of the first pixel of each image as well as the coordinate 

system of the image. Using this information as well as the matrix size and FOV, we can 

find the spatial location of each pixel referenced to the MRI scanner coordinate system. 

Now that we have the spatial locations of each image, we can register the short axis and 
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long axis scans together. However, this method assumes that the rat didn’t move during 

the scan acquisition.  

The fiber orientations were calculated for excised hearts and were able to be 

mapped to the end-diastolic ventricular models. Ideally, one would be able to perform in 

vivo cardiac DT-MRI calculations on the rat hearts so that they fiber warping would not 

be necessary. Previous studies have performed in vivo DT-MRI on human hearts [30, 31], 

but none have been performed on rat hearts. Overall, we have shown methods that can 

create an adequate representation of normal and diseased hearts. 

   4.3  Deformation Calculations 

A deformable three-dimensional model was used to calculate strain distribution 

throughout the LV and RV wall. By combining the HARP results and the models, we 

were able to fit the models to each frame and simulate a heart contraction. Using this 

information, we measured strain time course maps from end-diastole to end-systole. We 

calculated circumferential, radial, and longitudinal strains using previously existing 

techniques [18]. 𝐸!! decreased in the hypertensive model and 𝐸!! also decreased 

suggesting increased shortening, which is consistent with literature results [45]. Our peak 

systolic 𝐸!! was consistent with Vallee et al. [17]  (-0.29 vs. -0.31). Control peak 𝐸!! was 

low compared to published results (0.17 vs. 0.32) [37], however hypertensive peak 𝐸!! 

was consistent (0.3 vs. 0.32). 𝐸!! shortening was consistent compared to Adam et al. (-

0.16 vs. -0.12) [42], but higher then compared with Waldman et al. (-0.16 vs. -0.1) [38], 

and lower compared to Koshizuka et al. (-0.16 vs. -0.26) . We compared our control and 

hypertensive heart results to published human control and hypertensive hearts. Peak 
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systolic 𝐸!!, and 𝐸!! in the control hearts were all low in comparison to the healthy 

human hearts, respectively (0.17 vs. 0.54, -0.16 vs. -0.20) [45], however peak 𝐸!! was 

larger (-0.32 vs. -0.20) [39]. The hypertensive 𝐸!! was much larger compared to human 

hypertensive hearts, while 𝐸!! was low, however 𝐸!! was consistent, respectively (-0.33 

vs. -0.19, 0.3 vs. 0.57, -0.14 vs. -0.16) [39].  

While many studies limited their strain calculations to circumferential, 

longitudinal, and radial strain [18, 20, 21, 26], we have shown the capabilities to calculate 

fiber, sheet-normal, and cross-fiber strains for both the LV and RV. Our 𝐸!! and 

𝐸!!  were higher to published healthy human hearts, respectively (-0.15 vs. -0.14, -0.16 

vs. -0.08) [40]. 𝐸!! was also low consistent to the results by Ingels Jr. [46] (0.06 vs. 0.08) 

in dogs, but 𝐸!! and 𝐸!!  had higher shortening, respectively (-0.15 vs. -0.12, -0.16 vs -

0.09) [46]. While these methods have reproduced consistent and different results, they 

have proven to able to calculate many different strain components. While we did not 

show any significant difference in the hypertensive heart, these techniques may be 

utilized to calculate accurate three dimensional strain distributions. We must reiterate that 

our sample size is very low and therefore, it is difficult to draw major conclusions. 

Ideally, we would want a larger sample size in order to measure different possible 

variations. Strain calculations could be improved with acquisition of additional short axis 

and long axis slices. Here, we only collected eight short axis slices and one long axis 

slice, which is not sufficient to fully describe the deformation of the heart.  

The use of tagged MRI images to characterize RV strains has not been fully 

described in literature for rats. There have been some studies that have measured RV 

longitudinal strain using two-dimensional approaches [34]. Here, we show the power of 
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HARP and finite element modeling to measure RV strain. Our control RV 𝐸!! compared 

to human results were lower (-0.09 vs. -0.21) [41]. RV strain is important measurement 

as previous studies have shown that it can be an indicator of pulmonary hypertension 

[32]. RV longitudinal strain has also been shown to quantify contractile function [33]. 

Hence, the ability to measure the RV strain maps can be utilized to serve as an indicator 

for right ventricular heart diseases. 

While these models are useful for characterizing strain distribution maps, the 

future objective is the ability to simulate a rat heart contraction. We have shown 

preliminary simulation results for both the hypertensive and control hearts, and while the 

LV and aortic pressure curves correlate well with the raw hemodynamics, the expected 

ejection fraction was much too low (~7% vs. 70%). The low ejection can be explained by 

the elevated R value used. R is inversely proportional to the stroke volume (SV) and we 

can calculate R by using the following equation: 

 

 
𝑅 =

𝑀𝐴𝑃
𝑆𝑉 ⋅ 𝐵𝐶𝐿 [4-1] 

 

where, 

 

𝑀𝐴𝑃 = 𝑀𝑒𝑎𝑛  𝐴𝑟𝑡𝑒𝑟𝑖𝑎𝑙  𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒  
𝑆𝑉 = 𝑆𝑡𝑟𝑜𝑘𝑒  𝑉𝑜𝑙𝑢𝑚𝑒  

𝐵𝐶𝐿 = 𝐿𝑒𝑛𝑔𝑡ℎ  𝑜𝑓  𝐶𝑎𝑟𝑑𝑖𝑎𝑐  𝐶𝑦𝑐𝑙𝑒 
 

Using this equation, we calculated R for a given SV, and using the previously described 

method, we calculated C. However, when these values were used, the peak LV pressure 
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and aortic pressure plummeted. Therefore, R was increased by a factor of ten and C was 

decreased by a factor of ten to maintain the time constant !
!"

. Using these adjusted 

parameters, we achieved the results that have been shown previously. Further 

improvement must be made in order to accurately simulate the rat heart contraction. It is 

important to note that the passive material properties were not optimized for a rat heart 

and human heart model was used instead. In order to improve upon these results, R 

should decrease to its original value and other parameters in the active contraction model 

must be optimized. 
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5   Conclusion 

Strain measurement techniques are increasing in popularity as more studies are 

showing that these quantities can be useful for diagnostic purposes. Therefore, optimizing 

current methods to accurately calculate strain components is paramount. Here, we have 

combined DT-MRI and MRI to create an accurate representation of the cardiac geometry 

and account for the fiber architecture. HARP analysis and finite element modeling 

techniques were used to measure three dimensional strain distributions. We have shown 

that this technique is capable of producing accurate results for both the LV and RV for 

our rat models. Preliminary simulation experiments were performed and showed 

promising results, but additional modification is needed in order to improve the 
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simulations. Overall, we have shown that three-dimensional strain maps can be 

accurately produced in for both the LV and RV of the rat heart. Using high-resolution 

structural mapping the strains can be found in terms of regional fiber architecture, 

providing detailed insight in myocyte fiber function in the rat heart, and also providing 

detailed regional function for future computational models of the contracting rat heart. 
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