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EPIGRAPH

Bod y cynta’ i weld y môr
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Gweld y môr gynta’ yw’r cynta’

y down at ddarganfod gwir ryfeddod.

— Menna Elfyn “Y cynta’ I weld y môr (Seeing the Sea)"
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ABSTRACT OF THE DISSERTATION

Turbulence and mixing at topographic boundaries
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Internal tides and currents interacting with sub-surface topography such as

continental slopes, islands and seamounts give rise to turbulent processes. The subse-

quent mixing of waters of different densities is important for maintaining the global

overturning circulation. This thesis investigates the turbulent processes occurring at two

different topographic features; a steep headland in the eastern Pacific and a continental

slope canyon in the north-west Atlantic.

Tidal currents and mean-flows interacting with headlands and islands give rice

to turbulent wakes. In Chapter 1, surveys in the wake of a steep headland in both tidal

and mean flow regimes reveal turbulent wakes driven by shear and vorticity in the
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flow. Recent theoretical literature has suggested that turbulence at steep topographic

features may drive upwelling necessary to close the abyssal overturning circulation. In

Chapter 2, a novel near-bottom dye release within a steep canyon provides the first

direct evidence of this upwelling and suggests that current 1-d models of near-bottom

processes are insufficient to understand the importance of bottom boundary upwelling

processes. In Chapter 3, this work is extended using a suite of moorings which observe

convergence and divergence in the along-canyon direction indicative of exchange

between the boundary and interior, a process that is not included in 1-d models.
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Introduction

Turbulence, and the subsequent mixing of water properties, play important roles

in regulating the global climate and ecosystems, modifying the distribution of heat, salt,

nutrients, carbon dioxide and other important tracers. Understanding the geography of

ocean turbulence is therefore vital for our ability to model the climate and predict its

impact on biodiversity.

Work to understand the global distribution of mixing began in the 1960s. In

particular, Walter Munk’s seminal work “Abyssal Recipes” used full-depth profiles in

the deep ocean to infer that a constant eddy diffusivity and upwelling velocity would

be sufficient to maintain the vertical distributions of the measured tracers. Munk 1966

suggested that internal tides may drive this mixing in the ocean interior.

The 1980s and 90s saw the development of tools and methods for estimating the

eddy diffusivity from turbulent microstructure. These studies found diffusivities an

order of magnitude smaller than the value predicted by Munk (Moum and Osborn 1986;

Gregg 1989; Ledwell et al. 1993; Toole et al. 1994; Kunze and Sanford 1996) However,

observations also showed that the diffusivity was not constant as Munk had predicted,

instead suggesting that mixing was enhanced near rough topography and features (Toole

et al. 1994; Lueck and Mudge 1997; Polzin et al. 1997; Ledwell et al. 2000; St. Laurent

et al. 2001; Toole 2007; Waterhouse et al. 2014).

In contrast to Munk 1966’s hypothesis, the observed mixing profile that increases

towards the seafloor instead suggests that waters downwell in the interior (Polzin

et al. 1997). A water parcel that experiences more mixing from below than above in a
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stably stratified ocean will become denser and will therefore sink. It is an open question

where the upwelling occurs, but recent theoretical work suggests that the water mass

transformation is confined to bottom boundary layers (BBLs) along steeply sloping

topography. At the boundary, turbulent buoyancy fluxes must decrease to zero to satisfy

the no flux boundary condition, therefore a parcel of water experiences more mixing

from above than below, and thus upwells ((Ferrari et al. 2016; McDougall and Ferrari

2017).

Tracer releases, microstructure measurements and numerical simulations com-

pleted as part of the BBTRE and DIMES experiments demonstrate that downwelling

occurs in the interior and that close to topography water is upwelled (Ledwell et al. 2000;

St. Laurent et al. 2001; Mashayek et al. 2017). In both of these experiments, the tracers

were released within the interior, at least 500 m above the nearby topography. The tracer

was advected into the BBL by lateral motions. The vertical velocity estimated from the

tracer is therefore the net velocity over a period where the tracer was in the BBL and the

interior and does not directly tell us about the upwelling in the BBL. Microstructure

measurements in these experiments were no closer than 20m from the bottom, therefore,

may not fully capture the turbulence within the BBL.

Mixing at topographic boundaries is able to return deep water formed at the

poles to the surface, a key branch of the overturning circulation. Small scale processes

near topography play a significant role in maintaining the general ocean circulation and

closing the global energy budget (Munk and Wunsch 1998; Wunsch and Ferrari 2004).

Where exactly the mixing occurs has implications for the formation and circulation of

abyssal waters (Saenko and Merryfield 2005; Melet et al. 2013).

Relevant topographic features include ridges (Rudnick et al. 2003; Voet et al. 2020;

Musgrave et al. 2016), seamounts (Lueck and Mudge 1997; Armi 1978; Carter et al. 2006),

continental slopes (Nash et al. 2004; Klymak et al. 2011), canyons (Lee et al. 2009; Gregg

et al. 2011; Zhao et al. 2012; Wain et al. 2013; Alford and MacCready 2014; Waterhouse
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et al. 2017; Alberty et al. 2017; Hamann et al. 2019), headlands (Edwards et al. 2004;

Chang et al. 2013) and abyssal hills (Ledwell et al. 2000). Mixing at topography is largely

driven by the dissipation of internal waves that are either generated locally (Nikurashin

and Legg 2011), or remotely (Klymak et al. 2010).

In the coastal ocean, vertical transport of nutrients is important for biological

productivity in the regions. Wind-driven upwelling is particularly prevalent along

eastern boundaries (Brink 2016). However, topographic features such as headlands and

islands can also influence the upwelling within coastal regions (Heywood et al. 1990;

Roughan et al. 2005; Gove et al. 2016). At large Reynolds number (Re = UD
ν where U

is the upstream velocity, D is the size of the obstacle and ν is the viscosity) flow past

an object separates from the boundary, generating a turbulent wake behind the object.

Observations and numerical simulations provide evidence of mixing and upwelling

of cold, nutrient-rich water within the wakes of headlands and islands (Deleersnijder

et al. 1992; Wolanski et al. 1996; Johnston and Read 2007; Chang et al. 2013). The

structure of the wake and the distribution of vorticity can be altered by variability in the

upstream flow (Geyer and Signell 1990; Signell and Geyer 1991; Mackinnon et al. 2019),

the shape and size of the obstacle (Signell and Geyer 1991) and the local stratification

(Lin and Pao 1979; Perfect et al. 2018).

However, measurements of turbulent microstructure are limited near topographic

features due to the difficulty of sampling so close to the seafloor. Understanding the

spatial distribution of turbulence and mixing within the bottom boundary layer, and at

topographic features such as headlands is crucial to our understanding of how important

tracers are transported.

The general objective of this work is to explore the turbulent dynamics resulting

from flow-topography interactions to help inform our understanding of their effect on

larger-scale processes. This thesis will be comprised of three chapters. The first will

address the turbulence generated in the wake of an island during the Flow Encountering
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Abrupt Topography experiment. The second and third chapters will be analyses of data

sets that were collected as part of the first leg of the Boundary Layer Turbulence and

Abyssal Recipes field program.

Background

Estimates of turbulence

Dissipation of Turbulent Kinetic Energy

When looking at turbulence in the ocean, it is common to use the Reynold’s

decomposition and assume that a flow field U can be separated into a mean component

u and a fluctuating, or turbulent, component u′ such that U = u+u′. Turbulence is

characterised by a non-zero turbulent kinetic energy (TKE), KEturb =
1
2u′2. The evolution

of TKE is described (in Einstein notation) by

(
∂
∂t
+ Ū j

d
dx j

)
u′2i =

∂
∂x j

− 1
ρ0

u′ip
′δi, j+ν

∂
∂x j

u′2i
2
−u′ju

′

iu
′

i

 −ν
(
∂u′i
∂x j

)2

︸   ︷︷   ︸
ϵ

−u′ju
′

i
∂
∂x j

Ui︸        ︷︷        ︸
P

+ b′w′︸︷︷︸
B

(1)

The first two terms on the right hand side describe the transport of TKE, the third

describes the dissipation of TKE, the fourth describes the production of TKE and the

fifth describes the buoyancy flux. Osborn 1980 assumed that the transport terms could

be neglected, therefore in a steady state we have the balance

ϵ = P+B (2)

The mixing efficiency is defined as the ratio of energy lost to potential energy to the total

energy lost and is given by

R f =
B

B+ϵ
. (3)
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Parametrising the buoyancy flux by the eddy diffusivity (B = −KρN2) gives

Kρ =
R f ϵ

(1−R f )N2 (4)

where
R f

(1−R f ) is known as the mixing coefficient Γ (Polzin et al. 2014). The buoyancy flux

can thus be written as

B = Γϵ (5)

where Γ is the mixing efficiency and, based on laboratory and numerical experiments,

is often assumed to be approximately 0.2 (Peltier and Caulfield 2003). However, this

value may vary, particularly in the abyssal ocean near topographic features Mashayek

et al. 2017 and can depend on the mixing mechanism (Chalamalla and Sarkar 2015; Ivey

et al. 2021). A variable mixing efficiency is necessary for the buoyancy flux to decrease

to zero within the BBL (Ferrari et al. 2016) and has significant implications on the global

overturning circulation (Cimoli et al. 2019).

Dissipation of Thermal Variance

When interested in the mixing of a passive scalar, such as temperature, by

turbulence we can consider the advection-diffusion equation for the fluctuating part

of the temperature field. The temperature can be decomposed in a similar way to the

velocity as T = T+T′. The evolution equation for the temperature variance is given by

(
∂
∂t
+U ·∇

)
T′2

2
= κ∇2 T′2

2
−∇·u′T′2/2−T′u′ ·∇T̄︸    ︷︷    ︸

PT
2

−κ∇T′ ·∇T′︸      ︷︷      ︸
χT
2

. (6)

Again, the first two terms on the right hand side describe the transport. The production

of temperature variance is given by the third term and the dissipation of tracer variance

is given by the fourth term. Osborn and Cox 1972 assumed that there is a balance
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between production and dissipation of thermal variance such that

χT = PT. (7)

Assuming that horizontal gradients are negligible, this gives

−2w′T′
∂T
∂z
= 2κ∇T′ ·∇T′ (8)

where w′T′ is the vertical heat flux and can be parameterised by the eddy diffusivity as

w′T′ = −KT
∂T
∂z

(9)

Therefore,

KT =
χT

2(∂T/∂z)2 . (10)

Further assuming that Kρ = KT means that we can obtain estimates of ϵ from χ as

ϵχ =
N2χT

2ΓT2
z
. (11)

or estimates of the buoyancy flux as

B = −
χT

2∂T∂z
. (12)

Non-dimensional Parameters

Richardson Number

The Richardson number, defined as Ri−1 = S2

N2 where N2 = −
g
ρ0

∂ρ
∂z is the stratifi-

cation and S2 = (∂u∂z )2+ (∂v∂z )2 is the squared shear, describes the tendency for a Kelvin-

Helmholtz instability to occur. It has been shown in an inviscid, stably stratified fluid
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that the flow will be unstable when Ri < 1/4 (Miles 1961; Miles and Howard 1964).

Rossby Number

The Rossby number is the ratio of inertial forces to the local Coriolis force and

describes the strength of the local vorticity relative to Coriolis. Rossby number is given

by Ro =
vx−uy

f where vx is the partial derivative of the meridional velocity with respect

to the zonal direction, uy is the partial derivative of the zonal velocity with respect to

the meridional direction, vx−uy is the vorticity and f is the local inertial frequency.

Mixing Mechanisms

Shear driven mixing

Vertically sheared flow in the stratified ocean can lead to turbulence when the

sheared flow is able to overcome the tendency for fluid to remain stratified. The resulting

instability, known as a Kelvin-Helmholtz (K-H) intability, is common throughout the

ocean (Geyer et al. 2010). The Richardson number will be used to aid in identifying

shear instabilities.

Convective mixing

Convective mixing occurs where denser water is moved above lighter water,

causing the density profile to be gravitationally unstable. Convective events in the BBL

may be driven by the transport of dense water over light water by a sheared flow on a

slope (Seim and Fer 2011; Lorke et al. 2005).
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Chapter 1

Measurements of turbulence generated
by wake eddies near a steep headland

Tidal and low-frequency flows interact with abrupt topographic features, giving

rise to a variety of small-scale phenomena including lee waves, vortical motions and

turbulence. With the goal of identifying the processes that transfer momentum and

energy between the larger-scale and smaller-scale flows, detailed tidally-resolving

shipboard surveys were conducted near a sharp and steep headland north of Velasco

Reef, Palau, in the Western Pacific. We present velocity, microstructure and rapid-cycling

Conductivity, Temperature and Depth (CTD) measurements, contextualized with a

nearby 10-month moored record, to examine wake and vortex structures. Observed flow

near Velasco Reef was layered and multi-directional in depth such that the “downstream"

side of the headland depended on depth. Downstream of the headland, during a period

where mean flow dominated over the tide in the top 100 m of the water column, turbulent

kinetic energy dissipation rates were enhanced by up to 3 orders of magnitude relative

to those upstream. During a period dominated by tides, the flow reversed periodically

and wake eddies were associated with turbulent dissipation rates up to O(10−5) W kg−1.

Turbulent dissipation rates in the wake increased with inverse Richardson number for

both tidal and mean flows past the headland, and were larger for stronger vorticity

flows. Our analysis suggests that the eddies themselves lead to shear instabilities
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and subsequent turbulence, either through tilting or their limited vertical extent. We

associate the enhanced downstream dissipation with a combination of breaking internal

tides and either these eddy processes or a multi-scaled turbulent wake.

1.1 Introduction

Currents impinging on islands, headlands and submarine ridges can lead to the

generation of vortices and internal waves downstream (Edwards et al. 2004; Chang

et al. 2013). These processes and the eventual transition to turbulence lead to the loss of

kinetic energy and momentum in the wake and weaken the incident currents (Wolanski

et al. 1984; Johnston et al. 2019). The vertical transport generated by mixing in the wake

has been seen to increase chlorophyll concentrations and may also enhance biological

productivity in the region (Heywood et al. 1990; Gove et al. 2016). It is therefore

important to understand the turbulence and mixing generated in the lee of topographic

features such as islands and headlands.

This study was motivated by observations collected around Velasco Reef, a

promontory at the northern end of the Pacific archipelago of Palau. The complex

topography at this location, consisting of both a steep headland and a deep water ridge,

leads to the formation of both wake eddies (Mackinnon et al. 2019) and lee waves (Voet

et al. 2020). We are interested in understanding how these wake processes may head to

turbulence downstream of the headland.

Previous observations of turbulence at headlands and islands have often focused

on measurements in the immediate vicinity of topographic obstacles to quantify the

turbulent drag leading to flow separation (Edwards et al. 2004; Mackinnon et al. 2019).

The few observational studies that have collected measurements of turbulent dissipation

in the wake of a headland or island have shown an association between dissipation and

shear (Chang et al. 2013; Wijesekera et al. 2020).
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While several studies have shown evidence of flow separation and eddy for-

mation (Geyer and Signell 1990; Heywood et al. 1996; Mackinnon et al. 2019), limited

observational efforts have attempted to understand the processes generating turbulence

within topographic wakes. Modelling wake processes is also limited since abrupt

topographic features like headlands and islands are often poorly represented and

therefore the resulting small-scale turbulent dynamics are not well parametrised.

Flow separates from topography due to the frictional forces acting on the current

as it passes the body. In the idealised conditions of flow past a cylinder the resulting

dynamics downstream can be characterised using the Reynolds number (Re = UD
ν ). This

parameter is dependent only on the diameter of the obstacle (D), the velocity upstream

(U) and the molecular viscosity (ν). It expresses the balance between the inertial and

viscous forces in the horizontal momentum equation. At geophysical scales such as

those relevant for flow past an island, an effective Reynolds number is commonly used

(Ree f f ) where the molecular viscosity is replaced with a variable eddy viscosity, Az

(Pattiaratchi et al. 1987; Heywood et al. 1990; Chang et al. 2013). At large enough Ree f f ,

flow separation occurs and eddies are shed. As Ree f f increases further the wake becomes

increasingly unsteady and turbulent. The eddy viscosity relevant for flow separation at

Velasco Reef is likely set by near-bottom turbulence and places the wake in a potentially

eddy-shedding regime (Mackinnon et al. 2019).

Regions of vorticity generation, such as topographic wakes, are susceptible

to centrifugal-symmetric instabilities (CSIs) (Molemaker et al. 2015). Flows become

unstable to CSIs when the Ertel potential vorticity (q) is the opposite sign to the local

Coriolis frequency ( f ). That is, q f < 0 where

q = ∇b · (∇×u+ f ), (1.1)

b is the buoyancy and u is the velocity vector (Haine and Marshall 1998). In thermal
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wind balance, Equation 1.1 can be rewritten as

q =
1

N2 f
(1+Ro−Ri−1) (1.2)

where N2 = −
g
ρ0

∂ρ
∂z is the stratification, Ro = ζf is the Rossby number, ζ is the vertical

vorticity, Ri−1 = S2

N2 is the inverse Richardson number and S2 = (∂u∂z )2+ (∂v∂z )2 is the squared

shear. Therefore, in the northern hemisphere regions where Ri−1 > 1+Ro are susceptible

to CSIs.

The currents incident on Velasco Reef have both a mean and tidal component

(Mackinnon et al. 2019). Velocity measurements around headlands in oscillatory

tidal flows have shown that the lee eddy structures are highly time dependent, with

asymmetric wakes on either side of the headland (Geyer and Signell 1990; Mackinnon

et al. 2019). The presence of a baroclinic tide, generated when the barotropic tide

forces stratified water over topography (Llewellyn Smith and Young 2003; Klymak

and Gregg 2004; Nash et al. 2006), can introduce vertical shear that leads to the tilting

of wake vortices (Farmer et al. 2002; Pawlak et al. 2003; Canals et al. 2009). Tilted

vortices may dissipate faster than vertically aligned vortices either by generating enough

vertical shear to overcome the stratification or through overturns due to the resulting

horizontal component of the vorticity (Pawlak et al. 2003; Boulanger et al. 2007; Canals

et al. 2009; Meunier et al. 2010). The tendency for overturning to occur can be described

using the inverse Richardson number. In particular, for Ri−1 > 4, shear dominates over

stratification, leading to Kelvin-Helmholtz instabilities and turbulent mixing (Miles

1961; Miles and Howard 1964).

Enhanced turbulence at topographic features may also be attributed to the internal

tide. Turbulent dissipation can occur close to the generation site of the internal tide via

non-linear wave-wave interactions (Polzin 2004; Nikurashin and Legg 2011), convective

overturns (Klymak et al. 2008; Alford et al. 2011; Chalamalla and Sarkar 2015), and strain
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Table 1.1. Overview of hypotheses for mechanisms generating turbulence in a geophysi-
cal wake, the relevant parameters and the expected relationship between the dissipation
rate of turbulent kinetic energy (ϵ), the Rossby number (Ro) and the inverse Richardson
number (Ri−1).

Processes
Important
parameters Expectation

I Flow separation with
a turbulent wake and
no coherent vortices.

Ree f f ϵ is not a function of Ri−1

nor Ro. No coherent ed-
dies are visible.

II Wake contains turbu-
lence and coherent
vortices.

Ree f f , Ro ϵ is a function of Ro, not
Ri−1. Ree f f less than in (I).

III Turbulence driven by
vertical shear due
to the eddies them-
selves.

Ro, Ri−1 Ro and Ri−1 correlated. ϵ is
a function of both Ro and
Ri−1.

IV Turbulence is due to
lateral instabilities of
eddies.

Ro ϵ is enhanced when
q = 1+Ro−Ri−1 < 0

V Breaking internal
tides dominate.

Ri−1 ϵ is a function of Ri−1 and
Ro is irrelevant.

as isopycnals are heaved up and down (Klymak et al. 2008). Remotely generated low

mode internal tides interacting with steep slopes (Nash et al. 2004; Klymak et al. 2011)

can lead to turbulence. The internal tide can also generate shear instabilities (Lien and

Gregg 2000).

As briefly summarised above, turbulence can be generated in several ways when

flow encounters complex topography. However, it can be challenging to isolate specific

mechanisms with observations. Here, we use direct measurements of the dissipation

rate of turbulent kinetic energy (hence forth referred to as “turbulent dissipation” or

ϵ) and estimates of the Rossby Number and inverse Richardson number to identify

the dominant processes leading to turbulence generation around Velasco Reef. Five

hypotheses for the possible mechanisms emerge from the literature. We classify each

process based on the relationship between ϵ, Ro and Ri−1 in each case (Table 1.1).
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The observations presented here were collected during two different flow regimes.

The first was a mean flow scenario where we observed dominant eastward mean flow

in the upper 100m of the water column. The second was a tidal regime where flow

oscillated between eastward and westward past Velasco Reef. We discuss the turbulent

dissipation observed in both scenarios and identify the dominant processes generating

turbulence in the wake. The structure of the paper is as follows. In Section 1.2 we

describe the data and the methods used for data collection and analysis. In Section

1.3.1 we describe the background flow conditions. Section 1.3.2 discusses the mean flow

scenario and we describe the resulting turbulence. The tidal scenario is discussed in

Section 1.3.3 and we highlight the formation of vortices at the headland. Section 1.4

discusses the relationship between the observed turbulent dissipation rate and inverse

Richardson number and Rossby number and we suggest which of the hypotheses in

Table 1.1 are most likely given our observations. Finally, Section 1.5 summarises the

work.

1.2 Data & Methods

The data presented in this study were collected at Velasco Reef, Palau as part of

the Flow Encountering Abrupt Topography (FLEAT) project funded by the Office of

Naval Research. The purpose of the FLEAT program was to improve understanding of

the processes occurring when ocean currents encounter islands and ridges. Particularly,

how energy and momentum from these large-scale currents is lost and transferred to

smaller scales and eventually, to turbulence. The archipelago of Palau was chosen as the

focus region for FLEAT due to its location in the path of the westward flowing North

Equatorial Current (NEC) and the eastward flowing North Equatorial Counter Current

(NECC) (Schönau and Rudnick 2015). These meandering currents cause variability in

the large scale flow hitting the islands (Simmons et al. 2019) that, in turn, influence the
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wake downstream (Zeiden et al. 2019). At smaller scales, tidal and near-inertial motions

interact with the islands and reefs of Palau (Mackinnon et al. 2019; Siegelman et al. 2019).

Together, these create a varying broadband incident current that leads to temporal and

spatial variability in the turbulence and dynamics produced when the flow interacts

with the islands (Mackinnon et al. 2019; Merrifield et al. 2019; St. Laurent et al. 2019;

Wijesekera et al. 2020). The northern end of Palau is topographically complex, with

both a headland and a ridge. Both tidal lee waves, generated by flow over the ridge,

and wake eddies, shed from the tip of the headland, were expected. The connection

between internal tides near topography and wave breaking has been noted several times

(Rudnick et al. 2003; Klymak et al. 2012; Nagai and Hibiya 2015; Alford et al. 2015),

including here at Velasco Reef (Voet et al. 2020), therefore our focuses in this paper are

the additional processes that are simultaneously occurring; namely, lateral processes

associated with flow separation and vortex shedding.

Velasco Reef is a steep-sided sunken atoll rising up from depths exceeding 3000 m

to 15−20 m at the rim of the lagoon. A ridge extends northward from the northern tip

of the reef, with a water depth of approximately 1000 m at the top of the ridge. The

eastern flank of the ridge is very steep, dropping to ∼ 3000 m depth in less than 4 km.

The western flank is less steep, reaching depths of ∼ 2000 m in approximately 8 km

(Figure 1.1). This study focuses on the region surrounding the northern tip of the reef.

Shipboard observations were conducted in the vicinity of Velasco Reef to measure

the variety of processes present here (Figure 1.1). Turbulent dissipation rate was

measured directly using the Modular Microstructure Profiler (Alford and Gregg 2001).

Additionally, indirect estimates of turbulence were made from the inertial subrange of

microconductivity measured with the FastCTD system (Alford and Pinkel 2000a; Moum

and Nash 2009). The shipboard Acoustic Doppler Current Profilers (ADCPs) provided

velocity measurements. A mooring offshore of the tip of the reef provided temporal

context.
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Figure 1.1. The full island chain of Palau is shown in (a) with the region of focus for
this study marked with the black box. Contours show isobaths at 1000 m intervals.
Observations used for this analysis are shown in (b). These include 3 sets of MMP
microstructure lines, the FCTD radiator surveys and the F4 mooring located in 880 m
of water. Thin grey contours show isobaths at 100 m intervals and thick grey contours
show isobaths at 1000 m intervals.

1.2.1 Moorings

Background currents around Velasco Reef were measured by two arrays of

moorings deployed from June 2016 to April 2017. Detailed discussion of the records

from the various mooring sensors can be found in Mackinnon et al. (2019), Wijesekera

et al. (2020) and Zeiden et al. (2021). For this study, we used velocity records from the F4

mooring, deployed due north of the headland in 880 m of water (Figure 1.1, star). We

used the moored velocity records for the period June 9, 2016, to June 19, 2016, as context

for the shipboard surveys (Figure 1.2). In the depth range relevant to this study, two

ADCPs were mounted at around 60 m: an upward-looking 300 kHz RDI Workhorse

Monitor and a downward-looking 75 kHz Workhorse Long Ranger.
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Figure 1.2. Time series of zonal velocity (a) and meridional velocity (b) at the F4 mooring
for the duration of the repeat microstructure and FCTD measurements (June 9th-19th,
2016). Vertical lines indicate the start and end times of the separate microstructure lines
(bar colours at the top correspond to those in Figure 1.1) and Fast CTD surveys (grey
bar). The time average and standard deviation of u and v for the record from June
9th-19th 2016 are shown in (c). The depth averages of u and v are shown in (d) together
with a harmonic fit to each velocity component using the tidal components M2, O1, K1
and S2. The dotted line at 100 m in (a), (b) and (c) marks the approximate boundary
between the upper and lower layers.

1.2.2 MMP

The Modular Microstructure Profiler (MMP), developed by Mike Gregg at the

Applied Physical Laboratory, University of Washington, and subsequently modernised

and operated by the Multiscale Ocean Dynamics Group at Scripps Institution of

Oceanography, is a tethered microstructure profiler (Alford and Gregg 2001; Hamann

et al. 2018). It was equipped with a pumped Seabird CTD, an altimeter which allowed the

instrument to be profiled to ∼10 m above the bottom in shallow water, two airfoil shear

probes and two FP07 thermistors. From the shear data we computed the dissipation
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rate of turbulent kinetic energy (ϵ [W kg−1]) in standard fashion as

ϵ = 7.5ν
∫ kc

k0

ϕ2
uz(k)dk (1.3)

where ϕuz is the spectrum of the shear, ν is the kinematic viscosity and k is the vertical

wavenumber. The shear spectrum was calculated over 0.5 m vertical bins for each profile

and was then integrated between the lowest wavenumber k0 and a cutoff wavenumber

kc. The cutoff was determined iteratively as the wavenumber where the Nasmyth

universal spectrum reached 90% of its total variance (Wesson and Gregg 1994; Gregg

1998).

A total of 382 profiles collected along three offshore lines were used in this

analysis. The lines started at the 50 m isobath and extended up to 4 km offshore.

While water depths along the lines reached as deep as 1800 m the profiles only went

to a maximum depth of 300 m, the instrument’s pressure rating. The MMP provided

centimeter scale resolution in the vertical and was dropped at 0.7 m s−1. Horizontal

resolution was highest in shallower water where profiles took less time. Maximum

spacing between profiles was approximately 200 m along the line.

1.2.3 FastCTD

The FastCTD (FCTD) system (Klymak et al. 2008) consists of a rapid profiling

tethered body attached to a direct drive, self rendering electric winch. A SBE49 CTD and

a dual-needle microconductivity probe (an in-house version of the SBE7) were mounted

on the instrument (Alford and Pinkel 2000a). The vehicle was allowed to free fall on the

downcast at speeds of 3-5 ms−1. Following Alford and Pinkel (2000a), we estimated

the dissipation of thermal variance (χ) from the microconductivity profiles. Each value

of χwas calculated over a 2-second segment of the profile. We then used the method

described by Moum and Nash (2009) to estimate ϵ from χ, given by
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ϵχ =
N2χ

2ΓT2
z
. (1.4)

A cutoff of Tz > 1×10−4 ◦C m−1 was used in the calculation of ϵχ (Alford and

Pinkel 2000a). While ϵ and ϵχ may differ due to both physical or sampling-related

reasons (Gregg et al. 2018; Taylor et al. 2019; Couchman et al. 2021) agreement between

ϵ and ϵχ computed from MMP data (not shown) was generally within a factor of 2.

1.2.4 Shipboard Velocity

Velocities along the ship surveys were measured from the Teledyne RDI 75 and

150 kHz ADCPs onboard the R/V Revelle. Data from the two instruments were combined

to give a total depth range of 700 m with 8 m vertical resolution above 250 m and 16 m

vertical resolution below. The velocity profiles were averaged to a 2-minute temporal

resolution.

1.2.5 Sampling Strategy

To understand the various wake phenomena at Palau, as described in Section

1.1, both temporal and spatial information were necessary. Semi-diurnal and diurnal

tides are both relevant at Palau (Figure 1.2d). Resolving the two tidal frequencies while

also covering space required a combination of instruments. The MMP provided direct

estimates of turbulence; however, the instrument profiled slowly so we were unable

to cover large areas. The FCTD, on the other hand, was able to achieve ∼6 times more

horizontal resolution than the MMP owing to a much greater fall speed. Therefore, it

was decided to limit the spatial extent of the MMP survey and focus on obtaining lines

of MMP profiles that would enable us to resolve the tides. Three offshore lines were

chosen around the north end of the reef. One on the eastern side, one on the western

side and the third at the tip of the headland, where the flow was expected to separate

(Figure 1.1). These will be referred to from here on as the east, west and separation lines
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respectively. The profiles were done while steaming at 1 knot in the offshore direction,

then the ship returned to the beginning of the line to repeat. The MMP observations

spanned from June 9th to June 14th during which the east line was repeated 6 times,

the separation line 8 times and the western line twice. The eastern and separation

lines were repeated for 12 hours, giving coverage of one semi-diurnal tidal cycle. Note

that the diurnal tide and near-inertial motions were aliased into the MMP signals (the

local inertial period is 3.4 days). The separation line was occupied for a second time

from June 19 to June 20. We omit these observations from this study because by this

time the flow conditions had changed and are therefore not comparable to the other

MMP measurements in the context of this study. However, discussion of the second

occupation can be found in Mackinnon et al. (2019).

Following the MMP surveys, the FCTD was used to provide a more complete

picture of the spatial variability in the dynamics around the headland. The ship

completed a radiator pattern from east to west around the headland while steaming at

2.5-3 knots as the FCTD was profiled up and down (Figure 1.1). Profiles extended to

1400 m in deep water. The radiator was repeated 9 times from June 15-19th (Figure 1.2).

Each radiator took 9 hours to complete. The length of the survey introduced space-time

aliasing of higher frequency signals, such as the semi-diurnal tide, into the velocity and

turbulent dissipation measurements presented in the remainder of this study. We can

use a simple thought experiment to understand how the aliasing may present itself in

our record. Consider a spatially uniform velocity field that varies at a semi-diurnal

frequency in time. A 9 hour radiator through this velocity field will see variations in

the velocity that appear to change with space. A survey from east to west beginning

during the eastward phase of the tide will see eastward flow on the eastern side of the

survey domain and westward flow on the western side of the survey domain. Our

measurements showed similar features to this, with the added complexity of eddies

that were shed from the headland during the different phases of the tide.
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1.2.6 Calculation of Non-Dimensional Parameters

Inverse Richardson Number

For both the MMP and the FCTD, the inverse Richardson Number (Ri−1) was

estimated using velocity information from the shipboard ADCP and stratification from

the Seabird CTD on board the instrument. We decided to use only the 8 m resolution

portion of the shipboard ADCP record since 16 m was too coarse to capture the scale

of the shear instabilities. The CTD data had a vertical resolution of 0.5 m. For the

calculation of Ri−1, the profiles of N2 were gridded onto the same depth and time grid

as the ADCP. The estimates of the inverse Richardson number were then calculated as

Ri−1
8 =

S2

N2
8
. We use the subscript (·)8 to denote that our estimates have an 8 m vertical

resolution.

Rossby Number

The Rossby number (Ro) was estimated from the shipboard ADCP velocities

measured during the FCTD radiator survey. Data from each pass of the radiator were

binned into 500 m (zonal) × 225 m (meridional) bins, centered around the latitudinal

lines of the radiator pattern. Velocities within each bin were then averaged together.

The gridded velocities were used to calculate the vorticity ζ = ∂v∂x −
∂u
∂y and subsequently

the two-dimensional Rossby number. While the aliasing described in Section 1.2.5 is

apparent in the velocities, each estimate of the zonal gradient of the meridional velocity

(∂v∂x ) was calculated from adjacent transects separated by approximately 1 hour and each

eddy observed was covered by 2 to 3 sequential south-north transect lines. The Rossby

number therefore provides a synoptic view of each eddy and is appropriate for our

analysis which focuses on the statistics of the flow.
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1.3 Results

1.3.1 Background Flow Conditions

Harmonic analysis of the F4 mooring record, done using T_TIDE (Pawlowicz

et al. 2002), showed that both diurnal (O1, K1) and semi-diurnal (M2, S2) tides were

important at Palau (Figure 1.2). The tidal flows followed the bathymetry around the

northern end of Velasco Reef (Wijesekera et al. 2020). Although weaker than the tidal

signals, near-inertial waves were also observed (Mackinnon et al. 2019; Siegelman

et al. 2019). On average, flow was westward past Velasco Reef, consistent with the

westward flow of the NEC. However, flow was strongly eastward at times, particularly

in July 2016, as a result of interactions between the NEC, NECC and the bathymetry

around Palau (Zeiden et al. 2021).

The barotropic (depth-averaged) currents from the mooring (Figure 1.2d) show

that the strongest tidal currents occurred during the early MMP surveys and at the end

of the FCTD record due to the spring/neap cycle. The FCTD sampling began shortly

after neap tide when the maximum amplitude of the velocities were smaller. The time

mean flow (Figure 1.2c) was layered and multi-directional in depth, and during this

time period it consisted of two layers. The first was an eastward layer, with an average

velocity magnitude of 0.12 m s−1 that reached from the surface to 100 m. Below this the

mean flow was northward with an average velocity magnitude of 0.08 m s−1.

From June 9th to 14th flow was southeastward in the upper 100 m. The mean

current was strong enough that there was no flow reversal due to the tides. Below 100 m

the mean flow was weak compared to the tides. From June 15th onward the zonal tidal

flow overcame the mean current such that the current direction oscillated east and west.

Over the course of the record the meridional component in the top 100 m transitioned

from southward to northward.

We will discuss two different flow scenarios distinguished by the background
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flow conditions. From June 9th to 15th the mean flow dominates in the upper layer; this

will be the first scenario. After June 15th, the tide dominates.

1.3.2 Mean Flow Scenario

Despite the east and west MMP lines being done during spring tide and the

separation line being done at neap tide, the mooring record showed that the surveys

along the three MMP lines were completed during eastward zonal flow in the upper

layer (Figure 1.2). The eastward flowing layer in the top 100 m was also present away

from the mooring along all three lines (Figure 1.3). We therefore used the three sets of

observations together to compare conditions upstream (west line), downstream (east

line) and at the flow separation point (separation line). Observations from all transects

of each line can be found in the Supporting Information.

The average values of Ri−1
8 are shown on the same 8 m vertical grid as the

velocities. While Ri−1
8 at these vertical scales and averaged over several hours was not

greater than the critical value of 4, the patterns provide physical intuition for where

instabilities occur at smaller scales. On average the turbulent dissipation rate was

highest at the eastern line in the upper 100 m levels up to O(10−5) W kg−1 (Figure 1.3).

This corresponds to the depth range where flow was eastward, placing the eastern line

on the downstream side of the headland. Ri−1
8 also tended to be highest in the upper

100 m at the eastern line. The western line saw much weaker dissipation, in particular in

the top 100 m where ϵ was between 10−9 and 10−8 Wkg−1, up to 3 orders of magnitude

less than upstream at the eastern line. The regions of increased Ri−1
8 at the western line

were associated with bands of strong shear between layers. The turbulent dissipation at

the separation line was high at all depths and decreased with distance offshore, as was

also seen during the later occupation of the line (Mackinnon et al. 2019). Below 100 m,

there was not a clear upstream side to the headland owing to the greater importance of

the tidal over mean flows.
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Figure 1.3. The West, Separation and East columns show the average (from top to
bottom) meridional velocity, squared shear, stratification, turbulent dissipation rate
and Ri−1 along the three lines. The fourth column shows the full time average profiles
of the same quantities for the West (blue), East (red) and Separation (green) lines.
Shaded regions show the 95% confidence intervals. The dotted line at 100 m marks the
approximate boundary between the upper and lower layers

1.3.3 Tidal Flow Scenario

During the second half of the experiment the mean flow in the upper layer

subsided such that flow was tidally dominated throughout the water column (Figure

1.2). The FCTD survey was conducted during this period.

Here we highlight three of the nine surveys conducted around the headland. The

full set of surveys can be found in the Supporting Information. Note that the velocities
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and Rossby number from passes 6-9 were also shown in Mackinnon et al. (2019). As they

discussed, cyclonic and anti-cyclonic O(1 km) eddies were seen around the headland.

Cyclonic eddies are shed during the westward phase of the tide, while anti-cyclonic

eddies were shed during the eastward phase. However, the addition of a mean flow

lead to asymmetries in the strength of the vorticity, with clockwise vortices being the

most predominant (Mackinnon et al. 2019). Here, we expand on the discussion by

including the earlier passes (passes 1-5) and estimates of the turbulent dissipation rate

in our analysis. The velocities at the beginning of the record, shortly after neap tide,

were small and vorticity was less coherent (e.g. Figure 1.3.3, panels 3A-E). Velocity

magnitudes observed during the first 3 passes did not exceed 0.4 m s−1 and averaged 0.1

m s−1. Over the course of the 5 days during which sampling took place, the velocities

strengthened, with maximum velocities of 0.7 m s−1 by the 9th pass and averages of

0.2 m s−1. With the increase in velocity the Rossby number (orange/purple coloured

contour lines in Figure 1.3.3) also increased. Stronger, more coherent vortices were seen

during the latter half of the record (e.g. Figure 1.3.3, panels 6A and 8D with |Ro| of 42

and 70 respectively).

The depth structure of the velocity and vorticity was very rich with multiple

layers of flow in different directions. The stronger vortices stretched up to 100 m in

height. However, the depth range and height varied with time. The vortices were also

seen to tilt with depth. For example, in the 8th pass the core of the anti-clockwise vortex

tilted to the west with depth (Figure 1.3.3 panels 8A-E).

By eye, it appears that the highest values of the turbulent dissipation (blue-yellow

filled contour in Figure 1.3.3) were seen where there was strong vorticity (e.g. panels

6A, 8C ). The turbulent dissipation was generally lower away from the vortex and when

there were no strong vortices. However, some patches of high turbulent dissipation

were seen where there was little to no vorticity in the 50-100 m depth range (e.g. panels

3A and 6A).
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Figure 1.4. (a) FCTD surveys for passes (columns) 3, 6 and 8 conducted from east
to west. Depth averages over the ranges 50-100 m (A), 100-150 m (B), 150-200 m (C),
200- 250 m (D) and 250-300 m (E) are shown in each row. In each panel the turbulent
dissipation rate (ϵχ (W kg−1)), estimated using microconductivity observations from the
FCTD, is shown as filled contours. The Rossby number, Ro =

vx−uy
f , is shown by coloured

contour lines. Positive Ro (orange) indicates counter-clockwise rotation while negative
Ro (purple) indicates clockwise rotation. The location of the F4 mooring is marked in
panel D3 with the orange star. (b) shows the depth averaged velocity anomaly from the
F4 mooring for the time period of the FCTD survey together with an M2 harmonic fit
to the depth averaged velocity, shown in light grey. The duration of each radiator is
shown by the black lines and labelled with the corresponding number of the radiator.
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1.4 Discussion
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Figure 1.5. Dissipation rate of turbulent kinetic energy from MMP shear microstructure
measurements (ϵ) as a function of inverse Richardson number for the West, Separation
and East Lines above 100 m depth. Richardson number was binned evenly in log space
and the median ϵ was calculated for each bin. Shaded regions show the 95% confidence
interval on the median.

Our observations include a clear example of a geophysical wake. In the mean flow

scenario observed, turbulent dissipation was enhanced by up to 3 orders of magnitude

in the lee compared to upstream and up to a factor of 4 compared to the separation

point (Figure 1.3). Turbulent dissipation rates up to 10−5 W kg−1 observed downstream

by the MMP and close to wake eddies are comparable to the turbulent dissipation rates

seen by Chang et al. (2013) at Green Island and by Hasegawa et al. (2004) at Aoga-Shima

Island. Wijesekera et al. (2020) also observed similar levels of turbulence at Velasco Reef

in December of 2016.

To investigate the mechanisms driving this enhanced dissipation and to identify

which of our hypotheses (Table 1.1) are likely to be most important, we look at statistics
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Figure 1.6. Dissipation rate of turbulent kinetic energy from FCTD microconductivity
measurements (ϵχ) as a function of inverse Richardson number for low Rossby number
(|Ro| < 20) and high Rossby number (|Ro| > 20) regions. Richardson number was binned
evenly in log space and the median ϵχ was calculated for each bin. Shaded regions show
the 95% confidence interval on the median.

of the inverse Richardson number and the Rossby number. First, we binned the turbulent

dissipation observed in the top 100 m (the mean flow layer) from the MMP survey as

a function of inverse Richardson number. The bins were designed to be equal in log

space to account for more data at lower Ri−1
8 . The median value of ϵ was calculated and

the error in the median was then estimated for each bin using bootstrapping. Figure

1.5 shows the binned median ϵ for the eastern, western and separation lines completed

with the MMP. In agreement with the results in Figure 1.3, the largest values of the

binned ϵ were seen on the eastern line, downstream of the mean flow. At all three of

the lines, the turbulent dissipation increased as Ri−1
8 increased. The steepest increase

occurred at low Ri−1
8 . High values of inverse Richardson number were not observed

along the western line. At the eastern and separation lines, the rate of increase slowed

above Ri−1
8 = 4 possibly since shear instabilities were already present and the increased
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Richardson number did not lead to additional turbulent dissipation. The positive

relationship between ϵ and Ri−1
8 seen at all three lines suggests that turbulence around

the headland was generated by shear instabilities. However, turbulent dissipation at

the lowest inverse Richardson numbers was elevated at the separation and eastern lines

which suggests other generating mechanisms were also at work downstream and where

the flow separated. We therefore investigate the dependence of the increased turbulent

dissipation on the wake using the Rossby number.

Turbulent dissipation, ϵχ, from the FCTD was also binned using Ri−1
8 in the same

way as for the MMP for all depth levels between 50 and 300 m. With the Rossby number

information available from the FCTD sampling pattern, we were additionally able to

split the data into weak and strong vorticity scenarios to investigate the relationship

between the turbulence and the eddies observed in the lee of the headland (Figure 1.6).

Turbulent dissipation and inverse Richardson number were positively correlated for

both |Ro| < 20 and |Ro| > 20. The steepest increase in ϵχ was seen at low Ri−1
8 , as was also

seen in the mean flow observations (Figure 1.5). The high Rossby number case was

associated with higher turbulent dissipation than the low Rossby number case.

For the mean flow scenario, since we did not have extensive spatial coverage

we are only able to say that turbulent dissipation was correlated with Ri−1
8 and was

enhanced downstream of the headland. In the tidal flow scenario, we saw evidence of

coherent vortex structures (Figure 1.3.3), consistent with an Ree f f in an eddy shedding

regime (Mackinnon et al. 2019). Together with the result that ϵwas correlated with both

Ro and Ri−1
8 , this suggests that we did not have a fully turbulent wake. We therefore

discard Hypothesis I.

The instability criterion for CSI is dependent on the sign of the potential vorticity

(Equation 1.1). If CSIs were a dominant mechanism for the generation of turbulence we

would expect to see a relationship between the observed turbulent dissipation and the

sign of the potential vorticity. We find that although dissipation is greater when q < 0,
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Figure 1.7. Median dissipation rate of turbulent kinetic energy from FCTD micro-
conductivity measurements (ϵχ) as a function of the normalised potential vorticity
q′ = N2 f q = 1+Ro−Ri−1

8 . Shaded regions show the 95% confidence interval on the
median.

it is enhanced for both positive and negative vorticity (Figure 1.7). We also note that

the flow conditions here lead to a prevalence of positive vorticity eddies (Figure 1.3.3)

(Mackinnon et al. 2019). Therefore, Hypothesis IV is unlikely to describe the processes

relevant for the largest eddies, but CSIs may occur elsewhere around the headland.

Both tilted and non-tilted vortices were seen here (Figure 1.8). For a non-tilted

vortex, such as was seen in Radiator 6, the strongest shear was seen above or below

the vortex due to the limited vertical extent of the region of strong vorticity. In the

case of Radiator 6, the top of the vortex was within the strongly stratification depth

region between 100 and 150 m, therefore the highest values of Ri−1
8 were seen below

the vortex. On the other hand, a vortex with a tilted core causes the shearing of flow

along its entire depth; therefore, regions of high Ri−1
8 cover a larger vertical extent than

for a non-tilted vortex. In both cases, the region of highest Ro can be offset from the

region of Ri−1
8 . Accounting for the vertical offset of the two variables by depth-averaging

demonstrates a positive correlation between Ro and Ri−1
8 , that would otherwise not be

apparent (Figure 1.8 (b)). Dissipation values are enhanced in the depth range of the

eddies for both the tilted and the non-tilted vortex. Therefore, we find that ϵ is correlated
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a) b)

Figure 1.8. (a) Latitudinal sections at a longitude of 134.6275° of Ro (top) and Ri−1
8 (middle)

and ϵχ through the CCW eddies seen in radiators 6 (left) and 8 (right). (b) |Ro| binned
by Ri−1

8 for all values (pink) and for depth averaged |Ro| and Ri−1
8 (blue). Shaded regions

show the 95% confidence interval on the mean within each bin

with both Ro and Ri−1
8 (Figure 1.6) and the eddies themselves generate regions that are

unstable to shear instabilities.

If internal tides were the only mechanism of importance in this region (Hypothesis

V), and breaking was driven by shear instabilities then we could expect a correlation

between ϵ and Ri−1
8 , as we have observed. We would, however, not expect to see

any relationship between ϵ and Ro. Other observations suggest that internal tide

generation and breaking contribute to turbulent dissipation at the ridge (Voet et al. 2020).

Additionally, our statistics are unable to capture other breaking mechanisms such as

convective breaking. Therefore, while internal tides cannot be the only mechanism

generating turbulence in this region we cannot discount their contribution. Shear driven

breaking together with an independent process where ϵ is correlated with Ro would
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give the results we observe. If the wake contained eddies at all scales, some of which

were inherently turbulent then we would see a correlation between ϵ and Ro. Therefore,

a combination of Hypothesis II and Hypothesis V would explain our observations.

As noted above, we observe that the eddies generate shear either due to tilting or

due to their limited vertical extent. It is therefore possible that the observed positive

correlation between |Ro| and Ri−1
8 is caused by the eddies themselves. Since we do not

disregard the importance of internal tide, we suggest that Hypothesis III together with

Hypothesis V could also be the mechanisms driving increased dissipation in the wake.

1.5 Conclusions

This paper has presented observations of turbulence in the vicinity of Velasco Reef,

Palau. The dissipation rate of turbulent kinetic energy (ϵ) was measured both directly,

using shear probes on the Modular Microstructure Profiler (MMP), and indirectly from

microconductivity measurements on the FastCTD (FCTD). The MMP data were collected

along three lines, two of which where tidally resolving, around the northern end of

Velasco Reef, Palau. The locations of the lines were chosen to provide observations

upstream, downstream and at the separation point of the flow past the promontory.

The FCTD survey was a radiator pattern that, although not tidally resolving, provided

spatial information about processes in proximity to the reef. The superposition of tides

and mean flow create time varying upstream conditions and thus a highly variable wake

structure in both space and time. Two different regimes occurred during the deployments.

The first was observed during the MMP survey. In this regime, eastward mean flow

dominated over the tides in the top 100 m of the water column. Turbulent dissipation

was found to be several orders of magnitude higher downstream of the headland,

indicating wake turbulence. The second regime was seen during the FCTD survey

when flow reversals occured at semi-diurnal frequencies due to the tides. We observed
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vortices that were shed from the headland at tidal frequencies, particularly close to

spring tide. The vortices varied in strength with depth, likely due to the complicated

layered structure of the upstream flow. These vortices were again associated with

turbulent dissipation of up to 10−5 W kg−1, comparable to other estimates in oceanic

wakes (Hasegawa et al. 2004; Chang et al. 2013; Wijesekera et al. 2020).

Analysis of the inverse Richardson number and Rossby number associated with

the flow around the headland showed that turbulence was related to both shear and

vorticity in the wake. We suggest that this relationship is due to the vortices themselves

generating shear, supported by observations of enhanced ϵ in regions of shearing eddies.

We note that the contribution to epsilon from breaking internal tides co-located with a

turbulent wake can create similar correlations between ϵ, Ro and Ri−1
8 .

Complex flow-topography interactions such as those seen at Velasco Reef are

likely to be common in many other parts of the coastal ocean. The methods used in this

study could be extended to observational studies in other regions to better understand

the relative importance of mechanisms such as vortex shear and centrifugal-symmetric

instabilities in generating turbulence in oceanic wakes. Increased understanding of the

prevalence of these different mechanisms will allow for improved parametrisations of

wake processes in models with both physical and biological applications.
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Chapter 2

Observational evidence of diapycnal
upwelling within a sloping submarine
canyon

Small-scale turbulent mixing drives the upwelling of deep water masses in

the abyssal ocean as part of the global overturning circulation (Wunsch and Ferrari

2004). However, the processes leading to mixing and the pathways through which this

upwelling occurs remain insufficiently understood. Recent observational and theoretical

work (Ledwell et al. 2000; St. Laurent et al. 2001; Ferrari et al. 2016; De Lavergne, Madec,

Le Sommer, Nurser, and Naveira Garabato 2016) suggests that deep water upwelling

may be focused along the ocean’s sloping seafloor; however, evidence has, to date,

been indirect. Here, we present observations from a near-bottom dye release within a

canyon on the North Atlantic continental slope. We observe upwelling across density

surfaces at a rate of O(100) m day−1 over three days, ∼10,000 times higher than the

global average value required to account for ∼30 Sv of net upwelling globally (Munk

1966). The vigorous upwelling is coupled with adiabatic exchange of near-boundary

and interior fluid. These results provide the first direct evidence of strong, bottom-

focused diapycnal upwelling in the deep ocean, supporting previous suggestions that

mixing at topographic features, such as canyons, leads to globally-significant upwelling

(St. Laurent et al. 2001; Kunze et al. 2012; Thurnherr et al. 2020; Drake et al. 2022).
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2.1 Introduction

The oceanic overturning circulation plays an important role in regulating the

global climate by redistributing tracers such as heat, carbon and nutrients throughout

the oceans. Transport across density surfaces (isopycnals) by turbulent mixing has long

been recognised as a key part of the circulation. Beginning with Munk (1966), it has

been argued that cross-isopycnal upwelling of deep water is primarily driven by the

widespread mixing caused by breaking internal waves in waters deeper than ∼2000 m

(De Lavergne, Madec, Le Sommer, Nurser, and Naveira Garabato 2016; Lumpkin and

Speer 2007; Talley 2013). The wind and the tides generate internal wave energy at a rate

of ∼1 TW each, sufficient to mix abyssal waters across the stable deep stratification to

the ocean’s ventilated mid-depth and upper layers (Egbert and Ray 2000). Observations

in search of the necessary mixing found that turbulent diffusivity in the ocean interior

was at least an order of magnitude smaller than the average value needed to close

the abyssal buoyancy budget, implying the existence of regions of intense mixing to

compensate for the low observed interior mixing and thus maintain the circulation

(Wunsch and Ferrari 2004). More recent measurements have shown that mixing due to

breaking internal waves typically intensifies towards the seafloor, particularly around

rough topographic features (Polzin et al. 1997; Rudnick et al. 2003; van Haren and

Gostiaux 2012; Waterhouse et al. 2014). In the ocean interior, a one-dimensional mixing

profile integrating these observations (which yields an increase in mixing with depth)

implies a divergent turbulent buoyancy flux leading to downwelling (Ledwell et al. 2000;

St. Laurent et al. 2001). Thus, internal wave breaking in the interior might not produce

the required upwelling as previously thought, leaving the question of how deep waters

return to the surface.

To resolve this apparent paradox, it has been hypothesised that upwelling may

be confined to near-bottom regions within which the buoyancy flux perpendicular to the
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boundary must decrease to zero due to the requirement of no flux through the boundary

itself (Ferrari et al. 2016; De Lavergne, Madec, Le Sommer, Nurser, and Naveira Garabato

2016; McDougall and Ferrari 2017). The convergent turbulent buoyancy flux leads to

upwelling near the boundary. While the no flux condition assumes no geothermal heat

flux through the seafloor, including geothermal heat flux reinforces upwelling at the

boundary by warming deep waters from below (De Lavergne, Madec, Le Sommer,

Nurser, and Naveira Garabato 2016; Mashayek et al. 2013).

Microstructure measurements at a Southern Ocean sill (Naveira Garabato et

al. 2019; Spingys et al. 2021) and within a Mid-Atlantic Ridge fracture zone canyon

(St. Laurent et al. 2001; Thurnherr et al. 2020) showed enhancement of turbulent

dissipation with depth which suggested densification away from the boundary, but

lightening along the steeply sloping topography. Numerical simulations of passive

tracer releases showed that the tracer upwelled rapidly as it was advected into the near-

boundary region (Mashayek et al. 2017; Drake et al. 2022). Together, these results suggest

that boundaries may play an important role in upwelling and reinvigorating fundamental

debates on the nature of boundary mixing (Armi 1978; Polzin and McDougall 2022).

However, all evidence has, to date, been inferred indirectly from microstructure

observations or numerical simulations and based on a range of debatable assumptions.

The near-bottom upwelling region needs to be reconciled with previous defi-

nitions of the boundary layer. A frictional bottom boundary layer due to a uniform

shear flow above a flat surface is well-mixed and homogeneous. In the context of

mixing driven by geostrophic flows (Ruan and Callies 2020), the boundary layer can

be defined by the Ekman layer. One-dimensional models of steady flow on a planar

slope give rise to a weakly stratified near-boundary region which has been labelled as

the bottom boundary layer (Ferrari et al. 2016; McDougall and Ferrari 2017; Garrett

1979). These well-mixed regions are rarely observed over sloping bottoms, and so

recent work has instead referred to the bottom boundary layer as the region where the
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diapycnal transport is upwards (Holmes and McDougall 2020). However, above sloping

topography where three-dimensional processes such as re-stratification, internal wave

breaking and boundary-interior exchange play a role, the physics that gives rise to a

convergent buoyancy flux near the bottom becomes murky. Because of the lack of a clear

definition of this near-bottom region and because it is not well-mixed owing to the rapid

exchange with the interior, we will refrain from referring to it as a bottom-boundary

layer.

In this study, we present results from a dye release conducted as part of the

Boundary Layer Turbulence and Abyssal Recipes (BLT Recipes) experiment. A major

goal of the experiment was to provide observational confirmation of vigorous near-

boundary abyssal upwelling and to explain the physics driving it. The experiment

site chosen was the Rockall Trough (Figure 2.1), given its relatively flat, deep interior

and steep sides. These characteristics enable a clear distinction between interior and

boundary processes, which is essential for determining the driving forces behind the

transformation of deep water. In particular, the study was conducted in a narrow,

slope-incising canyon on the eastern side of the Rockall Trough. The canyon is 9 km

wide at the mouth and 32 km long from the 2900 m isobath to the tip of the eastern

branch of the canyon at the 1200 m isobath. On average, the canyon walls rise 400 m

above the thalweg. The canyon splits into a southward and south-eastward branch

around 54 14.0’ N, 11◦ 57.1’ W. Our measurements focused on the south-eastward branch

of the canyon.

The BLT canyon, like many other canyons (Kunze et al. 2012; van Haren et al. 2022;

Alberty et al. 2017), exhibits vigorous twice-a-day and once-a-day up- and down-canyon

flow (Figure 2.2, Figure B.1d) associated with internal tides. Internal tides are generated

when the depth-independent or barotropic tide flows over seafloor features. Observed

kinetic energy is 2−3 times larger than the barotropic tide and rises and falls according

to the barotropic spring-neap cycle (Figure B.2a), indicating that flow within the canyon
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Figure 2.1. (a) Canyon bathymetry in the vicinity of the measurements used for this
study was measured using a shipboard multi-beam during the BLT Recipes experiment.
Thin contours are every 20 m and thick contours are every 100 m. Locations of the
FastCTD transects (black lines), 12-hour time-series station (orange circle), moorings
(MP1, MP2, MAVS1, TCHAIN and MAVS2) and dye release are shown. M2 tidal ellipses
for the MP1 and MP2 moorings estimated from the average velocity within 100 m of the
seafloor are shown with a scale bar of 0.05 m s−1. Shading shows the logarithm of slope
criticality to the M2 internal tide given the time-mean stratification from shipboard
CTD stations during the 5-week-long experiment (not shown). (b) Bathymetry of the
full canyon based on global bathymetry products. Thin contours are every 100 m, and
thick contours are every 500 m. The blue box marks the region shown in panel (a). (c)
Bathymetry of the Rockall Trough based on global bathymetry products, contours every
1000 m. The land is coloured in grey. The location of the canyon is marked by the blue
cross.

is due to internal tides that are generated locally as opposed to propagating in from

elsewhere. These motions strongly advect the temperature structure both laterally and

vertically. The vertical displacements of 200 m are clear in Figure B.1. Because the

up-canyon flow is sheared, differential advection reduces stratification (Figure B.1b)
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and eventually causes warm water to be swept below cold water each cycle following

peak up-canyon flow (Figure B.1, zoom panel), causing strong turbulence (Figure B.1b).

This mechanism, known as convective instability, is demonstrated more quantitatively

to be acting as the internal tide breaking mechanism in our canyon (A.C.N.G., C.P.S.,

M.H.A., Bieto Fernández-Castro, K.P., G.V., B.L.W.C., N.C., Alexander Forryan, H.F.D.,

X.R., H.M., M.-J.M., Eleanor E. Frajka-Williams, R.F. (in prep.)) and has been seen atop

numerous other continental slopes (van Haren et al. 2022; Nash et al. 2007; Alford

et al. 2011).

The tendency for internal tides to break when interacting with topography

depends on the ratio of the topographic slope (α) to the propagation angle

s =

√
ω2− f 2

N2−ω2 (2.1)

of the internal wave (the criticality) (LeBlond and Mysak 1981), where ω is the internal

wave frequency, f is the local inertial frequency and N2 is the buoyancy frequency. To

estimate criticality, we use the time-mean buoyancy frequency estimated from shipboard

CTD casts collected within and around the canyon during the 5 weeks of the BLT Recipes

experiment. The canyon thalweg, with an average slope of 4◦, has a similar slope to the

internal semi-diurnal (M2) tides (αs ≈ 1), implying local generation and critical reflection

of the internal tide within the canyon. The canyon side walls are supercritical (αs > 1;

blue shading in Figure 2.1), which tends to lead to reflection and scattering of incident

waves.

The time-mean flow, at timescales longer than the tides, is up-canyon (velocity

profiles in Figure 2.4 and time-series in Figure B.3). Low-pass filtered isotherm displace-

ments (Figure B.4) correspond to adiabatic velocities smaller than the vertical component

of the up-canyon flow (Figure B.3), suggesting that the dominant balance within the

canyon is between the upwelling flow and flow across isopycnals (see Methods). In this
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regard the system resembles a miniature version of the Brazil Basin system described in

St. Laurent et al. (2001) and Drake et al. (2022). We measured the diapycnal flow directly

for the first time with the dye release described below.

2.2 Diapycnal upwelling measured by dye

In the BLT experiment, fluorescein dye was released near the seafloor in the

centre of the canyon to measure the diapycnal transformation of water parcels. This

experiment is distinct from previous dye releases due to the depth and deep-ocean

environment (Houghton and Ho 2001; Ledwell et al. 2004; Wain and Rehmann 2010;

Clark et al. 2014). Previously, deep water mass transformation has been observed using

long-term chemical tracer experiments, such as those performed by Ledwell et al. (2000)

and Ledwell et al. (2011) where the tracer was released at least 500 m from the sea

floor. Measuring chemical tracers requires water samples, the collection of which is an

inherently slow process with low spatial resolution. A fluorescent dye, however, can be

measured continuously with a fluorometer, allowing for higher spatial and temporal

resolution and facilitating direct observations of the effect of turbulent mixing over short

timescales. Dye becomes undetectable much faster than a chemical tracer owing to the

dye’s much higher detection threshold (∼ 10−3 versus ∼ 10−9 parts per billion), such that

the duration of the experiment is on the order of days rather than months. Chemical

tracers average together the impacts of turbulence over much longer time scales and

greater distances from the bottom than a dye. The rapid changing of the shape and

size of the dye patch makes estimating the diapycnal diffusivity experienced by the

dye more difficult than for a long-term tracer. Instead, we can observe the diapycnal

transformation of the dye close to the topography, averaged over the duration of the

experiment which may include upwelling and downwelling components depending on

its extent.
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The dye was released in 1870 m of water, approximately 10 m above the canyon

floor and at a conservative temperature of 3.53 ◦C. The rapid profiling “Fast CTD” (FCTD;

details in Methods) carried a fluorometer, enabling high spatial and temporal resolution

profiles of dye down to 2200 m depth. Also onboard the FCTD was a micro-conductivity

probe that measured the dissipation rate of temperature variance (χ), a measure of

turbulent mixing. We focus on the transformation of the dye within the first 3 days after

release.

To quantify the rate of flow across isopycnals we track the evolution of the

dye in density space using the dye weighted average (see Methods). We use the

density variable of potential density anomaly, σθ = ρθ−1000 kg m−3, referenced to a

pressure of 1500 db. While seawater density depends on both temperature and salinity,

density is approximately linear in temperature in this region (H.v.H., G.V., M.H.A., Bieto

Fernández-Castro, A.C.N.G, B.L.W.C., H.M., M.-J.M. (submitted)), permitting us to use

temperature and density interchangeably to characterise upwelling. By focusing on the

diapycnal transformation we avoid having to account for how the dye moves up and

down due to the tides in physical space.

The first moment of potential density anomaly, σθ, estimated using the tracer-

weighted average, represents the centre of mass of the dye in density space. By estimating

how the density of dyed waters decreased with time we can infer an upwelling rate

across isopycnals (Figure B.7). The first observation of the dye was made two hours

after release (Figure 2.3a). The dye cloud was still very concentrated at this time. The

centre of mass was at a potential density anomaly of σθ = 34.660 kg m−3. Little mixing

with lighter waters occurred since the dye release at σθ = 34.661 kg m−3 (Figure 2.3d).

The isotherms were stretched vertically, indicative of a large overturning event due to

internal wave breaking on the slope (as seen in the moored time series (Figure B.1)).

Vigorous turbulent mixing was seen along the upper edge of the bore, over 100 m

above the seafloor (blue contour; Figure 2.3a). The dye likely mixed strongly across
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Figure 2.2. (a) Along-canyon velocity (up-canyon is positive), (b) conservative temper-
ature, (c) dissipation rate of temperature variance on a logarithmic scale and (d) dye
concentration on a logarithmic scale in parts per billion from MP1. The threshold for dye
concentration detection for the fluorometer onboard the MP1 is 0.006 ppb. Thin black
contours show every 0.1 ◦C. The release isotherm of 3.53 ◦C in conservative temperature
is shown with the thick black contour. Thick black lines along the top of panel (a)
indicate times of FCTD transects shown in Figure 2.3. The battery for dissipation and
fluorometer measurements stopped around 38 hours after the dye release.
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this interface. Fifteen hours after release, the dye was observed as the ship travelled

down the canyon (Figure 2.3b). The dye had lightened since the up-canyon transect,

and the centre of mass was at σθ = 34.632 kg m−3. Over the subsequent observations,

the dye became more diffuse and spread both vertically and horizontally, as can be seen

during the FCTD time series completed at the end of the survey (Figure 2.3c). Using

the rate of change of the observed dye-weighted density and the averaged vertical

density gradient, the diapycnal upwelling rate of the dye (wdye) was estimated using

four different methods with values ranging from 51 to 325 m day−1 (Table 2.1 and

Methods). In spite of the large spread, all the methods indicate significant upwelling of

O(100 m day−1) near the bottom over the 3 days of the experiment.

Velocity measurements from both the MP1 (1-week record) and MP2 (3-month

record) moorings show that the record-mean along-canyon flow was up-canyon within

500 m of the seafloor and density decreased towards the head of the canyon (Figure 2.4).

The momentum balance driving the up-canyon flow is currently under investigation.

Candidate driving forces include i) large-scale pressure gradients set by the mesoscale

and/or mean circulation fields and ii) convergent radiation stresses (Marques 2021).

Regardless, as described above and in the Methods, in order to maintain this along-

canyon flow down the density gradient on longer than tidal timescales (Figure B.3), there

must be mixing across isopycnals or else adiabatic upwelling would cause isotherms

to rise over long timescales, which is not observed (Figure B.4) (Thurnherr et al. 2020;

Ruan and Callies 2020; Peterson and Callies 2022). The along-canyon velocities from the

week-long MP1 record during the experiment are then equivalent to vertical upwelling

velocities of 50−100 m day−1, consistent with the dye result (Figure B.3). By contrast,

estimates of the vertical adiabatic flow (which if persistently upward could obviate the

need for diapycnal mixing as noted above), is significantly smaller, with both positive

and negative values. While these estimates were not exactly at the same time and

location as the dye release, they do strongly suggest that the observed dye warming is
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Figure 2.3. Dye concentration as measured during transects at (a) 2.5 hours, (b) 15 hours
and (c) 47.5 hours after release. Dye concentration is shown on a logarithmic scale in
parts per billion (ppb) in colour, isotherms whose mean depths are separated by 10 m
are shown with thin black contours and the χ = 1×10−7.5 ◦C2s−1 contour is shown in
blue on each panel denoting regions of enhanced turbulent mixing. Thick black contours
indicate reference conservative temperatures 3.65 ◦C, 3.85 ◦C and 4.05 ◦C for panels (a),
(b) and (c) respectively. The threshold of dye concentration detection for the fluorometer
onboard the FCTD is 0.06 ppb. Scale bars in panels (a) and (b) denote an estimate of the
horizontal length of the transects. Panel (d) shows a temperature-salinity diagram of
the centre of mass for each transect. Scatter points are coloured by time since the dye
release in hours and the size of the data point indicates the average concentration during
the transect. Scatters with thick outlines are labelled a, b and c, and correspond to the
examples shown in panels (a), (b) and (c). The temperature and salinity at which the
dye was released are marked with the pink star. Grey contours show lines of constant
potential density anomaly in kg m−3. See Figure B.5 for all transects and Figure B.6 for
the full temperature-salinity distribution of each transect.
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in fact interpretable as a diapycnal velocity.

Assuming the turbulent buoyancy flux to be bottom enhanced above a sloping

bottom boundary, Ferrari et al. (2016) predict downwelling atop a thin upwelling region,

as discussed above. Our dye results reflect the time- and depth-integrated effects of

advection and diffusion on the initial patch; hence, the rate of change of the dye-weighted

density can be related to the net effects of all upwelling and downwelling processes

occurring within the extent of the dye patch from release to sampling (Ruan and Ferrari

2021). Given the patch’s location within O(100 m) from the seafloor during the short

period over which we could observe it, our finding of strong net upwelling is consistent

with the theoretical predictions (Drake et al. 2022; Holmes et al. 2019). It is conceivable

that our estimate of increased dye-weighted density (Figure B.7) at later times could

be indicative of net downwelling as the patch occupies more volume above the region

of convective instability where upwelling is seen, but our error bars are too great to

be sure. The dye-based estimate of the upwelling averaged over all transects is then a

lower bound on the magnitude of the local near-bottom upwelling rate.

2.3 Exchange with the interior

We observed a patch of the dye extending away from the boundary into the

ocean interior, consistent with past inferences(Kunze et al. 2012) and numerical mod-

elling(Winters 2015). The observation is significant because it demonstrates rapid

exchange of fluid with the interior as the mechanism for re-stratifying the near-bottom

region and provides direct evidence that one-dimensional treatments of the boundary

are not sufficient.

The MP1 mooring was located 3 km down-canyon of the release site during

the dye experiment. The dye reached the mooring twice, once 20 hours after release

and once 32 hours after release (Figure 2.2). Importantly, the dye was detached from
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the seafloor, having formed a tongue of dye extending into the interior. The FCTD

survey of the dye 20 hours after release (Figure 2.4) captured the up-canyon edge of the

dye. Dye concentrations were much lower at the mooring than at the FCTD location,

suggesting that only the edge of the patch reached the mooring location. These two sets

of measurements suggest that the patch size 20 hours after release was at least 4 km in

length (the fluorometer on the mooring was 10 times more sensitive than the one on

the FCTD (see methods), therefore, additional weakly concentrated dye further up the

canyon may have gone undetected by the FCTD). In both the FCTD and mooring record

the dye was colder than the 3.85 ◦C isotherm. In the mooring record, the dye remained

warmer than the release isotherm, suggesting that the dye had not downwelled since

its initial release. This direct evidence of the export of mixed fluid from the boundary

underscores the need for a four-dimensional understanding of the tidal processes

responsible for the turbulence. This view differs strongly from the one-dimensional

paradigm espoused by Garrett (2001) and supports previous observations (Kunze

et al. 2012; van Haren and Gostiaux 2012) and subsequent numerical simulations of

near-boundary flow (Winters 2015) that suggest a vigorous exchange of mixed fluid with

the interior, possibly driven by a convergent near-boundary flow (Kunze et al. 2012).

2.4 Summary

This work provides direct evidence of diapycnal upwelling along a sloping

canyon in the deep ocean. Upwelling velocities of O(100 m day−1) demonstrate that

processes at steeply sloping topography led to rapid upwelling of deep water to

lighter density classes. Diapycnal upwelling was coupled with adiabatic advection

that transported dye away from the boundary along isopycnals. While observational

limitations in this study lead to uncertainty in the dye-inferred upwelling experienced

by the dye, the similarity between independent estimates of dye-based upwelling and
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Figure 2.4. Inset axes show time mean profiles of along-canyon velocity at MP1 (located
at 11.3 km along the canyon, averaged over the full 1-week record) and MP2 (located at
4.8 km along the canyon, averaged over the full 3-month record. MP2 was deployed
after MP1 was taken out of the water). Dye concentration from an example transect
20 hours after the dye release along the canyon axis is shown between 5.5 and 8 km,
with the highest concentrations shown with dark pink colours (see Figure B.5d for
more detail). The 3.85◦C isotherm is contoured in black. Coloured dots show dye
concentration measured using the fluorometer on the MP1 mooring also at 20 hours
after release. Colour scales for the dye transect and moored profile dye concentrations
are different and the detection threshold is 0.06 ppb for the FCTD measurements and
0.006 ppb for the MP1 measurement. Depths of the 3.85 ◦C and 3.53 ◦C isotherms 20
hours after release are marked with black crosses on the MP1 profile.
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diapycnal upwelling inferred from the measured along-canyon flow is encouraging.

Previous direct estimates of water mass transformation in the deep ocean have

come from chemical tracer releases which focused on interior transformation and have

much larger spatial and temporal averaging scales than this dye release and average over

regions of near-boundary upwelling and above-boundary downwelling, as opposed to

our more focused observations that more strongly weight near-boundary upwelling

(Ledwell et al. 2000; Ledwell et al. 2011). These chemical tracer releases measured net

downwelling, although Ledwell et al. (2000) noted that some of the tracer may have

moved upwards along the seafloor.

Previous estimates of upwelling near the bottom were smaller in magnitude

but were observed over much larger spatial and temporal scales than our experiment.

Munk (1966) used the formation rate of Antarctic Bottom Water to estimate the average

upwelling value required to maintain the global deep-ocean density stratification,

obtaining a value of 1×10−2 m day−1. In a fracture-zone canyon of the Mid-Atlantic

Ridge, using multi-year observations on scales up to ∼1000 km(Thurnherr et al. 2020),

the mean upwelling velocity inferred from along-canyon velocity was 1.7 m day−1.

The magnitude of the up-canyon velocity was similar to that seen here; however, the

much shallower bathymetric slope in the mid-Atlantic ridge case led to a relatively

smaller upwelling velocity. Diapycnal upwelling in the Mid-Atlantic Ridge canyon

has been determined to be controlled by the shape of the topography (hypsometry)

(Thurnherr et al. 2020; Polzin and McDougall 2022). That is, the decrease in volume with

depth as the canyon narrows leads to a decrease in the area available for mixing. The

area integrated buoyancy flux decreases with depth, producing an upwards diapycnal

velocity (Drake et al. 2022). In Monterrey Canyon, estimates of the net upwelling within

the canyon using microstructure turbulence observations were also up to 3 orders

of magnitude smaller than our observations and ranged from 0.2 to 1 m day−1 near

the bottom due to the hypsometry Kunze et al. 2012. Our observations provide the

49



first direct estimate of the upwelling occurring at a bottom boundary. However, more

observational experiments in various physical environments are necessary to reach an

accurate estimate of the near-boundary’s contribution to net global upwelling.

Our results provide support for previous theoretical studies which propose

that near-boundary mixing is important for deep-ocean upwelling (Ferrari et al. 2016;

De Lavergne, Madec, Le Sommer, Nurser, and Naveira Garabato 2016; McDougall

and Ferrari 2017; Drake et al. 2020). Specifically, our results provide direct evidence

in support of these studies’ key prediction: to overcome the substantial interior ocean

downwelling implied by bottom-enhanced mixing, the net global upwelling of ∼30

Sv requires the existence of much more rapid upwelling near the sloping seafloor. An

important limitation of these previous studies is that they focused on large-scale water

mass transformations due to parameterised mixing, primarily due to tides; by contrast,

here we directly observe these tidally modulated water mass transformation processes.

Complementary observations from the FCTD and long-term moorings during

our experiment found that periods of intense mixing and upwelling were associated

with convective breaking of the internal tide within the canyon (A.C.N.G. et al. (in prep.),

H.v.H. et al. (submitted.)). Similar convective mixing has been observed on sloping

boundaries elsewhere, within canyons (van Haren et al. 2022), on continental shelves

and slopes (Nash et al. 2007; Alford et al. 2011; Moum et al. 2004; Aucan et al. 2006), and

in lakes (Lorke et al. 2005), suggesting that this process may be of broad importance.

Our work suggests that acknowledgement of the time-variable, three-dimensional

nature of near-boundary mixing processes may be essential to the adequate representa-

tion and understanding of near-bottom upwelling physics. Based on our observations

and the widespread distribution of submarine canyons across the globe (Harris and

Whiteway 2011), previous global scalings based on weaker upwelling velocities may be

under-estimates (Kunze et al. 2012; Thurnherr et al. 2020; Cimoli et al. 2023). Upwelling

within these canyons may play an even more significant role in the overturning of deep
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water than previously thought.

2.5 Methods

2.5.1 BLT Recipes Experiment

The data presented here were collected during expedition DY132 of RRS Discovery

(Naveira Garabato 2021) between June 19, 2021 and July 29, 2021, supported by the

NERC and NSF-funded Boundary Layer Turbulence and Abyssal Recipes project. The

experiment consisted of a dye release together with surveys and moorings measuring

hydrographic data, velocity, and shear and temperature microstructure.

Dye release

A fluorescent dye (fluorescein C20H10O5Na2) was used for this experiment. The

mixture used for the release consisted of 64 L of isopropyl, 6 L of seawater and 149 L

of 40% fluorescein liquid. The mixture was chosen to be denser than the local water

at the desired depth to ensure that it was released properly and did not rise without

mixing. The dye release system (InkBot; University of Exeter) comprises a 219 L drum

equipped with a Seabird SBE 911plus CTD, an AQUAtracka III fluorometer (Chelsea

Technologies Group), an altimeter, and an OCEANO 2500S Universal acoustic release.

For deployment, the InkBot was attached to the CTD sea cable and lowered to 10 m

above the bottom using the ship winch. Once in position, the drum was emptied by

simultaneously flipping the drum and opening the drum lid using the acoustic release.

The drum was upside down for 15 minutes, while readings from the onboard CTD

enabled the winch operator to ensure that the InkBot remained at the release temperature.

The dye release began at 03:01 am on July 1, 2021. The BLT dye release is novel in

its depth and deep-ocean environment, where common dye sampling techniques like

aerial multi-spectral imagery could not be used. Instead, we performed rapid-repeat

fluorometer measurements using the Fast CTD and operated the ship in a pattern that
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dynamically followed the dye.

Fast CTD

The Fast CTD (FCTD) system (Klymak et al. 2008) is a tethered profiler with a

Seabird SBE49 CTD, a dual needle micro-conductivity probe (built in-house at Scripps

Institution of Oceanography by the Multiscale Ocean Dynamics group) and, for this

experiment, a Turner C-FLUOR fluorometer and an altimeter. The instrument was

raised and lowered with a direct drive electric winch at vertical speeds of approximately

3 m s−1 while the ship was steaming at a speed of 0.5–1 knot. Data from both up and

down-casts were used. The goal of the FCTD survey was to sample the dye release

as many times as possible before dye concentrations became too low to be detected.

Transects were focused along the canyon axis to transit from one end of the dye patch to

the other before turning around and repeating. Additionally, two cross-canyon transects

and a 12-hour time-series station were completed to better understand the full extent

of the dye patch. During a transect, the FCTD profiled over ∼100 m vertical range

and to within < 10 m of the seafloor. Data from the FCTD were monitored and used

interactively to guide the survey.

The micro-conductivity probe was used to estimate the dissipation rate of

temperature variance (χ). Conductivity gradients can be used since temperature

dominates the conductivity variance (Alford and Pinkel 2000b).

MP1 and MP2 Moorings

The MP1 mooring was deployed on the canyon axis at 2028-m water depth at

54◦ 14.312’ N, 11◦ 56.923’ W. The mooring was 600 m tall and consisted of a downward

looking RDI Longranger 75 kHz Acoustic Doppler Current Profiler (ADCP) mounted

in the top float and a McLane Moored Profiler outfitted with a Seabird SBE52 CTD, a

Falmouth Scientific Inc acoustic current meter, and an Epsilometer turbulence package
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(Multiscale Ocean Dynamics group, Scripps Institution of Oceanography) (Le Boyer et

al. 2021) to measure χ from temperature gradients, and a Turner C-FLUOR fluorometer.

The profiler was deployed on June 28, 2021, and profiled continuously for 7 days,

collecting one profile every 30 minutes. The mooring was redeployed (as MP2) on July

7, 2021, without the fluorometer and Epsilometer at 54◦ 10.938’ N, 11◦ 50.572’ W at a

depth of 1676 m. This deployment lasted until October 6, 2021.

MAVS1, TCHAIN and MAVS2 Moorings

The MAVS1 and MAVS2 moorings were deployed for 3 months from July 6,

2021 - October 7, 2021. The MAVS moorings were each 300 m tall and consisted of 8

Modular Acoustic Velocity Sensors (MAVS; Woods Hole Oceanographic Institute), 80

RBR Solo or Seabird SBE56 thermistors, a Seabird SBE37 CTD and an RDI Longranger

75 kHz ADCP mounted on the top float. MAVS1 was deployed at 54◦ 11.849’ N, 11◦

51.719’ W at 1612 m depth and MAVS2 was deployed at 54◦ 10.938’ N, 11◦ 50.572’ W at

1466 m depth. The TCHAIN mooring (Hans van Haren, Royal Netherlands Institute

for Sea Research), deployed at 54◦ 11.413’ N, 11◦ 51.137’ W at 1529 m, consisted of a

150 m thermistor chain with 102 pre-attached thermistors and a 75 kHz RDI ADCP

mounted on the top float. The TCHAIN was deployed from July 6, 2021 - August 11,

2022. Detailed analysis of the long-term moorings will be discussed elsewhere.

Fluorometer calibration

The Turner C-FLUOR fluorometer calibration uses the linear relationship C =

(V − a)b where C is the concentration in parts per billion, V the measured voltage,

a an offset and b the calibration coefficient. The offset voltage was lower than the

factory-provided value for both fluorometers used. For MP1, we used profiles before

the dye release, and for the FCTD we used the upper 500 m of down-casts from the

surface to measure the mean background voltage when zero dye was present. We
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used the factory calibration coefficient for both fluorometers. This gave calibrations of

CFCTD = (VFCTD−0.0140) ∗31.1831 and CMP = (VMP−0.0139) ∗31.3309. The minimum

detectable level of the fluorometers was determined as three standard deviations above

the mean background level. This gave minimum detectable concentrations of 0.06 ppb

for the fluorometer on the FCTD and 0.006 ppb for the fluorometer on MP1. The factor

of 10 difference between detection limits is likely due to individual sensor differences

and an electrically noisier channel on the FCTD. Observed dye concentrations at MP1

were up to three times the detection limit. At the end of the FCTD survey, the levels

were down to twice the detection limit.

Sampling uncertainty

Due to high flow speeds – up to 0.4 m s−1 along the canyon – the dye was advected

rapidly along the canyon, requiring the dye survey to focus on two-dimensional transects

through the patch. A source of uncertainty in our results comes from the resulting

under-sampling of the dye patch. The two cross-canyon transects completed during the

survey (Figure B.5h, i) show that lateral distribution of the dye varied in time or along

the length of the patch. During the first cross-canyon transect, the dye was spread fairly

uniformly across the canyon width; however, in the second transect, the dye was banked

on the northeast side of the canyon. Thus, along-canyon transects, which focused on

the canyon axis, may at times have sampled through only the edge of the patch.

With only the velocity measurements from MP1 (down-canyon of the dye for

most of the experiment), it is difficult to estimate where in the cross-canyon direction the

dye patch might have been. Along-canyon transects may have only sampled the front

or back edge or a small section of the patch at times, particularly during later transects

when the dye patch was large. Based on dye measurements from MP1 (Figure 2.2) we

know the entire patch was ∼4 km long at 20 hours after the release. Later along-canyon

transects were all shorter than this (Figure B.8). It is possible that MP1, located in the
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centre of the canyon, may have missed a large concentrated patch of tracer if it were

banked against one wall.

To investigate the effect of under-sampling on estimates of the centre of mass

we sub-sampled the cross-canyon transects (Figure B.5h, i), the longest along-canyon

transects (Figure B.5b, c) and the time series (Figure B.5l). For each of these, subsets of

10 vertical profiles were taken in sequence across the transect to estimate the variability

in the centre of mass and to simulate sampling just a fraction of the dye patch. Results

are shown in Figure B.9. The effect of sub-sampling varies depending on the transect.

The size of these standard deviations across different samples (Figure B.9) vary from

transect to transect in a similar way to the standard deviations of the dye weighted

density of each transects (bars in Figure B.7). This is likely to be because the length and

temperature range of the transects impact the overall standard deviation as well. Since

we cannot get an accurate estimate of the error due to sampling from all of the transects,

we will use the standard deviation of the dye-weighted average as an estimate of the

error.

However, this method may be insufficient when it comes to the shorter transects.

If we look at transects e, f and g (Figure 2.3e, f, g), the temperatures measured are all

warmer than 3.85◦C (green temperature contour) and, particularly in transects f and

g, dye concentrations were relatively weak. However, during transect h, which was

in the cross-canyon direction, there is more concentrated dye colder than 3.85◦C. This

indicates that there was a concentrated, colder part of the dye patch not measured in the

three previous transects and the true centres of mass may be colder than was measured.

There is no way for us to accurately account for this error.

Another artefact of our sampling was due to the phase of the tide. For example,

during the second transect (Figure B.5b) we sampled the dye in a down-canyon direction

as the dye itself was moving down-canyon, causing the patch to appear spread over a

larger extent than it was. This may be another source of error in our estimates.
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Typically, long-term chemical tracer release surveys are designed to provide

information on the three-dimensional spread of the tracer. Observations are often

objectively mapped to higher resolution grids Ledwell et al. 1998. These maps provide

an estimate of the fraction of tracer found. Doing such an inventory is difficult given the

two-dimensional nature of our sampling pattern. However, since the focus of this study

is the first rather than the second moment of the tracer, the results are less impacted by

outliers.

2.5.2 Calculations

Estimating adiabatic versus diapycnal upwelling

Consider the situation in our canyon, which is equivalent to that in many past

buoyancy and mass budget calculations (Hogg et al. 1982; St. Laurent et al. 2001): a

volume bounded below by a sloping seafloor, on the sides by the canyon walls at,

and on the top by a neutral surface γo which is a mean distance H above the bottom

and has an area Az out to the location of the inflow. A lateral flow uin(t) is incident

beneath γo through a cross-sectional area of the canyon Ax. Volume conservation for

an incompressible fluid requires one of two things to happen: γo can rise at a rate

wadia, which requires no mixing, or fluid can exit the volume via a divergent turbulent

buoyancy flux, Jb, which produces a turbulent diapycnal velocity w∗ = 1
N2
∂Jb
∂z . Hence, at

all times, the following balance must hold:

∫
Ax

uin(t)dAx =

∫
Az

wadiadAz+

∫
Az

w∗dAz. (2.2)

Assuming uin, wadia and w∗ are constant in space and the canyon width is constant,

Equation 2.2 can be simplified to

Axuin = Az(wadia+w∗) (2.3)
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where the ratio Ax
Az

is approximately equal to tanαwhere α is the slope of the bathymetry.

On very long timescales, the observed constancy of the ocean’s stratification requires

wadia = 0, giving a balance between uin and w∗. However, Figures B.2 and B.4 show that

both uin and wadia vary in time, calling into question a steady state balance.

PDFs of estimated inflow below the 3.7◦C isotherm (uin tanα) from MP1 and

wadia =
dη3.7

dt , where η3.7 is the isotherm displacement, demonstrate that generally wadia

(blue; Figure B.3) is significantly smaller than both uin tanα (red) and our estimates of w∗

from dye (wdye; grey shaded region). Velocities and temperatures were low-pass filtered

at a period of 48 hours with a fourth-order Butterworth filter to remove the diurnal and

semi-diurnal tides. The 3.7◦C isotherm was chosen as it was on average ∼ 100 m above

the bottom and therefore within the region where near-boundary mixing occurs.

The MP1 mooring was deployed downstream of the dye release location and

provides a estimate of the volume budget during the experiment. MP2, while not

deployed at the same time as the dye experiment, also shows values of uin tanα

(estimated for the 4.2◦C isotherm with mean height ∼ 100 m above bottom) that are

in good agreement with the dye estimate of w∗ and greater than wadia, suggesting a

longer-term balance between inflow and turbulent diapycnal velocity. While we cannot

completely rule out the importance of time variability at the exact time and location of

our dye release, our best estimates of the size of each term suggests that the dominant

balance is between uin and w∗, bolstering our comparisons with long-term estimates

and our conclusions regarding the general circulation.

Centre of mass

For a dye or tracer of concentration C, the tracer-weighted average operator is

defined as

¯(·) =

∫ ∫ ∫
(·)Cdxdydz∫ ∫ ∫

Cdxdydz
. (2.4)
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Here, we use the first moment of the tracer weighted average of the potential density

anomaly (σθ), which represents the centre of mass of the dye in density space, to describe

the location of the dye patch (Holmes et al. 2019; Ruan and Ferrari 2021). Ideally, the

integral is performed on the full extent of the three-dimensional dye patch. In practice,

however, we are limited to the spatial information of the survey. The integrals were

estimated as sums in the vertical and along-transect directions for each transect through

the dye patch.

Upwelling rate

Given the first density moment, the dye-weighted diapycnal velocity is given

by wdye = −
∂tσθ∣∣∣∇σθ∣∣∣ (Holmes et al. 2019; Ruan and Ferrari 2021). Because mixing acts on

dye gradients as well as density gradients, the dye-weighted diapycnal velocity yields

twice the dye-weighted density velocity, ∂tσθ = 2σ̇θ, where Dσθ/Dt = σ̇θ is the material

derivative of the potential density anomaly (Ruan and Ferrari 2021). A total of 12

transects were completed over 3 days before dye concentrations became too low to

detect. Below we describe four methods for estimating the diapycnal upwelling rate,

the results of which are shown in Table 2.1.

The slope of a weighted linear regression is used to estimate the evolution of the

dye’s centre of mass over time (∂tσθ; Figure B.7). Weights chosen for the regression

wereW =
ns−2

i∑n
i=1 s−2

i
where si are standard deviations of dye weighted density for each

transect i = 1, . . . ,n and n = 12, such that transects with large standard deviations are

weighted low. Linear regression (solid blue line in Figure B.7), with R2 = 0.852, yields

∂tσθ = −0.0341±0.0038 kg m−3 day−1 where the error is given by the standard error of

the slope of the fit. We approximate the density gradient with its vertical component

(∂zσθ). Here, the horizontal gradient of the density is approximately 10 times smaller

than the vertical component and, therefore, has a negligible impact on the vertical

velocity. We calculate the dye-averaged vertical density gradient for each transect and
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then use the weighted average over all the transects. The weights are equivalent toW

but are a function of the standard deviations of the dye-weighted density gradient. The

density gradient used for the calculation of wdye is then ∂zσθ = −1.4×10−4
±0.3×10−4 kg

m−4. For comparison, using all the FCTD data, without weighting by the concentrations,

the average density gradient is −2.0× 10−4
± 6.4× 10−4 kg m−4. The weighted linear

regression gives an upwelling velocity of 250± 75 m day−1, assuming that errors

associated with the time rate of change of the centre of mass and the centre of mass of

the vertical gradient are independent. Temporal and spatial density gradients in this

location are not independent due to the strong influence of the tide on the stratification,

however, quantifying this effect on the centre of mass is difficult.

The linear regression can also be done without weighting (solid red line, Figure

B.7). In this case, ∂tσθ =−0.0207±0.0055 kg m−3 day−1 and ∂zσθ =−2.0×10−4
±4.7×10−5

kg m−4, yielding an upwelling velocity is 101±50 m day−1. For this fit, R2 = 0.587.

An alternative method for estimating the upwelling rate is to calculate pairwise

estimates between transects (Drake et al. 2022). Given 12 individual estimates of the

centre of mass, there are a total of 66 estimates of the upwelling rate between pairs of

transects. The time evolution of the dye-weighted density (∂tσθ) is estimated by finite

differencing between each observation, where the observation time is chosen to be the

average time for the transect. That is, (∂tσθ)i, j =
(σθ) j−(σθ)i

t j−ti
. The average over all pairwise

estimates is ∂tσθ = −0.0164±0.0052 kg m−3 day−1 where the error is the standard error

over all pairwise estimates. The spatial density gradient (|∇σθ|) is taken to be the average

of the pair of tracer-weighted vertical density gradient estimates. The overall average

for the vertical density gradient is the same as for the unweighted linear regression

case. Taking the average of all 66 estimates of the upwelling rate gives 125±31 m day−1

where the error is the standard error on the mean.

A final, fourth estimate of the upwelling rate can be calculated from the change in

depth of the centre of mass during the experiment; we consider depth changes relative
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to the bottom to avoid spurious upwelling due to tidal aliasing. Using the dye weighted

average of the height above bottom, the height of the centre of mass during the first

transect was 28 m above the bottom. Similarly, for the final observation during the time

series, the average height of the centre of mass was 151 m above the bottom. Using

the same time convention as for the pairwise method, the time difference between

observations was 46 hours, giving an upwelling rate of 64 m day−1.The change in density

between the first and last observations was −0.0312 kg m−3 day−1.

Table 2.1. Results of the four different estimates of the diapycnal upwelling rate (wdye);
a linear regression of the centre of mass weighted by the standard deviation of the dye
weighted average, an unweighted linear regression to the centre of mass, an average
over all estimates of the diapycnal velocity between each pair of transects, and the
change in depth of the centre of mass between the first and last observations of the dye.

Method wdye (m day−1)
Weighted

Linear Regression 250±75

Unweighted
Linear Regression 101±50

Average of
pairwise estimates 125±31

Change in
height above bottom 64

All four of these methods are imperfect: the weighted linear regression uses

weights which may not be representative of the true sampling error; neither the

unweighted linear regression nor the pairwise methods account for the sampling error

at all; and the change in depth estimate does not account for the diapycnal component.

However, all these methods give a significant positive velocity of O(100 m) and together

provide confidence in our assertion that we observed diapycnal upwelling.
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Chapter 3

Moored observations of bottom bound-
ary layer breaking processes and inte-
rior exchange

A near-bottom volume budget is estimated using two mooring arrays deployed

for 3 and 6 months, respectively, within a continental slope canyon. Driven by along-

canyon convergences and divergences, the volume transport exchanged between the

boundary layer and the interior varies on timescales of days to weeks. At tidal timescales,

along-canyon variability in tidal flow leads to periodic ejection and suction of fluid

from and into the boundary. Transports low-passed at 18 days suggest that ejection is

persistent 5km from the canyon head, but exchange with the interior oscillates between

ejection and suction such that the time-mean exchange is negligible moving in-shore.

Estimates of the dissipation rate of turbulent kinetic energy and Richardson number

from the moorings suggest that turbulence varies in both space and time within the

canyon.

3.1 Introduction

Submarine canyons are found along the continental slopes of ocean basins

worldwide and connect the deep ocean to the continental shelf (Harris and Whiteway

2011; Harris et al. 2014). Owing to their often steep and complex topography, canyons are
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regions of enhanced turbulent dissipation relative to the open ocean (Kunze et al. 2012;

Waterhouse et al. 2017; Alberty et al. 2017; Carter and Gregg 2002). Internal tides may be

generated locally as barotropic tides scatter off the steep topography (Bell Jr. 1975). Both

locally and remotely generated internal wave energy may be focused within the canyon

topography as internal waves are reflected off the sidewalls (Hotchkiss and Wunsch

1982). The steep termini of canyons are also prone to backwards reflection such that

waves radiate back along the canyon axes. The superposition of incoming and reflecting

waves can lead to regions of shear and strain associated with enhanced dissipation

(Alberty et al. 2017; Nazarian and Legg 2017; Waterhouse et al. 2017; Hamann et al. 2021).

Internal wave breaking at the bottom of the canyon can also lead to elevated dissipation

levels (Gregg et al. 2011).

Turbulent processes at sloping topographic features have long been recognized

for their potential importance in water mass transformation (Munk 1966). Recent

theoretical (Ferrari et al. 2016; De Lavergne, Madec, Le Sommer, Nurser, and Garabato

2016; McDougall and Ferrari 2017) and observational work (Wynne-Cattanach et al. 2023;

Naveira Garabato et al. 2024) suggest that mixing at steep boundaries may lead to

upwelling of deep water, necessary to maintain the global overturning circulation.

Continental slope canyons, in particular, may be conduits for deep water to upwell

(Allen and Durrieu de Madron 2009; Petruncio et al. 2002; Kunze et al. 2012).

Whether turbulence at boundaries could be of basin-scale significance has

historically been a topic of debate (Garrett 1979; Armi 1979). Armi 1978 observed layers

of well-mixed fluid detached from the topography, advecting into the ocean’s interior,

and hypothesised that the boundary mixing suggested by these well-mixed layers may

account for the vertical mixing required in the deep ocean. Garrett 1979 argued that

turbulence at boundaries would be an inefficient process, since mixing near the boundary

would quickly lead to a well-mixed layer such that further turbulence would not result

in the required water-mass transformation. The intense near-boundary turbulence to
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which Armi 1978 attributed the well-mixed layers has since been observed at many

sites (Polzin et al. 1997; Carter and Gregg 2002; Waterhouse et al. 2014). Observations

of well-stratified turbulent layers above sloping boundaries (McPhee-Shaw et al. 2004;

Nash et al. 2004; Alford et al. 2024) call into question how these highly turbulent regions

are restratified. Using theoretical 1-d models, it has been shown that sloping isopynals

may drive a secondary circulation that stratifies the boundary (Garrett 1990; Umlauf

and Burchard 2011). However, these models do not include the internal wave dynamics

and 3-d effects expected to be important, particularly with canyons (Winters 2015).

Non-uniformity in topographic slope, seafloor roughness, internal wave forcing,

stratification and turbulence along a canyon can lead to 2-d and 3-d convergences of

up-slope turbulence driven transport (Kunze et al. 2012). This leads to exchange of fluid

between the near-boundary region and the interior, as evidenced by observations of

internal nephloid layers (layers of suspended sediment) and oxygen anomalies (McPhee-

Shaw et al. 2004; McPhee-Shaw et al. 2021). Lateral dispersal could be important for

sediment transport and other tracers such as carbon, nutrients and iron which are crucial

for coastal ecosystems (Ryan et al. 2005).

This study presents moored time series from an experiment conducted within a

submarine canyon with the objective of determining the processes which may lead to

exchange of boundary and interior fluid. Previous results from a dye release during

the same experiment show evidence of along-isopycnal transport of dye away from the

boundary (Wynne-Cattanach et al. 2023). However, the dye was only observed for 3

days so was insufficient to fully explore the boundary and interior exchange. Here, we

take advantage of the geometry of the mooring deployment and the length of the time

series to investigate the possibility of boundary and interior exchange by calculating a

volume budget for the near-boundary region to estimate along-isopycnal transport into

the interior. To our knowledge, this is the first attempt at a 3-dimensional near-bottom

volume budget. A secondary objective of this study was to investigate the spatial
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and temporal variability in turbulence and mixing within the canyon. We compare

measurements of velocity, temperature and turbulent dissipation between moorings

which were placed along and across the canyon.

3.2 Background

3.2.1 Study Region

Figure 3.1. Locations of all the moorings deployed during BLT1 (circles) and BLT2
(squares).

The Boundary Layer Turbulence and Abyssal Recipes (BLT) Experiment focused

on the near-bottom flow and turbulent dynamics within a canyon on the eastern side

of the Rockall Trough; a deep channel located in the northeast North Atlantic. The

eastern slope of the Rockall Trough rises up to the European continental shelf and is

incised by canyons along its length. The particular canyon chosen for this study is 9 km

wide at the mouth and 32 km long, with canyon wall heights of approximately 400 m.

The canyon forks into a southward and south-eastward branch about halfway along

it’s length. This study focused on the south-eastward branch. The region has strong
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Table 3.1. Details of each of the moorings deployed during the BLT experiment

Mooring Name Longitude (◦) Latitude (◦) Depth (m) Height (m) Deployment Date Recovery Date
MP1 -11.949 54.239 2035 600 28-Jun-21 01-Jul-21
MP2 -11.873 54.204 1676 600 07-Jul-21 06-Oct-21
MP3 -11.846 54.185 1491 600 22-Oct-21 02-Aug-22

MAVS1 -11.862 54.197 1614 300 06-Jul-21 09-Oct-21
MAVS2 -11.843 54.182 1465 300 07-Jul-21 07-Oct-21
MAVS3 -11.851 54.183 1434 300 22-Oct-21 05-Aug-22
MAVS4 -11.843 54.187 1455 300 22-Oct-21 08-Aug-22

TCHAIN -11.852 54.19 1529 180 06-Jul-21 11-Aug-22

internal tides (Wynne-Cattanach et al. 2023; van Haren et al., submitted). The canyon’s

thalweg is approximately critical to the semi-diurnal internal tide for most of it’s length.

Near the location of the TCHAIN the slope steepens to supercritical. The walls of the

canyon are supercritical.

3.2.2 Experiment and instrumentation

The experiment consisted of three cruises during which there were a dye (Wynne-

Cattanach et al. 2023) and chemical tracer release, microstructure surveys (Alford

et al. 2024) and mooring deployments (van Haren et al., submitted; Naveira Garabato

et al. 2024). In this study, we consider the long-term mooring deployments. During

the first cruise (BLT1) five moorings were deployed: one short-term moored profiler

(MP1) which was placed near the fork of the canyon (not considered in this analysis),

and four long-term moorings which were deployed further up the canyon for 3 months

(MP2, MAVS1, MAVS2 and TCHAIN). All but the TCHAIN mooring were recovered

and re-deployed during the second cruise (BLT2; MP3, MAVS3 and MAVS4) (Table 3.1;

Figure 3.1). The moorings sampled for another 6 months before recovery during the

third cruise (BLT3).

Moored Profilers - MP1, 2 and 3

The MP moorings were 600 m tall and had a RDI Longranger 75 kHz ADCP

mounted on the top float. They were equipped with a McLane Moored Profiler, outfitted
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with a Seabird SBE52 CTD and an FSI ACM travel time current meter. MP1 also had a

fluorometer and an Epsilometer. The moored profiler was set to continuous profiling

mode and collected about one 500 m profile every 30 minutes. MP1 was deployed at a

depth of 2035 m, MP2 at 1676 m and MP3 at 1491 m.

MAVS - MAVS1, 2, 3 and 4

Each MAVS mooring was 300 m tall and consisted of 8 MAVS travel time sensors,

∼80 RBR Solo or Seabird SBE56 thermistors and an RDI Longranger 75 kHz ADCP

mounted on the top float and one Seabird SBE37 CTD. The instrument spacing was

denser towards the bottom of the mooring. The deepest temperature sensors were

placed on the acoustic releases ∼ 3 m above the bottom. The sensors were ∼1 m apart

on the bottom 40 m of the mooring, increasing to 2 m from 40 to 60 m, then 3 m from 60

to 80 m, then 5-6 m spacing from 80 m to the top of the mooring at 300 m above the sea

floor. The thermistors sampled at 2 Hz. MAVS1 was deployed at a depth of 1614 m,

MAVS2 at 1465 m, MAVS3 at 1434 m and MAVS4 at 1455 m.

TCHAIN

The TCHAIN consisted of a 150 m thermistor chain with 102 pre-attached

thermistors. The bottom-most thermistor was attached to the acoustic release and was

0.9 m above the bottom. The lowest two thermistors were 0.5 m apart, the following 51

were at 1 m intervals and the remaining 50 were at 2 m intervals. An RDI Longranger

75 kHz ADCP was mounted on the top float of the mooring. Observations from the

TCHAIN mooring are discussed in detail in van Haren et al 2024.
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3.3 Methods

3.3.1 Volume Budget

Figure 3.2. Schematic of the volume used for the budget, defined by the locations of the
four moorings.

A volume budget is used to estimate the transport in and out of the near-boundary

region due to non-uniformity in the flow along the canyon. Convergence of flow along

the slope must be balanced by ejection of near-boundary fluid into the interior, while

divergence of the along-slope flow must be balanced by suction of interior fluid into

the near-boundary region (Kunze et al. 2012). We use the locations of the moorings

deployed during BLT2 to define a box as shown in Figure 3.2. The box is bounded

on the down-canyon (north-west) edge by the along-canyon location of the TCHAIN

mooring (xNW) and on the up-canyon (south-east) edge by the along-canyon location

of MP3, MAVS3 and MAVS4 (which form a line in the cross-canyon direction; xSE).

The north-eastern side of the box is defined by the cross-canyon location of MAVS4

(yNE) and the south-western side of the box is defined by the cross-canyon location

of MAVS3 (ySW). The box is bounded below by the bathymetry (zbath), and the top

of the box is defined as 200 m above the canyon thalweg (z200). This depth range

was chosen to encompass the region within which the turbulent mixing is observed
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to occur - dissipation is enhanced near the bottom due to convective overturns with

vertical scales of 100-200 m (Naveira Garabato et al. 2024). We calculate the budget in a

rotated reference frame. Hereinafter, u and v refer to along- and across-canyon velocity

components, respectively. Along-canyon velocity is defined as positive towards the

head of the canyon and cross-canyon velocity is defined as positive to the north-east,

perpendicular to the direction of the canyon axis.

The volume budget follows from the volume integral of the continuity equation.

That is, given ∇· u⃗ = 0, where u⃗ is the 3-d velocity vector,

$
V
∇· u⃗ dV =

	
u⃗ · n̂ dS = 0 (3.1)

following the divergence theorem, where V is the volume defined by the box, S denotes

the surface of the box and n̂ is the unit vector normal to S. Given no transport through

the seafloor, the volume budget is then

∫ z200

zbath

∫ yNE

ySW

u(xNW) dydz︸                         ︷︷                         ︸
VNW

−

∫ z200

zbath

∫ yNE

ySW

u(xSE) dydz︸                        ︷︷                        ︸
VSE

+

∫ z200

zbath

∫ xSE

xNW

v(ySW) dxdz︸                        ︷︷                        ︸
VSW

−

∫ z200

zbath

∫ xSE

xNW

v(yNE) dxdz︸                        ︷︷                        ︸
VNE

+

∫ yNE

ySW

∫ xSE

xNW

w dxdy︸                 ︷︷                 ︸
Vtop

= 0.
(3.2)

For each component, the velocity is taken to be the depth average along/cross-canyon

velocity over the bottom 200 m from the closest mooring. At xNW the velocity from

TCHAIN is used to give the along-canyon transport at the down-canyon edge of the

box (VNW), at xSE the velocity from MP3 is used to give the along-canyon transport at

the up-canyon edge of the box (VSE), at ySW the velocity from MAVS3 is used to give

the transport out of the south-west side of the box (VSW) and at yNE the velocity from
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MAVS4 is used to give the volume transport out of the north-east side of the box (VNE).

The volume transport out of the top of the box (Vtop) is taken to be the residual of the

first four terms and represent the exchange between the boundary and the interior.

We will first consider the transport occurring at tidal timescales using the full

time series of the volume transports. To investigate the longer-timescale variability in

the transport we will use a running mean of the transports with 18-day window lengths.

This window length removes the variability due to the tides, including the spring-neap

cycle.

3.3.2 Phase averages

Full record phase average

Phase-averaged pictures of the velocities and other variables such as temperature

and isotherm displacement were constructed to obtain a robust estimate of the variability

over an M2 tidal cycle. The phase-averages for each record were computed in reference

to a harmonic fit of the TPXO barotropic tide with M2 tidal frequency.

Phase lags

To investigate the progressive nature of the semi-diurnal internal tide within the

canyon we compute the phase of the depth-averaged semi-diurnal isotherm displacement

at each mooring by harmonic analysis over a 2.1 day sliding window (Zhao et al. 2012).

This length of window was chosen to capture subtle changes in the phase of the semi-

diurnal tide. The phase lag ∆ϕ is then the difference in phase between pairs of moorings

and the phase speed of the wave is ∆x∆ϕwhere ∆x is the distance between the moorings.

3.3.3 Normal modes

The vertical structure of internal waves can be represented as the sum of n

eigenmodes which are the solutions to
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d2η(z)
dz2 +

N2(z)
c2

i

η(z) = 0 (3.3)

with boundary conditions η(0) = η(H) = 0 where η is the displacement of isopycnals, H

is the water depth, N is the buoyancy frequency and ci, i = 1, . . . ,n are the eigenvalues

(Alford 2003). The phase speed of the internal wave is related to the eigenspeed by the

dispersion relation,

cp =
ω√
ω2− f 2

ci (3.4)

where ω is the wave frequency and f is the inertial frequency (Alford and Zhao 2007).

The vertical modes are estimated using time-average stratification from 25 hours

of full depth temperature and salinity profiles collected using the shipboard CTD (Figure

3.3). The CTD station was halfway between the location of MP2 and MAVS1 along the

canyon.

Figure 3.3. (a) Time averaged buoyancy frequency from a 25 hour CTD station between
MP2 and MAVS1 (b) Vertical velocity modes (c) Horizontal velocity
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3.3.4 Calculation of dissipation

Estimates of the dissipation rate of turbulent kinetic energy (ϵ) from overturns

were obtained from the thermistor sensors on the MAVS moorings following methods

similar to those proposed by Thorpe (1977), with details described in, for example,

van Haren et al. 2022. In this region density depends linearly on temperature (van

Haren et al., submitted), allowing us to use it in place of temperature when estimating

overturning scales. Profiles of temperature are reordered into a stable, monotonic profile

and the resulting displacements (d) are used to estimate ϵ as

ϵ = 0.64d2N3 (3.5)

where N is the local buoyancy frequency computed from the stable density profiles.

In contrast to most examples of this methods, here we use individual estimates of d

as the overturning scales rather than the root mean square of displacements within

a single overturn (van Haren et al. 2022). The same method was applied to the MP2

mooring but less estimates were lower resolution due to the frequency of the profiles.

Turbulent dissipation computed this way is consistent with that measured directly with

microstructure (Alford et al. 2024).

3.3.5 Calculation of Richardson number

The Richardson number, defined as Ri = N2

S2 where N2 = −
g
ρ0

∂ρ
∂z is the stratification

and S2 = (∂u∂z )2+ (∂v∂z )2 is the squared shear, describes the tendency for a Kelvin-Helmholtz

instability to occur. It has been shown in an inviscid, stably stratified fluid that the flow

will be unstable when Ri < 1
4 (Miles 1961; Miles and Howard 1964). Stratification was

estimated from the thermistors on the MAVS moorings assuming that density varies

linearly as a function of temperature. Shear was estimated from the downward looking

ADCPs on the moorings with a vertical resolution of 16 m.
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3.3.6 Calculation of buoyancy flux due to advection

To investigate the possibility that differential advection of dense water over light

water, leading to convective instabilities, is the source of mixing near the bottom of the

canyon we estimate the destabilising buoyancy flux due to advection following Moum

et al. 2004; Ruan et al. 2019. Assuming a linear equation of state for density where

ρ = ρ0(1−αT), the buoyancy flux is given by

Jb = gα
∫ h

0
u′
∂T
∂x′

dz′ (3.6)

where primes denote that the axes have been rotated to be parallel and normal to the

slope, u′ is then the along-slope velocity and ∂T
∂x′ is the along-canyon density gradient.

We estimate this integral as a sum

Jb = gα
h∑

z′=0

u′(z′)
∂T(z′)
∂x′

∆z′ (3.7)

and perform the calculation using phase averaged quantities. Since velocities at the

moorings do not reach the bottom, the profiles of u′ were extended using a spline

interpolation to meet the u′ = 0 condition at the seafloor.

3.4 Results

3.4.1 Flow conditions
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Figure 3.4. Along- and cross-canyon velocities for example time periods for each of the
moorings. Temperature is contoured in black with isotherms every 0.25 ◦C. Note the
different times for the three different deployments: MP1 during BLT1, MP2-MAVS2
between BLT1 and BLT2 and MAVS3-MAVS4 between BLT2 and BLT3.
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Figure 3.5. Spectrum of kinetic energy averaged over the bottom 100m for each mooring.

Moored observations within the canyon reveal a rectilinear flow along the canyon

within the bottom 400 m of the water column (Figure 3.4.1). Kinetic energy within

the canyon was dominated by the semi-diurnal and diurnal tides and their harmonics

(Figure 3.5). The spring-neap cycle in the kinetic energy was in phase with the barotropic

tide (Wynne-Cattanach et al. 2023), indicative of local internal tide generation due to the

interaction between the barotropic tide and the topography.

The low frequency flow in the canyon was weaker than the tide and showed

predominantly up-canyon flow (Figure 3.6). The moorings on the side-walls, particularly

MAVS4, saw more variability in the flow direction. The time mean along-canyon flow

was up-canyon at all mooring locations. Velocities were strongest further down the

canyon, decreasing in magnitude from MP2 to MAVS2. All of the moorings deployed

near the canyon head showed peak velocities aloft (between 100 and 200 m above the

bottom). In contrast, velocities at MP1 (which was deployed near the fork of the canyon)

increased all the way to the lowest measurement (∼ 25 m above the bottom) such that

the sign of the velocity shear near the bottom is opposite between the two regions of

the canyon. A negative vertical shear will drive differential advection of cold water

above warm water, leading to convective breaking of the internal tide within the canyon.
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Figure 3.6. Depth-averages of low-pass filtered (a) along-canyon and (b) cross-canyon
velocities within the bottom 200 m from each of the moorings. The low-pass filter was
applied at a period of 18 days.

This occurs during up-canyon flow at the moorings near the canyon head, but during

down-canyon flow at MP1.

3.4.2 Tidal phase averages

Along-canyon M2 tide phase averages of temperature and velocity, calculated

over the full 3 month record of the BLT1 mooring deployment, show that during

up-canyon flow the internal tide brings cold water up the canyon (Figure 3.7). During

down-canyon flow isopycnals flatten as cold water flows back down the canyon. Vertical

and horizontal gradients in the velocity cause cold water to be advected over warm water,

leading to convective instabilities. Phase averages show again that the along-canyon

velocities are much stronger than the cross-canyon. During the up-canyon phase of the

tide, vertical velocities are positive.
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Figure 3.7. Phase-averages of along-canyon velocity (top row), cross-canyon velocity
(middle row) and vertical velocity (vertical row) at four phases of the M2 internal
tide, shown in each column: (a) Peak down-canyon flow, (b) first slack tide, (c) Peak
up-canyon flow and (d) second slack tide. In each panel isotherms are contoured in
black with thin contours every 0.1◦C and thick contours every 0.5◦C. Vertical dashed
lines show the locations of each mooring between which velocity and temperature
are interpolated. Note that the temperature data from TCHAIN is not included in the
interpolation due to calibration issues. The bottom panel shows the depth-averaged
along-canyon velocity at TCHAIN as reference.

We use the moorings deployed during the 6-month BLT2 deployment to look

at the cross-canyon M2 tide phase averages (Figure 3.8). Velocities from downward

looking ADCPs from MP3, MAVS3 and MAVS4 are used, but the motor on the moored

profiler on MP3 broke 17 days into the deployments so temperature data comes from

the thermistors on MAVS3 and MAVS4 only. Velocities were not uniform across the
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Figure 3.8. Phase-averages of along-canyon velocity (top row), cross-canyon velocity
(middle row) and vertical velocity (vertical row) at four phases of the M2 internal
tide, shown in each column: (a) Peak down-canyon flow, (b) first slack tide, (c) Peak
up-canyon flow and (d) second slack tide. In each panel isotherms are contoured in
black with thin contours every 0.1◦C and thick contours every 0.5◦C. Vertical dashed
lines show the locations of each mooring between which velocity and temperature
are interpolated. Note that the temperature data from MP3 is not included in the
interpolation due to calibration issues. The bottom panel shows the depth-averaged
along-canyon velocity at TCHAIN as reference.

canyon; the down-canyon velocities were strongest above the bottom on the south-west

side of the canyon (right side of panels in Figure 3.8). Cross-canyon velocities were

divergent away from the centre of the canyon during peak down-canyon flow but

convergent towards the centre following down-canyon flow. Isopycnals transitioned

from banking on the south-west side of the canyon to the north-east side of the canyon
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and stratification was increased. During up-canyon flow, isopycnals returned to being

banked on the south-west side and warm water was brought up to the mooring locations

and stratification was weaker. Velocities were strongest on the north-east side of

the canyon (left side of panels), coincident with the strongest upwelling velocities.

Cross-canyon flow was towards the south-west.
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3.4.3 Phase lags

Figure 3.9. (a) Phase lag estimated using harmonic fits to two-day windows between
MAVS1 and MP2 (orange) and MAVS2 and MAVS1 (blue) (b) Phase slowness (1/phase
speed) corresponding to the phase lags in (a). Dashed red lines show the phase slowness
of the theoretical mode 1 M2 internal tide for up- and down-canyon propagating wave.

The series of moorings along the canyon axis allows us to investigate the

propagation of features along the canyon. Time lags in velocities between along-canyon

locations will lead to convergence and divergences along the canyon. Here, we use the

isopycnal displacement, as described in Methods, to estimate the phase propagation

between MP2 and MAVS1 and MAVS1 and MAVS2. We find phase lags that vary from

between −15◦ to 15◦ or, equivalently, lags of approximately -0.5 to 0.5 hours where a

positive lag means that the down-canyon mooring leads the up-canyon mooring (Figure

3.9). The phase lags are small and oscillate around zero, possibly indicative of a partially

standing wave as has been seen in other canyons (Eel Canyon; Waterhouse et al. 2017

and Monterrey Canyon; Zhao et al. 2012). We then estimate the phase slowness (i.e. the

reciprocal of phase speed such that as phase speed tends to infinity phase slowness

tends to zero) and compare to the theoretical phase speed of the internal tide. Given

the time average stratification from the full depth CTD station, the phase speed of the

theoretical mode 1 internal tide is 1.27 ms−1. There are times where there is propagation
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that agrees with a propagating mode 1 wave. However, at other times, the slowness

tends to zero, suggesting that there is a standing wave within the canyon. The phase

lags between MAVS1 and MAVS2 are more variable than between MP2 and MAVS1

suggesting that the flow may de-cohere and become more complicated as it travels up

the canyon.

Note that the wavelength of the mode 1 internal tide given the theoretical phase

speed is 35 km, much longer than the separation of the moorings, therefore phase

differences are small and prone to errors due to noise in the signal.

3.4.4 Volume Budget

Tidal

Convergence of volume within the box must be balanced by transport out of the

box while divergence will lead to transport into the box. We interpret these slope-normal

transports as ejection of boundary layer fluid into the interior and suction of interior

fluid into the boundary layer, respectively (Kunze et al. 2012). At tidal time scales, the

volume transports estimated at each side of the box show that the magnitude of the

along-canyon transports greatly exceed that of the cross-canyon transport (Figure 3.10).

This is expected due to the rectilinear nature of the flow within the canyon and has been

seen in other canyons (Kunze et al. 2012). The peak magnitudes in the along-canyon

transports (VNW and VSE) are up to four times larger than the cross-canyon transport

(VSW and VNE) such that the variability in the along-canyon direction dominates the

transport into and out of the boundary region (Figure 3.10). Periodic ejection from and

suction into the boundary region occurs with the semi-diurnal tide, as seen by Wynne-

Cattanach et al. 2023. The oscillations in Vtop demonstrate an asymmetric, saw-tooth

pattern. Transport decays to zero until the peak down-canyon transport. Suction occurs

during the transition from up-canyon to down-canyon transport. The shift from suction

to ejection coincides with when the transport into the box at the down-canyon end
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Figure 3.10. (a) 2 day time-period of the volume transport VNW, VSE, VSW and VNE.
(b) The resulting volume transport out the top of the box (Vtop) considering all four
transports (black) and just the along-canyon transport (purple). (c) PDF of the total
transport out of the box from all four moorings (black) and just the along-canyon
moorings (purple). (d), (e) and (f) are the same as (a), (b) and (c) but for the full record
low pass filtered at a period of 18 days.
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exceeds the transport out of the box at the up-canyon end (VNW > VSE). During the

period shown here, the velocity at MP3 leads that at TCHAIN (i.e. phase propagation is

down-canyon). At other times, not shown here, when velocity at the TCHAIN leads

the velocity at MP3, the saw tooth is the opposite direction and the step change is from

ejection to suction when the transport out of the box exceeds the transport into the box.

There are also periods where the phase difference between the moorings is smaller and

less of a tidal cycle is seen in the suction and ejection.

Sub-tidal

At longer timescales (low-pass filtered at a period of 18 days), flow is predom-

inantly up-canyon and is ∼2.5 times larger than the cross-canyon flow (Figure 3.10).

Again, the flow is not uniform along the canyon, leading to convergence or divergence

and hence transport out of and into the boundary layer. Convergence events (ejection)

are more frequent than divergence events (Figure 3.10c). The average transport out of

the box is 17% of the average volume incoming at the down-canyon end of the box over

the 6-month deployment. Comparing the results of the full volume budget to just the

transport due to the along-canyon variability (black versus purple lines in Figure 3.10),

shows that most of the large convergence/divergence events are due to along-canyon

variability except for one large event in April and smaller events in March, May and

June which are due to differences in the cross-canyon components since at these times

the along-canyon transports are comparable in magnitude. At sub-tidal timescales,

along-canyon transport is always up-canyon and therefore convergence or divergence

is due to differences in the magnitude of the up-canyon transport and never due to a

difference in the sign of the transport.
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3.4.5 Along-canyon only volume budget

Tidal

Figure 3.11. Schematic of the along-canyon volume budget.

Given the dominance of the along-canyon transport in the volume budget above,

we can repeat the analysis with the along-canyon mooring array to investigate the

variability in the transport along the canyon. Since there are four moorings, we can

define volumes between each pair, providing estimates of the volume transport into

or out of the boundary at three locations along the canyon’s length (Figure 3.11). The

pairs are MP2 and MAVS1, furthest down the canyon, then MAVS1 and TCHAIN, and

finally TCHAIN and MAVS2 closest to the head of the canyon. For comparison, the MP3

and MAVS3/4 moorings used for the previous volume budget were located between

TCHAIN and MAVS2. We now assume that the volume transport out of the sides of the

box (VSW and VNE) are zero such that the volume budget for the boxes defined by each

pair of moorings (moor1 and moor2) is then

∫ z200

zbath

∫ yNE

ySW

u(xmoor1) dydz︸                           ︷︷                           ︸
Vmoor1

−

∫ z200

zbath

∫ yNE

ySW

u(xmoor2) dydz︸                           ︷︷                           ︸
Vmoor2

+

∫ yNE

ySW

∫ xmoor2

xmoor1

w dxdy︸                    ︷︷                    ︸
Vmoor1−moor2

= 0.
(3.8)
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Figure 3.12. (a) 2 day period of the volume transport Vmp2, Vmavs1, Vtchain and Vmavs2. (b)
The resulting volume transport out the top of the boxes (Vmp2−mavs1, Vmavs1−tchain and
Vtchain−mavs2). (c) PDF of the transport out of the boxes from the three pairs of moorings.
(d,) (e) and (f) are the same as (a), (b) and (c) but for the full record low pass filtered at a
period 18 days.
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We again use the depth average along-canyon velocity over the bottom 200 m for the

velocity at each mooring.

Similarly to the first volume analysis, a semi-diurnal tidal signal is seen in the

volume transport perpendicular to the boundary (Figure 3.12). This signal is most

obvious in VMP2−MAVS1. The along-canyon transport at MP2 is approximately a factor

of two larger than the transport at MAVS1 during up-canyon flow, leading to a large

convergence and thus large ejection away from the boundary. The maximum negative

volume transports are 2-3 times smaller than the maximum positive volume transports.

The tidal cycle between MP2 and MAVS1 elicits a more symmetrical pattern than was

seen previously, this is due to the magnitude of the volume transport at MP2 being

larger than the transport at MAVS1 during the whole up-canyon phase of the tide. The

tidal cycle in the transport perpendicular to the boundary becomes less clear as you

move towards the head of the canyon. Note that although the peak transports away

from the boundary region are a factor of two smaller between TCHAIN and MAVS2

than between MP2 and MAVS1, the peak transports into the boundary region are similar

in magnitude all the way along the canyon.

Sub-tidal

When looking at the longer timescales, the strength of the flow at MP2 relative to

the other mooring locations is clear and the volume transport is approximately 3 times

larger. This means that there is always convergence between the MP2 mooring location

and any other of the mooring locations. This can be seen in Figure 3.12(d), where the

volume transport between MP2 and MAVS1 (black line) is always positive. Note that

this transport is a factor of 2-4 times larger than was seen during the volume budget

using the moorings from BLT2. Further up the canyon, low-passed transports into the

interior were more similar to those seen in the 3D budget, with periods of both suction

and ejection (VMAVS1−TCHAIN and VTCHAIN−MAVS2; red and blue in Figure 3.12e). Over
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the 3 month record, the mean of VMAVS1−TCHAIN is −15 m3s−1, and VTCHAIN−MAVS2 is

−89 m3s−1, in comparison to the mean of VMP2−MAVS1 is 2.4×103 m3s−1. Therefore, in

the net there is almost no suction or ejection occurring moving up the canyon relative to

the most down-canyon box.

The slope of the canyon axis was approximately critical to the M2 internal tide

for the duration of the record at MAVS1, while further up the canyon, the bathymetric

slope increases such that at MAVS2 it was supercritical (Figure 3.13). We find that the

largest transports into the interior are found where the slope is critical, consistent with

previous observations that ejection is associated with critical reflection of the internal

tide (McPhee-Shaw and Kunze 2002).

Figure 3.13. Criticality of the bathymetric slope at MAVS1 (blue) and MAVS2 (yellow)
over the 3 month deployment using depth averaged stratification from the bottom 100
m of the moorings.

3.4.6 Turbulence

Using high-resolution temperature records from the thermisors on MAVS1 and

MAVS2 we are able to estimate the turbulent dissipation. At both moorings, large

overturning events occur periodically with the M2 internal tide (Figure 3.14). In the

period shown, the stratification is unstable for approximately 4 hours during the

transition from up-canyon to down-canyon flow (note that the velocities plotted in

Figure 3.4.1 correspond to the time periods in Figure 3.14). Dissipation (ϵ) is enhanced

up to 4 orders of magnitude above the down-canyon levels during the same time. The

large scale shear induces convective instability (Naveira Garabato et al. 2024). We also

see good correspondence between the Richardson number, estimated from the small
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scale velocity shear and stratification, and the dissipation, suggesting that secondary

instabilities within the overturn also give rise to some of the observed turbulence.

Given the strong relationship between Ri and ϵ, to investigate the time and spatial

variability of the turbulence we compute the percentage of time that Richardson number

is sub-critical (Ri < 0.25) at MAVS1 and MAVS2 over two day windows (Figure 3.15).

We find that at both locations, the spring-neap variability is clear in Richardson number.

At MAVS2, around day 183, the peak percentage time Ri < 0.25 is at a depth of ∼1325 m,

but this transitions to a double-peaked distribution around day 203. The peaks above

the bottom are associated with layers of enhanced shear (not shown). By day 211, the

peak is higher in the water column, at 1250 m. After day 213, the spring neap cycle

(also seen in the velocities) dominates, with periods of less critical Ri and periods where

Ri is more critical and is lowest near the bottom. Unlike at MAVS2, MAVS1 sees no

peak in low Ri above the bottom. The spring neap cycle is less pronounced during the

first couple of weeks but percentage of time Ri < 1
4 increases towards the bottom. Note

however that percentage times are higher at MAVS1 than MAVS2.

Figure 3.14. Observations from MAVS1 (left) and MAVS2 (right) over 2 days during a
spring tide. (a/e) squared vertical shear (b/f) dissipation rate of turbulent kinetic energy
from overturns, (c/g) stratification (shaded region indicate negative stratification ) and
(d/h) Richardson number.
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Figure 3.15. Percentage of time that Richardson number is below the critical value of
0.25, binned in periods of 2 days for (a) MAVS1 and (b) MAVS2. (c) Depth averaged
along canyon velocity at MAVS1.

3.4.7 Buoyancy flux due to advection

The along canyon temperature gradient was estimated between the pairs of

moorings. At each height above bottom, temperature increases along the canyon

(Figure 3.16). Applying the observed temperature gradient and along-canyon velocity

to Equation 3.7, we estimate the buoyancy flux due to advection at MAVS1 and MAVS2

(Figure 3.17). For turbulence generated by convective instability, the dissipation rate of

turbulent kinetic energy will be equal to the buoyancy flux. This follows from Jb = Γϵ

(Osborn 1980) where Γ is the mixing coefficient and is equal to 1 for purely convective

instabilities.

At MAVS1, the buoyancy flux estimated within the bottom 100 m was positive

during upcanyon flow and was similar in magnitude to the average turbulent dissipation

rate in that depth range, suggestive of convective. The buoyancy flux and dissipation

peak during the period of unstable stratification (Figure 3.17), however maximum

dissipation lags the maximum buoyancy flux by approximately π3 , which is equivalent
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Figure 3.16. (a) Temperature 20, 50 and 100 m above bottom at the four along-canyon
moorings (b) Horizontal temperature gradient between each pair of moorings (c) Vertical
temperature gradient rotated to the horizontal using the bathymetric slope (α) between
each pair of moorings.

to a time lag of 2 hours. This corresponds to the buoyancy period at this phase of

the tide, consistent with convection. The buoyancy flux measured here is 3 orders of

magnitude larger than that measured by Lorke et al. 2005 in a lake and almost orders

of magnitude larger than measured by Moum et al. 2004 on the continental shelf. The

buoyancy flux within a lake is expected to be smaller due to the thermal expansion of

seawater. The advective velocities observed here are 8 times larger than observed by

Moum et al. 2004, leading to the increased buoyancy flux. At MAVS2, the buoyancy flux

estimated is a factor of 6 larger than the observed dissipation, while the reason for this

is currently unclear it may be because the mixing is occurring further up the canyon.
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Figure 3.17. Buoyancy flux estimated from the differential advection of temperature
at MAVS1 (a) and MAVS2(b) (orange) within 100 m of the bottom compared to the
dissipation rate of turbulent kinetic energy averaged in the bottom 100 m (blue). (c) and
(d) show the phase averaged buoyancy period at MAVS1 and MAVS2.

3.5 Summary and conclusions

In this study, observations of velocity and temperature from seven moorings in a

near-critical submarine canyon were used to investigate boundary layer exchange and

turbulent processes. A 3-dimensional volume budget was constructed using four of

the moorings, two deployed along the axis of the canyon and two on side walls of the

canyon. We found that exchange of boundary and interior fluid occurred periodically

with the semi-diurnal internal tide, allowing for the boundary to be re-stratified each

tidal cycle. The convergence and divergence necessary to produce the transport in

and out of the interior primarily came from phase differences in the along-canyon

direction that may be consistent with propagating mode 1 internal tide. A low-pass

filter at a period of 18 days was applied to the transports to investigate the variability

at frequencies lower than the tides and spring-neap cycle. We find that conditions at

the location of the cross-canyon mooring array vary from periods of net ejection to

periods of net suction. However, over the entire 6 month record we find net ejection

into the interior. Given the dominance of the along-canyon transport in the volume
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budget, we extended the analysis to the along-canyon mooring array which spanned

a 3km section of the canyon and allowed us to investigate along-canyon variability

in the transport in and out of the near-boundary region. The transport at the deepest

mooring exceeded that of the shallower moorings by a factor of 2-4 and led net ejection

into the interior at all times. The transport out of the boundary region estimated from

the shallower volumes varied from ejection to suction as was seen at in the 3D budget

and net transport over the record was near-zero. This may be consistent with locations

of critical reflection of the internal tides leading to ejection, while at the super-critical

locations little to no ejection was seen on average.

Turbulent dissipation within the canyon was associated with large overturning

events characterised by low or negative stratification and enhanced shear. While the

mechanism for inducing the large-scale overturn is hypothesised to be the advection

of dense water over light by the large-scale shearing of the internal tide, the good

agreement between Richardson number and dissipation rate suggests that small-scale

shear within the overturn may contribute to the observed dissipation. At the critical

location, we observed enhanced mixing which was consistent with convective breaking

of the internal tide. At the supercritical location, we also observed periods where

dissipation was elevated above the bottom associated with critical Richardson numbers.

This may be indicative of shear induced by the back-reflection of the incident internal

tide at the super-critical slopes.

Our observations provide additional evidence of the three-dimensional nature

of the near-boundary processes within this canyon (Wynne-Cattanach et al. 2023).

Together with other studies within canyons which observed similar processes, this work

highlights the need to extend models of near-bottom processes to three-dimensions.

Understanding and correctly parametrising the physics of processes leading to mixing

and exchange with the interior is important for our modelling the impact of topographic

mixing on the large-scale circulation of heat and tracers such as nutrients and carbon
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dioxide.
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Figure A.1. Time series of (from top to bottom) meridional velocity, zonal velocity,
turbulent dissipation rate for all transects of the western line. Isopycnals are shown in
grey, and are spaced by 0.5 kgm−3. The times of the MMP casts are indicated by the
notches along the top axis of the panels along the third and sixth rows. Bathymetry is
shown by the dark grey patches. The number above each column indicates the hours
since the beginning of the respective sampling period (West: 10 June 2016 08:35:11)
and the x- axis gives the along-track distance from the starting point (West: 8.4706◦N
134.6181◦E). The axis width is scaled by distance
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Figure A.2. Time series of (from top to bottom) squared shear, stratification and inverse
Richardson number for all transects of the western line. Isopycnals are shown in grey,
and are spaced by 0.5 kgm−3. The times of the MMP casts are indicated by the notches
along the top axis of the panels along the third and sixth rows. Bathymetry is shown by
the dark grey patches. The number above each column indicates the hours since the
beginning of the respective sampling period (West: 10 June 2016 08:35:11) and the x-
axis gives the along-track distance from the starting point (West: 8.4706◦N 134.6181◦E).
The axis width is scaled by distance
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Figure A.3. Time series of (from top to bottom) meridional velocity, zonal velocity,
turbulent dissipation rate for all transects of the separation line. Isopycnals are shown
in grey, and are spaced by 0.5 kgm−3. The times of the MMP casts are indicated by the
notches along the top axis of the panels along the third and sixth rows. Bathymetry
is shown by the dark grey patches. The number above each column indicates the
hours since the beginning of the respective sampling period (Separation: 14 June 2016
15:15:12) and the x- axis gives the along-track distance from the starting point (Separation:
8.4749◦N 134.6386◦E). The axis width is scaled by distance
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Figure A.4. Time series of (from top to bottom) squared shear, stratification and inverse
Richardson number for all transects of the separation line. Isopycnals are shown in grey,
and are spaced by 0.5 kgm−3. The times of the MMP casts are indicated by the notches
along the top axis of the panels along the third and sixth rows. Bathymetry is shown by
the dark grey patches. The number above each column indicates the hours since the
beginning of the respective sampling period (Separation: 14 June 2016 15:15:11) and
the x- axis gives the along-track distance from the starting point (Separation: 8.4749◦N
134.6386◦E). The axis width is scaled by distance
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Figure A.5. Time series of (from top to bottom) meridional velocity, zonal velocity,
turbulent dissipation rate for all transects of the eastern line. Isopycnals are shown in
grey, and are spaced by 0.5 kgm−3. The times of the MMP casts are indicated by the
notches along the top axis of the panels along the third and sixth rows. Bathymetry is
shown by the dark grey patches. The number above each column indicates the hours
since the beginning of the respective sampling period(East: 9 June 2016 14:55:12) and
the x- axis gives the along-track distance from the starting point (East: 8.47◦N 134.64◦E).
The axis width is scaled by distance
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Figure A.6. Time series of (from top to bottom) squared shear, stratification and inverse
Richardson number for all transects of the eastern line. Isopycnals are shown in grey,
and are spaced by 0.5 kgm−3. The times of the MMP casts are indicated by the notches
along the top axis of the panels along the third and sixth rows. Bathymetry is shown by
the dark grey patches. The number above each column indicates the hours since the
beginning of the respective sampling period (East: 9 June 2016 14:55:12) and the x- axis
gives the along-track distance from the starting point (East: 8.4660◦N 134.6418◦E). The
axis width is scaled by distance
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Figure A.7. FCTD surveys for passes (columns) 1, 2 and 4 conducted from east to west.
Depth averages over the ranges 50-100 m (A), 100-150 m (B), 150-200 m (C), 200- 250 m
(D) and 250-300 m (E) are shown in each row. In each panel the turbulent dissipation
rate is shown as filled contours. The Rossby number is shown by coloured contour lines.
The location of the F4 mooring is marked in panel D3 with the orange star.
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Figure A.8. FCTD surveys for passes (columns) 5, 7 and 9 conducted from east to west.
Depth averages over the ranges 50-100 m (A), 100-150 m (B), 150-200 m (C), 200- 250 m
(D) and 250-300 m (E) are shown in each row. In each panel the turbulent dissipation
rate is shown as filled contours. The Rossby number is shown by coloured contour lines.
The location of the F4 mooring is marked in panel D3 with the orange star.
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Figure B.1. (a) Temperature, (b) turbulent dissipation rate of kinetic energy (ϵ) estimated
from the sorting distance when sorting profiles into stable state, (c) buoyancy frequency
N calculated from the stable profile, (d) up-canyon velocity and (e) vertical velocity at
the MAVS1 mooring.
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Figure B.2. (a) Kinetic energy (1
2(u2+ v2)), low-pass filtered at a period of 48 hours,

averaged over the bottom 100 m from the MP2, MAVS1, TCHAIN and MAVS2 moorings
(coloured lines) and the barotropic tides estimated using TPXO. The grey shaded region
shows the period covered by the dye experiment. (b) Depth average of the upwelling
velocity (ualong sinα) over the bottom 100 m from the four moorings, also low-pass
filtered at a period of 48 hours.
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Figure B.3. (a) PDFs of the depth-averaged in-flow (uin tanα) estimated from along-
canyon velocities below 3.7◦C at MP1 (blue) and below 4.2◦C at MP2 (red) and the depth-
averaged adiabatic vertical velocity (wadia =

dη
dt , where η is the isotherm displacement)

at MP1 (green) and MP2 (orange). The range of values of wdye are shown by the grey
shaded region. (b) Time series of uin tanα (red) and wadia (orange) from MP2. The range
of values of wdye are shown by the grey shaded region.
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Figure B.4. Temperatures from (a) MP2, (b) MAVS1, (c) TCHAIN and (d) MAVS2
low-pass filtered at a period of 48 hours. Black contours denote isotherms are every 0.25
◦C.
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Figure B.5. (a)-(l) Dye concentration is shown on a logarithmic scale in parts per billion
(ppb) in colour, isotherms every 0.05◦C are shown with black contours, and 3.65◦C,
3.85◦C and 4.05◦C isotherms are contoured in blue, green and red respectively. Note the
different aspect ratios in each panel. Bathymetry is shown in grey.
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Figure B.6. For each transect ((a)-(l)), all observations are binned in conservative
temperature-absolute salinity space, coloured by dye concentration. Contours of
potential density anomaly are marked every 0.05 kg m−3. The first tracer-weighted
density moment is marked with the circle. The potential density anomaly of the dye at
the time of release is marked with a pink star.
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Figure B.7. (a) Weighed linear regression (solid blue line) and unweighted linear
regression (solid red line) of the centres of mass in potential density anomaly space
(black circles). Error bars show standard deviations of dye-weighted density for each
transect. The residual standard error of the fit is denoted by the shaded region. Dashed
lines show the fits given the standard error on the slope and intercept. The coefficient of
determination R2 for the weighted fit is 0.852 and for the unweighted fit is 0.587. (b)
Centres of mass in potential density anomaly gradient space (black circles) and standard
deviation for each transect (error bars). The solid blue line shows the weighted average
of the centres of mass. The standard error of the average is 2.5×10−5 kg m−4 and is
smaller than the line width. (c) Estimates of upwelling velocity between subsequent
pairs of centres of mass (black circles). Lines denote the upwelling values estimates
using different methods: the weighted linear regression (blue), the unweighted linear
regression (red), the difference between average height above bottom between the first
and last transect (orange), the pairwise estimates in the difference between average
height above bottom (green) and the average over all pairwise estimates of the upwelling
velocity (black).
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Figure B.8. (a) Map of the canyon with bathymetry contoured in grey. Horizontal
lines mark the distance along the canyon in kilometres. Coloured lines correspond to
the ship’s location for each transect. MP1 location is marked by the red cross and the
location of the dye release is marked by the pink star. Arrow indicates the direction of
north. (b) Distance along the canyon of each transect over time is shown with coloured
lines, which correspond to those in panel (a) and letter labels correspond to panels in
Figure B.5. Thin grey lines show the approximate location of the FCTD at that time
based on measured bottom depth. The pink line shows integrated velocity from the MP1
mooring, with a starting position at the dye release location (pink star) as an estimate of
the along-canyon position of the dye patch.
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Figure B.9. Centre of mass as calculated for subsets of 10 profiles from transects b, c, h,
i and l (corresponding to panels in Figure B.5). Blue dots indicate the centre of mass
(COM) for each subsection, the mean of these is marked by black dots and the standard
deviation around this mean is indicated by error bars. COM of the entire transect is
shown in red.
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