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Internal defects in rails and degrading ballast support conditions in railroad crossties 

(sleepers) are some of the primary causes of train derailments. Current ultrasonic rail inspection 

techniques can operate up to speeds of 25 mph. Lower testing speeds result in traffic disruptions 

and are, therefore, not a sustainable inspection solution. Moreover, existing techniques for 

detecting degraded tie-ballast interface conditions (e.g., center-binding) require transducers 

mounted on individual ties and do not support in-motion testing. Techniques introduced in this 

dissertation have the potential of operating at revenue speeds using the concept of a smart train, 
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with onboard transducers, a data-acquisition system, and real-time data processing, to flag 

defective rails and crossties during regular service runs.  

The first part of this study presents a high-speed non-contact rail inspection technique that 

utilizes an array of capacitive air-coupled ultrasonic transducers in an output-only mode to extract 

a transfer function for a rail segment in a passive manner. The passive approach utilizes the 

ambient excitation of the rail induced by the different mechanisms of rail-wheel interaction. The 

extracted transfer function is sensitive to the presence of internal rail flaws such as transverse 

defects. Features from the transfer function are tracked using a statistical outlier analysis with an 

adaptive baseline to compute a parameter called the Damage Index (DI) that determines if the 

probed rail segment has a discontinuity. Performance of the system, in terms of receiver operating 

characteristic curves, are presented from field tests conducted at the Transportation Technology 

Center Inc. (TTCI) at testing speeds of up to 80 mph.  

The second part of this study introduces a non-contact railroad tie inspection system using 

an ultrasonic sonar-based ranging technique for detecting ties with center-binding support 

conditions. A transducer array placed parallel to the railroad tie, is used in pulse-echo mode, and 

full-field tie deflection profiles are computed using a reference-based cross-correlation. Proof-of-

concept tests for deflection measurements in a 3-point bending test are presented. In-motion field 

tests were performed on a replica railroad track at the Rail Defect Testing Facility and a BNSF 

yard by mounting an inspection prototype on a train car. 

 



  

 

1 

 

Chapter 1.  Introduction 

1.1. Motivation 

Non-Destructive Evaluation (NDE) and Structural Health Monitoring (SHM) techniques 

are widely being used to ensure safety and reliability during the service life of various structural 

components in the aerospace, civil and railroad industry. One of the key challenges in the NDE 

community is the lack of rapid inspection techniques that facilitate frequent and autonomous 

inspection of structural components. Rapid inspection techniques are of particular interest in the 

railroad industry which transports more than 10,000 billion freight ton-kilometers and 3000 billion 

passenger-kilometers every year around the world [1].  Most existing techniques for railroad 

inspections are contact based [2], require specialized equipment, and result in traffic disruptions. 

Such techniques, are therefore, not feasible for monitoring thousands of miles of railroad tracks. 

This dissertation introduces two techniques with the potential of high-speed inspections for rails 

and railroad ties. The techniques utilize non-contact air-coupled ultrasonic transducers mounted 

on a regular train, with onboard data processing capabilities, that introduces the potential of 

inspections during normal service runs at revenue speeds. Non-contact inspections at high speeds 

also introduces the possibility of compounding data from multiple train passes, thereby introducing 

redundancies and improving the defect detection performance.  

1.2. Scope 

The first part of this dissertation introduces the high-speed rail inspection and includes 

chapters 2, 3, and 4. The rail inspection technique utilizes an array of capacitive air-coupled 

ultrasonic transducers in continuous recording mode to extract a reconstructed Green’s function 
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(transfer function or impulse response function in time domain) [3-8] for a rail segment in a passive 

manner. The passive approach utilizes the ambient excitation [9-11] of the rail induced by the 

wheels of the test car and eliminates the need of a controlled source. A normalized cross correlation 

operator with modified Welch’s periodogram technique is used to extract the transfer function of 

the rail segment which is independent of the frequency spectrum of the random excitation source 

(wheels). Presence of discontinuities in the rail reduces the signal-to-noise ratio of the 

reconstructed transfer function. Features from the transfer function are statistically tracked using 

an outlier analysis with an adaptive baseline to compute a parameter called the Damage Index (DI) 

which determines if the probed rail segment has a discontinuity. Full-scale field tests were carried 

out with a prototype at the Transportation Technology Center Inc (TTCI) in Pueblo, Colorado at 

testing speeds of up to 80 mph. Discontinuity detection performance in terms of identifying joints, 

welds and known transverse defects through Receiver Operating Characteristic (ROC) curves were 

studied for a range of varying operational parameters such as acoustic signal strength, baseline 

distribution length, prototype location, testing speeds. Data from multiple passes of the train over 

the same rail segment were compounded to further introduce redundancies and increase the rate of 

true detections and reduce the rate of false alarms. The use of a non-contact continuously controlled 

acoustic source, as the input to excite the rail is also introduced to further improve the discontinuity 

detection performance. 

The second part of this dissertation introduces the railroad tie inspection technique for 

measuring tie deflections and includes chapters 5,6 and 7. The railroad tie inspection technique 

utilizes an array of capacitive ultrasonic transducers arranged parallel to the length of the railroad 

tie. The transducer array is used in pulse-echo mode and distances from the transducers to the tie 

surface are measured by tracking the time-of-flight of the waves reflected from the tie surface. A 
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reference-based cross-correlation operation is introduced to compute the time-of-flight [12-13], 

wherein one of the transducers is used as a reference for the distance measurements. The reference-

based cross-correlation ensures accurate peak-detection for time-of-flight based differential 

distance measurements and ensures robustness against variabilities of wave speed in air, elevations 

of different tie surfaces, etc. An acoustic signal strength-based technique is introduced to 

differentiate between signals reflected from ties and ballast based on wave scattering phenomenon. 

Tests were performed as a proof-of-concept on a slender wooden beam to measure deflections in 

loaded and unloaded conditions. Dynamic tests were also performed to determine the resolution 

of the system. Field tests on a replica test track with wood ties, at walking speeds, were performed 

at the Rail Defect Testing Facility at University of California San Diego by mounting the prototype 

on a test-cart. 3D surface deflection profiles of railroad ties from these tests are presented. Tests 

were also conducted at a BNSF yard, at walking speeds, by mounting the inspection system on a 

loaded tank car to simulate real world conditions.  

1.3. Outline of the Dissertation 

The outline of the dissertation is as follows: 

Chapter 2 describes the digital signal processing routines used for the dual-output 

extraction of the transfer function in a passive only manner. A Damage Index parameter used for 

tracking the transfer functions through a statistical outlier analysis using Mahalanobis Squared 

Distance is introduced. The data acquisition system used in the field tests conducted at the 

Transportation Technology Center Inc. (TTCI) is also described.  

Chapter 3 evaluates the performance of the passive rail inspection system in detecting rail 

discontinuities such as joints, welds, transverse defects for a range of different operational 
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parameters such as acoustic signal strength, testing speed, length of baseline distribution, location 

of the inspection prototype and data compounded from multiple test runs. Results from tests 

conducted at TTCI at speeds of up to 80 mph are presented. 

Chapter 4 describes the use of a continuously controlled, non-contact acoustic source used 

in tandem with the wheel excited signal generation to improve the stability of the reconstructed 

transfer function. Laboratory tests conducted in selecting the optimum acoustic source are 

presented. Results from tests conducted at TTCI at speeds of up to 40 mph are also presented with 

the use of an acoustic source. 

Chapter 5 introduces the concept of sonar-based ultrasonic ranging for computing the 

deflection profiles of railroad tie beams. Results from laboratory tests as a proof-of-concept for 

evaluating the deflection of a slender wood beam in a 3-point bending test are presented.  

Chapter 6 describes presents results from field tests conducted with the tie inspection 

system at the Rail Defect Testing Facility (RDTF) at UC San Diego. 

Chapter 7 presents results from tests conducted, at walking speeds, at a BNSF yard with 

the inspection system mounted on a loaded train car.  

Chapter 8 presents the concluding remarks and possible avenues for future research. 
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Chapter 2.  Development of a High-Speed 

Ultrasonic Rail Inspection Technique 

2.1. Abstract 

This chapter presents a novel approach for high-speed inspection of rails with the potential 

of operating at revenue speeds using a non-contact, passive ultrasonic sensing technique. The 

technique utilizes air-coupled transducers that pick up the leaky ultrasonic surface waves (leaky 

waves) generated by the wheels of the train into the rail and does not require a controlled source 

of excitation. To extract the Green’s function between two points on the rail, this technique utilizes 

the concept of inter-segment and intra-segment averaging, as a modification to the traditional 

Welch’s periodogram method, for computing the auto-power spectrum and cross-power spectrum, 

respectively. The features from this Green’s function are statistically analyzed to determine if a 

rail segment has existing damage (internal defects) or discontinuities (joints and welds). A 

prototype with multiple pairs of capacitive ultrasonic transducers was developed to perform the 

inspection in a non-contact, passive-only, high-speed manner. 

2.2. Introduction 

Internal defects in rails are a major cause of train derailment related accidents all around 

the world. In a recent study, the United States Federal Railroad Administration (FRA) reported 

4961 train accidents during 2017-2020 out of which 3437 (69.2 %) were caused by derailments 

due to defects in rails [1]. The four major types of rail defects causing these accidents were 

identified as: 1. Transverse fissure (TF): a fracture originating in the interiors of the rail-head 

marked by the presence of a nucleus;  2. Detail fracture (DF): a progressive fracture originating at 
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or near the surface of the rail head without a nucleus; 3. Vertical split head (VSH) : a crack 

propagating vertically through or near the middle of the rail-head; 4. Horizontal split head (HSH): 

a crack developed inside the rail-head and progressing horizontally in all directions [2]. TF and 

DF are classified as transverse defects (TD) since they progress along the width of the railhead 

(transverse axis). VSH and HSH are classified as longitudinal type defects since they progress 

along the rail’s longitudinal axis. TDs are the most common type of rail defects and account for 

the majority of train derailments [3]. 

 Internal rail flaw detection at early stages of initiation can be extremely beneficial for the 

sustainable long-term maintenance of rails. Non-destructive evaluation (NDE) based rail flaw 

detection has been an active area of research in the past few decades [4]. Ultrasonic based 

techniques have been the most popular among various NDE techniques [5]. An existing and most 

widely used technology for internal rail flaw detection is based on ultrasonic tests performed by 

piezoelectric transducers hosted in fluid-filled wheels [6], known as Rolling Search Units (RSU). 

The downside of these RSUs is that they operate at speeds (~25 mph) much lower than the revenue 

speeds (~ 60 mph) of railroad tracks and result in traffic disruptions and temporary closures for 

maintenance. To increase the testing speeds, various researchers started working on high-speed 

rail inspection techniques. Wooh et al. [7] proposed a high-speed rail inspection technique based 

on the Doppler effect for frequency shifts at high-speeds between a train-mounted transducer and 

the rail surface. Their technique, however, was limited to detecting rail surface irregularities. 

Mandriota et al. [8] introduced a filter-based image processing technique for detecting defects in 

rails. Their technique, again, was limited to surface defects visible to the camera. Ho et al. [9] 

introduced the concept of monitoring rail-wheel interactions using Fiber Bragg Grating (FBG) 

transducers attached to the rail. A major downside of this technique is the non-feasibility of 
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attaching large number of FBG transducers along thousands of miles of railroad track. Another 

investigation on a non-contact inspection technique was based on electromagnetic acoustic 

transducers (EMATs) [10-13]. This technique suffered from the drawback of requiring low lift-off 

distances from the rail surface and the need for hefty magnets to reach the required sensitivity 

Ultrasonic non-contact techniques have been also studied utilizing either hybrid laser/air-coupled 

approaches [14-15] or completely air-coupled approaches [16]. These systems remained limited 

by the requirement for an active “pulsed” ultrasonic excitation.  

More recently, UCSD researchers [17-20] have investigated the possibility for non-contact 

rail inspection without using an active ultrasonic source, but rather exploiting the natural acoustic 

excitations imparted by the rolling wheels of a travelling train. This is therefore a case of “passive” 

or “output-only” inspection that utilizes solely ultrasonic receivers. These receivers are air-coupled 

transducers that stay above the rail clearance envelope (3 in) for non-contact probing. The sensors 

are installed on a travelling train car enabling a new concept of “smart train.” If successfully 

developed, this capability would (a) enable rail inspections at regular (revenue) speeds without 

traffic disruptions, and (b) maximize the Probability of Detection (POD) while minimizing the 

Probability of False Alarms (PFA) by exploiting the redundancy afforded by the multiple train 

passes over the same section of rail. This technology uses concepts of passive reconstruction of a 

system’s Green’s function (or transfer function) that have been developed in various fields, 

including seismology [21-22], underwater acoustics [23-25], and also structural inspections [26-

30].  Examples include ambient vibrations in bridges induced by traffic [31-32], aerodynamic 
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vibration signatures from aircraft wings and wind-turbine blades [33], wind-induced vibrations in 

high-rise buildings [34], among others. 

2.3. Theory and Background 

2.3.1. Transfer Function Extraction (Dual-Output System) 

Consider the schematic in Fig. 2.1, showing a rail track dynamically excited by a rolling 

wheel W, and the acoustic responses are measured by two air-coupled ultrasonic receivers at 

locations A and B. Assume that both receivers are only sensitive to waves propagating uni-

directionally from left to right. The aim is to isolate the transfer function of the test structure (rail) 

between location A and location B which is denoted by GAB(f). The excitation W(f) is unknown, 

uncontrolled and comes from the wheels, and it is assumed to be piecewise-stationary, meaning 

that its statistics do not change during the observation time windows of OA(f) and OB(f). WA(f) 

denotes the transfer function between the wheel and location A. Uncorrelated noise components 

NA(f) and NB(f) are also assumed to be present at each of the two outputs. Assuming all systems to 

be linear, the outputs at locations A and B with added noise can be written as:  

Figure 2.1 Schematic diagram of passive transfer function reconstruction 
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                                 𝑂𝐴(𝑓) = 𝑊(𝑓) . 𝑊𝐴(𝑓) + 𝑁𝐴(𝑓)         𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 𝐴                        (2.1)                       

                    𝑂𝐵(𝑓) = 𝑊(𝑓) . 𝑊𝐴(𝑓) . 𝐺𝐴𝐵(𝑓) + 𝑁𝐵(𝑓)         𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 𝐵                      (2.2)                  

The transfer function GAB(f) can be computed as a ratio of the cross-power spectrum 

between responses at A and B divided by the auto-power spectrum of the response at A. Both the 

cross-power spectrum and auto-power spectrum are computed in an ensemble average sense, by 

dividing the time-series into n segments, with a 50% overlap between segments to avoid loss of 

information near the ends of each segment. A Hamming window is also applied to each time 

segment before computing the Fast Fourier Transform (FFT) which is a common practice in the 

signal processing domain to prevent side-lobe leakage [35]. Intra-segment averaging is used for 

computing the cross-power spectrum and inter-segment averaging is used to compute the auto-

power spectrum for reasons that will be clear subsequently. Let us first compute the intra-segment 

cross-power spectrum between outputs at A and B as shown below: 

⟨𝐶𝑟𝑜𝑠𝑠_𝑃𝑜𝑤𝑒𝑟⟩𝑖𝑛𝑡𝑟𝑎−𝑠𝑒𝑔𝑚𝑒𝑛𝑡 = ⟨𝑂𝐴𝑖
∗ (𝑓) ⋅ 𝑂𝐵𝑖(𝑓)⟩ = ⟨|𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2 ⋅ 𝐺𝐴𝐵(𝑓)⟩ + 

⟨𝑊∗(𝑓) ⋅ 𝑊𝐴∗(𝑓) ⋅ 𝑁𝐵(𝑓)⟩ + ⟨𝑊(𝑓) ⋅ 𝑊𝐴(𝑓) ⋅ 𝐺𝐴𝐵(𝑓) ⋅ 𝑁𝐴
∗(𝑓)⟩ + 

                                       ⟨𝑁𝐴
∗(𝑓) ⋅ 𝑁𝐵(𝑓)⟩ = |𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2 ⋅ 𝐺𝐴𝐵(𝑓)                                     (2.3) 

 

where * denotes the complex conjugate, ⟨ ⟩  denotes an ensemble average, | | denotes the absolute 

value, and i is an index for the different segments over which the averaging is done. The terms 

⟨𝑊∗(𝑓) ⋅ 𝑊𝐴∗(𝑓) ⋅ 𝑁𝐵(𝑓)⟩ , ⟨𝑊(𝑓) ⋅ 𝑊𝐴(𝑓) ⋅ 𝐺𝐴𝐵(𝑓) ⋅ 𝑁𝐴
∗(𝑓)⟩  and ⟨𝑁𝐴

∗(𝑓) ⋅ 𝑁𝐵(𝑓)⟩  can be 

eliminated because the cross-power spectrum of uncorrelated signals (with no DC bias component) 

tends to zero in an averaged sense. Since the same segment (i) in responses at A and B is used, this 

averaging is termed as intra-segment averaging. Computation of the ensemble average is 
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impractical because an infinitely large number of realizations of a random process are required. If 

the random process, however, is assumed to be ergodic, the ensemble average is equal to the time-

average, which can be easily computed. Therefore, assuming the process to be ergodic, we can 

express the time-averaged cross-power spectrum as follows: 

⟨𝐶𝑟𝑜𝑠𝑠_𝑃𝑜𝑤𝑒𝑟⟩𝑖𝑛𝑡𝑟𝑎−𝑠𝑒𝑔𝑚𝑒𝑛𝑡 =
1

𝑛
∑ 𝑂𝐴,𝑖

∗ (𝑓) ⋅ 𝑂𝐵,𝑖(𝑓)

𝑛

𝑖=1

= |𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2 ⋅ 𝐺𝐴𝐵(𝑓)      (2.4) 

                                                                                                                                                 

where n is the total number of segments. It is clear that the cross-power spectrum alone does not 

isolate the transfer function GAB(f) since it is ‘colored’ by the spectrum of the wheel-induced 

excitation |𝑊(𝑓)|2  and the transfer function |𝑊𝐴(𝑓)|2  between the excitation source and 

transducer A. The cross-power spectrum is therefore normalized by the auto-power spectrum of 

the response at A. Let us first compute the auto-power spectrum using the same intra-segment 

averaging as discussed above. The auto-power spectrum at A can be written as: 

                  ⟨𝐴𝑢𝑡𝑜_𝑃𝑜𝑤𝑒𝑟 𝐴⟩𝑖𝑛𝑡𝑟𝑎−𝑠𝑒𝑔𝑚𝑒𝑛𝑡 = ⟨𝑂𝐴𝑖
∗ (𝑓) ⋅ 𝑂𝐴𝑖(𝑓)⟩ = ⟨|𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2⟩ + 

                      ⟨𝑊∗(𝑓) ⋅ 𝑊𝐴∗(𝑓) ⋅ 𝑁𝐴(𝑓)⟩ + ⟨𝑊(𝑓) ⋅ 𝑊𝐴(𝑓) ⋅ 𝑁𝐴
∗(𝑓)⟩ + ⟨𝑁𝐴

∗(𝑓) ⋅ 𝑁𝐴(𝑓)⟩ 

                                       = |𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2 + |𝑁𝐴(𝑓)|2                                                                (2.5) 

 

Again, assuming ergodicity, Eq. (2.5) may be rewritten as a time-average over n segments: 

⟨𝐴𝑢𝑡𝑜_𝑃𝑜𝑤𝑒𝑟⟩𝑖𝑛𝑡𝑟𝑎−𝑠𝑒𝑔𝑚𝑒𝑛𝑡 =
1

𝑛
∑ 𝑂𝐴,𝑖

∗ (𝑓) ⋅ 𝑂𝐴,𝑖(𝑓)

𝑛

𝑖=1

= |𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2 + |𝑁𝐴(𝑓)|2   (2.6) 

The normalized cross-power spectrum can be obtained as: 
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   ⟨𝐶𝑟𝑜𝑠𝑠_𝑃𝑜𝑤𝑒𝑟⟩

⟨𝐴𝑢𝑡𝑜_𝑃𝑜𝑤𝑒𝑟⟩
=

1
𝑛

∑ 𝑂𝐴,𝑖
∗ (𝑓) ⋅ 𝑂𝐵,𝑖(𝑓)𝑛

𝑖=1

1
𝑛

∑ 𝑂𝐴,𝑖
∗ (𝑓) ⋅ 𝑂𝐴,𝑖(𝑓)𝑛

𝑖=1

=
|𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2 ⋅ 𝐺𝐴𝐵(𝑓)

|𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2 + |𝑁𝐴(𝑓)|2
                  (2.7) 

From Eq. (2.7), it is clear that the transfer function GAB(f) cannot be isolated if the noise 

term |𝑁𝐴(𝑓)|2 is non-zero. The term |𝑁𝐴(𝑓)|2 is non-zero because the auto-power spectrum of an 

uncorrelated signal cannot be eliminated if it is taken over the same time segment.  This problem 

can be resolved by averaging the same time signal over different segments (inter-segment 

averaging). Doing this eliminates the noise term |𝑁𝐴(𝑓)|2 . The inter-segment auto-power 

spectrum for response at A is computed as: 

                             ⟨𝐴𝑢𝑡𝑜_𝑃𝑜𝑤𝑒𝑟 𝐴⟩𝑖𝑛𝑡𝑒𝑟−𝑠𝑒𝑔𝑚𝑒𝑛𝑡 =
1

𝑛̄
∑ ∑ 𝑂𝐴,𝑖

∗ (𝑓) ⋅ 𝑂𝐴,𝑗(𝑓)

𝑛

𝑗=𝑖+1

𝑛−1

𝑖=1

                   (2.8)  

where i, j are indices for different segments of the same signal and 𝑛̄ = 𝐶2 =𝑛 𝑛!

2(𝑛−2)!
 is the 

number of the possible combinations of two different segments for a total of n segments.  

Substituting OA(f) from Eq. (2.1) into Eq. (2.8), the auto-power spectrum can be written as: 

 

                             ⟨𝐴𝑢𝑡𝑜_𝑃𝑜𝑤𝑒𝑟 𝐴
 ⟩𝑖𝑛𝑡𝑒𝑟−𝑠𝑒𝑔𝑚𝑒𝑛𝑡                                                                                            

= |𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2 +
1

𝑛̄
∑ 𝑁𝐴,𝑖

∗ (𝑓) ⋅ 𝑁𝐴,𝑗(𝑓)

𝑖,𝑗

                                   

= |𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2                                                                                                 (2.9) 

The noise term ( 𝑁𝐴,𝑖
∗ (𝑓) ⋅ 𝑁𝐴,𝑗(𝑓)  ) is eliminated because the cross-power spectrum of 

uncorrelated noise averaged over different segments tends to zero. Inter-segment averaging, 
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however, introduces another problem. Strictly speaking, Eq. (2.9) is accurate only if the signals 

W(f) and WA(f) are correlated in both amplitude and phase over the different possible combinations 

of segments. This assumption is not true since conformity in phase cannot be assured for different 

segments. A more reasonable assumption would be that W(f) and WA(f) are correlated in amplitude, 

but not phase, among different segments. This problem is handled by forcing different segments 

to be in the same phase. Let us rewrite the response at sensor A by separating the output into signal 

and noise components in Eq. (2.1) as: 

                              𝑂𝐴(𝑓) = 𝑊(𝑓) ⋅ 𝑊𝐴(𝑓) + 𝑁𝐴(𝑓) = 𝑆𝐴(𝑓) + 𝑁𝐴(𝑓)                         (2.10)  

where 𝑆𝐴(𝑓) includes the correlated signal at A and 𝑁𝐴(𝑓) is the uncorrelated noise. Assuming 

𝑆𝐴(𝑓)   to be time-invariant during the observation window, each inter-segment cross-power 

spectrum will therefore have an amplitude that is consistent and a phase that is random. 

Analytically: 

                    ⟨𝑆𝐴
∗(𝑓) ⋅ 𝑆𝐴(𝑓)⟩𝑖𝑛𝑡𝑒𝑟−𝑠𝑒𝑔𝑚𝑒𝑛𝑡 =

1

𝑛̄
∑ ∑ 𝑆𝐴,𝑖

∗ (𝑓) ⋅ 𝑆𝐴,𝑗(𝑓)

𝑛

𝑗=𝑖+1

𝑛−1

𝑖=1

                             (2.11)

=  
1

𝑛̅
∑ | 𝑆𝐴,𝑖(𝑓)|𝑒−𝑖𝜙𝐴,𝑖 ⋅ | 𝑆𝐴,𝑗(𝑓)|𝑒𝑖𝜙𝐴,𝑗

𝑛

𝑖,𝑗

=
1

𝑛̅
∑ | 𝑆𝐴,𝑖(𝑓)| ⋅ | 𝑆𝐴,𝑗(𝑓)|𝑒𝑖𝛥𝜙𝐴,𝑖𝑗

𝑛

𝑖,𝑗

  

The signals in each segment are shifted appropriately in such a way that their phases are aligned 

in all segments and therefore phase correlation is enforced in addition to amplitude correlation. 

The appropriate time-lag of shift for each segment pair is determined by the maximum peak of the 

cross-correlation function between the two segments. This time-lag for each segment pair is 

computed as: 
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                                                  𝜏𝑖𝑗 = 𝑎𝑟𝑔𝑚𝑎𝑥 (∫ 𝑂𝐴,𝑖
∗

+∞

−∞

 (𝑡). 𝑂𝐴,𝑗(𝑡 + 𝜏)𝑑𝑡 )                          (2.12) 

The final expression for the time-shifted, inter-segment averaged auto-power spectrum is written 

as: 

            ⟨𝐴𝑢𝑡𝑜_𝑃𝑜𝑤𝑒𝑟⟩𝑖𝑛𝑡 𝑒𝑟−𝑠𝑒𝑔𝑚𝑒𝑛𝑡
𝑠ℎ𝑖𝑓𝑡𝑒𝑑

=
1

𝑛̄
∑ ∑ 𝑂𝐴,𝑖

∗ (𝑓) ⋅ 𝑂𝐴,𝑗(𝑓)

𝑛

𝑗=𝑖+1

𝑛−1

𝑖=1

. 𝑒−𝑖2𝜋𝑓𝜏𝑖𝑗                     (2.13) 

                      = |𝑆𝐴(𝑓)|2 +
1

𝑛̄
∑ 𝑁𝐴,𝑖

∗ (𝑓) ⋅ 𝑁𝐴,𝑗(𝑓)

𝑖,𝑗

 = |𝑆𝐴(𝑓)|2 = |𝑊(𝑓)|2 . |𝑊𝐴(𝑓)|2 

This technique efficiently removes the noise term since  
1

𝑛̄
∑ 𝑁𝐴,𝑖

∗ (𝑓) ⋅ 𝑁𝐴,𝑗(𝑓)𝑖,𝑗 = 0  for 

uncorrelated noise averaged over different segments. The normalized cross-power spectrum 

computed using this novel inter-segment auto-power spectrum successfully isolates the transfer 

function GAB(f) of the system as shown below: 

⟨𝐶𝑟𝑜𝑠𝑠_𝑃𝑜𝑤𝑒𝑟⟩𝑖𝑛𝑡 𝑟𝑎−𝑠𝑒𝑔𝑚𝑒𝑛𝑡

⟨𝐴𝑢𝑡𝑜_𝑃𝑜𝑤𝑒𝑟⟩𝑖𝑛𝑡 𝑒𝑟−𝑠𝑒𝑔𝑚𝑒𝑛𝑡
𝑠ℎ𝑖𝑓𝑡𝑒𝑑

=

1
𝑛

∑ 𝑂𝐴,𝑖
∗ (𝑓) ⋅ 𝑂𝐵,𝑖(𝑓)𝑛

𝑖=1

1
𝑛̄

∑ ∑ 𝑂𝐴,𝑖
∗ (𝑓) ⋅ 𝑂𝐴,𝑗 (𝑓)𝑛

𝑗=𝑖+1
𝑛−1
𝑖=1 . 𝑒−𝑖2𝜋𝑓𝜏𝑖𝑗                 

 

  

                                                      =  
|𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2 ⋅ 𝐺𝐴𝐵(𝑓)

|𝑊(𝑓)|2 ⋅ |𝑊𝐴(𝑓)|2
= 𝐺𝐴𝐵(𝑓)                               (2.14) 

 

The time-domain transfer function (impulse-response function) can be then retrieved from the 

frequency domain through an inverse Fourier Transform as shown below: 

                                                       𝐺𝐴𝐵(𝑡) =
1

2𝜋
∫ 𝐺𝐴𝐵(𝑓). 𝑒𝑖𝑓𝑡 𝑑𝑓                                             (2.15)  

+∞

−∞

 



  

 

15 

 

Prior to converting the transfer function to time domain, it is filtered in the frequency bands 

of 20 kHz - 40 kHz and 70 kHz – 120 kHz. These frequency bands were found to reconstruct a 

stable transfer function and were also most sensitive to rail discontinuities. Fig. 2.2 shows a typical 

reconstructed transfer function in time domain (GAB(t)). The wave packet arrival at ~ 160 μs 

indicates the time taken by the wave to travel the distance from point A to B (Fig. 2.1) which is 

around 460 mm (18 inches). The transfer function so obtained defines a system governed by the 

properties of the rail segment between the two transducers. This transfer function is sensitive to 

damage or discontinuities present in the rail between the points at which it is extracted. Presence 

of a discontinuity in the rail impedes the wave propagation resulting in a drop in the amplitude of 

the transfer function.  Features from this impulse response function can be tracked statistically for 

changes along the length of the track and variations of these features with respect to a baseline 

distribution of features can be used to indicate whether a given segment of rail is pristine or 

damaged. The statistical outlier analysis used for tracking changes in the transfer function is 

discussed briefly in the following section. 

2.3.2. Statistical Outlier Analysis 

The final step in the data processing is an outlier analysis to compute a statistically robust 

metric called Damage Index (DI) related to the strength of the reconstructed transfer function. The 

Figure 2.2 A sample transfer function in time domain 
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DI was calculated as the Mahalanobis Squared Distance [36] of the features of the transfer function 

from a probed location with respect to a baseline distribution of features. The DI metric is defined 

below in a multivariate sense:                                                                  

                                                    𝐷. 𝐼. = (𝑥 − 𝑥̅)𝑇 ∙ 𝐶𝑜𝑣−1 ∙ (𝑥 − 𝑥̅)                                                 (2.16) 

 

where x is the feature vector extracted from the passively reconstructed transfer function,  𝑥̅ is the 

mean of the feature vector from the baseline distribution, 𝐶𝑜𝑣 is the covariance matrix of the 

baseline distribution, and 𝑇 represents the matrix transpose operator.  The feature vector {𝑥}4𝑥1 

consists of the metric 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒−1 of the transfer function from four possible combinations of 

transfer functions from a group of sensors (discussed later). The statistical computation of the DI 

normalizes the data by the normal (baseline) data variability that occurs during a run. As such, 

compared to a simple deterministic metric such as the Euclidean distance, the statistical-based DI 

of Eq. (2.16) significantly improves the detection of anomalous behavior in the data. Moreover, 

the baseline distribution of the reconstructed signal features was collected adaptively at each 

position along the rail, by considering the preceding locations before the probed location. Such an 

adaptive baseline for defect detection eliminated the requirement of pristine training data, thereby 

improving the operational feasibility of the system.   Finally, an “exclusive” version of the baseline 

was adopted, whereby extreme values of the DI (i.e., values larger than mean + twice the standard 

deviation) were removed from the baseline computation.  This removal ensured that only pristine 

portions of rail were included in the baseline computation. High values of DI at specific locations 

of the rail indicate anomalous behavior and possible location of discontinuities such as welds, 

joints, or defects.  
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2.4. Data Acquisition System 

2.4.1.Overview 

A field deployable prototype for passive-only rail inspection was developed to perform rail 

defect detection at high speeds. The prototype consists of the sensor hardware, positioning 

equipment, vision equipment, and the data acquisition and processing units. A general diagram of 

the prototype is provided in Fig. 2.3 

Figure 2.3 General prototype system diagram. 

The sensor hardware consists of 12 air-coupled, non-contact, acoustic transducers. 

Additionally, 2 fore and 2 aft lasers are located on the prototype to provide alignment information 

between the sensor hardware and the rail. The positioning system includes a GPS receiver capable 

of position refresh rates of up to 100 Hz with a roof mounted antenna. Data from the GPS receiver 

is fed directly to the data acquisition unit. A vision system consisting of a GigE camera is 

connected to the data processing unit through an unmanaged network switch to record the rail for 

each test run. Lastly, the data acquisition unit consists of a National Instruments (NI) Real Time 

controller with a Flex-RIO FPGA, NI Digitizer, NI RS-232 Serial, and NI Counter/Timer to 



  

 

18 

 

provide real-time signal routing and storage. The data acquisition unit is connected to the data 

processing unit running LabVIEW Windows through Ethernet. 

2.4.2.Sensor Hardware 

Two arrays of capacitive air-coupled non-contact sensors are positioned 3 inches off the 

rail to guarantee noncontact probing of the rail. Additionally, four lasers, two fore and two aft, are 

mounted to determine alignment with the rail. The 12 capacitive sensors provide an optimal 

frequency range for rail inspection purposes. The receivers are inclined to provide directional 

sensing of the acoustic waves generated by the wheels, and to detect the leaky surface wave 

propagating in the railhead in accordance to Snell’s law, as shown in Fig. 2.4.  Class 2 photoelectric 

laser sensors (shown in Fig. 2.5) with PNP logic are used for determining the alignment of the 

prototype with the rail. A 15 V DC power supplies the required power to operate the sensor and 

logic. The capacitive and laser sensors signals are routed to Digitizers A and B on the data 

acquisition unit for further processing. 

 

 

Figure 2.4 Prototype sensing hardware. 
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Figure 2.5 Prototype laser hardware. 

2.4.3.Positioning System (Distance and Location Tracker) 

The positioning system consists of the following: GPS receiver, GPS antenna, and encoder. 

The encoder was provided by TTCI during the fields test and was able to provide a 2-inch 

resolution. The GPS unit provided the latitude, longitude, and speed. The GPS receiver is a Novatel 

FLEX6-G1S-00G-0CN receiver with GPS, L1, SBAS, DGPS, GLIDE capabilities at 100 Hz 

position refresh rate with communication via RS-232. A GPS antenna, Novatel GNSS-501, 

receives L1 GPS+GLONASS, BeiDou B1, Galileo E1 signals to determine the location of the 

prototype. A 12 V DC power supply provides power to the GPS unit in Fig. 2.6. Data from the 

GPS unit is routed to the data acquisition unit in ASCII format and NMEA protocol.  Lastly, the 

encoder TTL signal routed through a SCB-100 breakout box before connecting to the Counter card 

on the data acquisition unit. 
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Figure 2.6 Novatel GPS receiver (bottom) and antenna (top) 

2.4.4.Vision System 

The vision system (schematic shown in Fig. 2.7) consists of a Basler ace GigE, acA800-

200gc color camera at 800 by 600-pixel resolution and 3 Smart Vision Over-Drive ODLW300-

WHI-W LED Linear Lights to provide illumination for the camera. A variable focal length 

LMVZ4411 lens is mounted to the camera with the following specifications: 1/18”, 4.4 – 11mm, 

F1.6 Manual C-Mount. For the tests, the camera was set to record images at 100 frames per second 

acquisition rate.  

 

Figure 2.7 Vision system diagram. 
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The Basler ace camera (shown in Fig. 2.8) controls the Smart Vision strobe lights (shown 

in Fig. 2.9) through TTL pulses to the linear light PNP input line that correspond to the camera’s 

exposure cycle. The linear lights are powered by an external DC power supply able to provide the 

24 V DC at 19 Amps required. A signal routing box takes the I/O cable from the GigE camera and 

routes it appropriately for the PNP trigger line for the linear lights. A 10 V DC power supply 

provides the required circuit voltage to trigger the lights. This ensures synchronization between 

the linear lights and the camera so that during exposure, the lights are on. The Baser ace GigE 

camera is powered using a Power-Over-Ethernet (POE) Module so a common ethernet cables is 

used for data transmission and power.  

 

 

           Figure 2.8 Basler ace GigE camera. 

 

           Figure 2.9 Smart Vision Over-Drive linear lights. 
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2.4.5.Data Processing Unit 

The data acquisition and processing unit is composed of two systems. The first system is a 

National Instruments (NI) PXIe-8880 Real-Time (RT) controller, mounted on a NI PXIe-1082 

chassis. The RT controller handles the signal routing for the NI FlexRIO PXIe-7975R FPGA. Data 

from the sensors is acquired on the NI PXI-5105 Digitizer A and B through SMB connection. GPS 

position is from the GPS receiver into NI PXI-8432/2 through RS-232., and encoder count is 

processed from the encoder TTL into NI PXI-6624 Counter/Timer through the SCB-100 breakout 

box. A frontal view of the data acquisition system is provided in Fig. 2.10. The PXIe-8880 RT 

controller runs LabVIEW RT 18.0, a 32-bit Pharlap system utilizing 4 GB of Random-Access 

Memory (RAM) and contains a 700 GB Solid State Drive (SSD) for raw data storage. A real-time 

operating system was selected to ensure deterministic processing and ensure sustained run-time 

with reduced computational jitter and instability. The raw data from Digitizer A and B is routed to 

the NI FlexRIO PXIe-7975R FPGA running LabVIEW FPGA 2018 to be processed. A time 

domain transfer function is then extracted from the FPGA and routed back to the controller before 

being sent to the Windows computer via ethernet. At the same time, raw data from Digitizer A and 

B is tagged with the encoder count, GPS location, GPS speed, and laser Boolean before saving 

onto the RT controller’s internal SSD. Digitizer A contains the front capacitive sensors, 1 through 

6, and the front two laser sensors. Digitizer B contains the rear capacitive sensors, 7 through 12, 

and the rear two laser sensors.  
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Figure 2.10 National Instruments Real-Time data acquisition unit. 

 The second system, the data processing unit, is a Windows 64-bit computer running 

LabVIEW 2018 whose primary purpose is to process the time-domain transfer function into a 

relevant Damage Index (DI) through a Mahalanobis Squared Distance (MSD) outlier analysis 

algorithm. The DI is then saved onto the Windows computer SSD with the relevant encoder 

distance, GPS position, GPS speed, and laser Boolean. Concurrent to the DI calculation, images 

gathered at 800 by 600-pixel resolution are streamed through ethernet to the data processing unit 

and tagged with the encoder count and GPS speed before saving on the SSD. A summary of the 

Data Acquisition and Processing unit is illustrated in Fig. 2.11.  
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    Figure 2.11 Data acquisition and processing unit diagram. 

2.5. Field Tests 

2.5.1. Test Setup 

A set of full-scale field tests were conducted at TTCI, in Pueblo, USA with the passive 

sensing system mounted on a train. The prototype consisted of 12 ultrasonic capacitive air-coupled 

transducers (CAP-2 by VN Instruments Inc.) with a central frequency of 120 kHz and arranged as 

shown in Fig. 2.12. The transducers were arranged in 3 groups with each group having 4 

transducers. This configuration resulted in four possible combinations of transfer functions from 

each group. The transducers were positioned at 3 inches from the rail’s top surface at an angle of 

6° with the vertical based on Snell’s Law [37] to ensure unidirectional reception of the guided 

waves leaking from the rail into the air. A laser system consisting of two lasers was attached on 

both ends of the prototype to ensure that the sensor heads were properly aligned with the top 

surface of the rail. A high-speed camera (up to 100 frames per second) was installed alongside the 

prototype to continuously capture images of the inspected rail, as the test car moved, to build a 
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library of the locations of joints, welds, and marked defects on the rail (ground truth).A GPS 

receiver was mounted on top of the 5229 Test Car which tagged each data point from the 

transducers and the images captured by the camera to a GPS coordinate on the ground. GPS 

coordinates were used to assign the signals and ground truth features from the camera to a specific 

rail section on the track. A light source was also used to illuminate the rail to improve the quality 

of the images captured by the camera. The arrangement of the test setup, including the transducer 

prototype, camera, lights and lasers, is shown in Fig. 2.13. Fig. 2.14 shows the data acquisition 

and processing system placed inside the test car during the field tests at TTCI.  

Figure 2.12 Sensor arrangement in prototype with location of alignment lasers. 

 

 

Laser 

Camera 

Lights 

Prototype 

Prototype 
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Figure 2.13 Prototype and accessory hardware mounted on the test-car. 
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2.5.2.Test Methodology 

Tests runs were conducted on the High-Tonnage Loop (HTL) track and the Railroad Test 

Track (RTT) at TTCI by mounting the system on a train. Fig. 2.15 shows a diagram of the HTL 

and RTT rail tracks where the tests were conducted along with other test tracks present at TTCI 

The HTL is a 2.7-mile-long test track that has numerous joints (22) and welds (275) since portions 

of the track are constantly replaced from damage due to heavy freight cars. The HTL also had three 

pre-identified defects (TD) that were marked in spray-paint and were picked up by the camera for 

their precise location. Speeds of 25 mph, 33 mph and 40 mph were tested on the HTL with three 

runs conducted at each speed. In addition, 12 continuously recorded runs were performed on the 

HTL at 40 mph and the results were compounded to introduce redundancies which significantly 

reduced the rate of false alarms in discontinuity detection.  Tests were also conducted on the RTT 

at even higher speeds of 60 mph, 70 mph and 80 mph with 3 runs conducted at each speed. The 

RTT is a 13.7-mile-long test track with 1801 welds and 45 joints based on the image-based ground 

truth library. The RTT had no known defects present. In addition to the test runs, a settling run 

Figure 2.14 Data acquisition system (onboard) for the passive inspection system 
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was performed at 5 mph on the HTL and 30 mph on the RTT before the start of the actual testing. 

Data acquired during the settling runs was not used for analysis since the signal-to-noise ratio was 

low because of reduced speeds. The images acquired by the camera during the settling runs, 

however, were used for building the library of the discontinuity locations (ground truth). Since the 

camera refresh rate (frames captured per second) was kept same for all speeds, the settling runs 

resulted in greater number of images captured and facilitated the building of an acceptable ground 

truth. The sensor heads were mounted to probe the inner rail for both the HTL and the RTT and 

the runs were conducted in a clockwise sense. Data was acquired continuously for the 3 runs at 

each speed without halting the train. Data recording was stopped at the end of the 3 runs at each 

speed and the train was brought back to the starting point to begin testing at a different speed. 

Different speeds were used to test the effects of varying excitation source strengths and their 

influence on the stability of the reconstructed transfer function. Real-time analysis was performed 

on a National Instruments FPGA module running on LabVIEW Real-time platform. Extraction of 

the transfer function and computation of DI was performed in real-time, in tandem with data 

acquisition, as a quality control check on the acquired data. The first set of field tests was 

performed in November 2018 on the HTL.  Another set of tests were conducted in June 2019 and 

 

Figure 2.15 Test track layout at TTCI showing the HTL and RTT test tracks 
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December 2019 on the HTL and RTT. The difference between the field tests in 2018 and those in 

2019 was that in the latter tests the prototype was placed closer to the locomotive wheels for 

improved signal strengths. Finally, additional field tests were performed in June 2022 with an 

improved system consisting of a controlled and continuous acoustic source and is discussed in 

Chapter 4. Note that the number of joints, welds and known internal defects were different for the 

tests performed during the different field tests.  
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Chapter 3. Influence of Varying Operational 

Parameters on the Defect Detection 

Performance of a High-Speed Ultrasonic Rail 

Inspection System During Field Tests 

3.1. Introduction 

This chapter presents the performance evaluation of a high-speed rail inspection prototype 

based on this “passive” approach that was tested at the Transportation Technology Center, Inc 

(TTCI) in Pueblo, CO, USA at speeds up to 80 mph. In particular, the chapter presents Receiver 

Operating Characteristic (ROC) curves [1-7] that quantify the ability of the system to detect rail 

discontinuities (welds, joints and TDs) in terms of Probability of Detection (PD) versus Probability 

of False Alarms (PFA) with varying operational parameters [8-10]. These parameters include: the 

length of the baseline distribution utilized in the statistical signal processing, the speed of the test 

run, the type of the wheel-rail interaction, the location of the transducer array with respect to the 

locomotive, the SNR of the reconstructed transfer function, and the number of test runs 

(redundancy). These studies build the foundations for future improvements of this system. In this 

chapter, results from the tests conducted at TTCI during December 2018, June 2019 and December 

2019 are presented. The results include:  

1. Analysis of the signal strengths at different speeds. 

2. Receiver Operating Characteristic (ROC) curves showing the rate of ‘true 

detections’ vs ‘rate of false alarms’ for varying levels of DI threshold. 
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3. The effects of changing speeds in the defect detection performance of the system. 

4. The effects of changing the length of the baseline distribution on the defect 

detection performance of the system. 

5. Maps of the locations of discontinuities picked up by the camera (ground truth) 

overlaid on the locations tagged by the passive system for possible discontinuities.  

6. Utilization of redundancies introduced by multiple runs on the same track (12 runs 

on the HTL) for reducing the rate of false positives and improving overall detection performance.  

7. A comparison of the results obtained from lower speed tests (up to 40 mph) on the 

HTL and higher speed tests (up to 80 mph) on the RTT.  

3.2. Acoustic Signal Strength  

The strength of the raw signals with respect to the noise determines the quality of the data 

acquired during the tests. When the wheels of the locomotive do not excite the rails sufficiently, 

the signal in the transducers essentially consist of electronic and environmental noise. This 

happens when the locomotive is moving at slower speeds such that the energy imparted into the 

rails is not large enough to leak into the air and be picked up by the transducer array.  The variance 

of the signal (𝜎𝑠
2) relative to the variance of the noise (𝜎𝑛

2) gives the signal-to-noise ratio (SNR) 

of the raw data and can be expressed in decibels (dB) as: 

                                                   𝑆𝑁𝑅 𝑟𝑎𝑤(𝑑𝐵) = 10𝑙𝑜𝑔10 (
𝜎𝑠

2

𝜎𝑛
2

)                                                 (3.1) 
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It can be difficult to separate the raw data into signal and noise components because even 

at higher speeds, the noise component will still be present. Hence, an approximate SNR is 

calculated based on the assumption that any signal generated at speeds below 5 mph is noise as 

shown below: 

                                  𝑆𝑁𝑅 𝑟𝑎𝑤−𝑎𝑝𝑝𝑟𝑜𝑥(𝑑𝐵) = 10𝑙𝑜𝑔10 (
𝜎𝑠>5 𝑚𝑝ℎ

2

𝜎𝑠<5 𝑚𝑝ℎ
2 )                                (3.2) 

where 𝜎𝑠<5 𝑚𝑝ℎ
2  is the variance of the signal at speeds below 5 mph and 𝜎𝑠>5 𝑚𝑝ℎ

2  is the variance 

of the signal at speeds above 5 mph. Based on this SNR calculation, a cut-off dB level can be 

chosen and regions having signals above a threshold dB level can be classified as ‘good’ zones 

and regions having signals below the threshold dB level can be classified as ‘bad’ zones. Transfer 

function reconstructions and discontinuity detection performance in the ‘good’ zones would be 

more reliable compared to those from the ‘bad’ zones and will be shown later. Fig. 3.1 shows the 

acoustic signal strengths based on a 6 dB SNR threshold for test runs at 40 mph and 25 mph on 

the HTL. From Fig. 3.1, it is evident that acoustic signal strength increases with increase in the 

speed of the test runs. Also, signal strengths seem to be consistently good in the curved sections 

Figure 3.1 Map of the HTL with regions of high and low signal strengths at 25 mph 

and 40 mph testing speeds 
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of the track. Flanging noise induced by the contact between the wheel flange and rail gauge at 

curved sections of the track [11] could be one of the reasons for this observation. However, since 

the inner rail of the HTL was probed, wheel flanging would only occur at curve 1 because the 

wheel on the inner rail at curve 1 has to travel a greater distance. Moreover, at shallow curves and 

lower speeds, wheel flanging may not occur at curve 1. This does not explain the higher signal 

strengths at curve 1 for lower speeds (25 mph). Wheel flanging alone, therefore, cannot explain 

the high signal strengths observed in all the curves. The authors believe curve squeal [12-19] could 

explain the high signal strengths at curves 2,3 and 4. When a train maneuvers a curve, the axle of 

the vehicle moves in a transverse direction which leads to a transverse slip between the wheel and 

the rail (lateral creep). This lateral creep induces a self-excited vibration with a single high-

frequency dominant tone which is independent of train speed [20-27]. Curve squeal, therefore, 

explains the high acoustic signal strengths at curved sections irrespective of train speed. 

3.3. Receiver Operating Characteristic Curves 

 Performance of the passive rail inspection prototype is assessed with the help of ROC 

curves. A brief explanation of ROC curves is presented in this section (details in [28-29]). An ROC 

curve is a graphical method of evaluating the performance of a damage detection system (in terms 

of positive detection and false alarms) as the threshold value of the damage index parameter is 

varied. The ROC curve consists of a plot between the Probability of Detection (PD) vs Probability 

of False Alarms (PFA) for different values of the DI threshold level. Calculation of the PD and 

PFA requires tracking the DI of the test run. The damage indices are relative values which can be 

attributed to the state of health of the segment of the track they are computed for. A high DI value 

indicates an outlier and may represent a possible location of some discontinuity/defect. A high 
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value of DI in the vicinity of a known discontinuity would mean that the prototype gives a “true 

positive” result. Similarly, a high value of DI in the vicinity of a pristine segment of track means 

that the prototype gives a “false positive” result. An ideal scenario is when the number of “true 

positives” are high and the number of “false positives” are low. Since the number of “true positives” 

and “false alarms” would be different for different segments of rail scanned, a probabilistic 

approach is adopted, wherein the probability of these “true positives” or “false positives” are 

computed. PD gives an estimate of the “true positives” and is calculated by the equation below: 

                                                                        𝑃𝐷 =
𝐷𝑖

𝐷𝑡
                                                                       (3.3) 

 

where 𝐷𝑖 is the number of discontinuities detected during the test run and 𝐷𝑡 is the total number 

of discontinuities present in the test track. Similarly, PFA gives an estimate of the “false positives” 

and is computed by the equation: 

                                                                       𝑃𝐹𝐴 =
𝐷𝑝

𝑃𝑡
                                                                       (3.4) 

Figure 3.2 ROC curve computation from varying DI thresholds 
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where 𝐷𝑝 is the total number of discontinuities spuriously identified in pristine rail segments and 

𝑃𝑡 is the total number of pristine rail segments scanned. The ROC curves are computed by varying 

the DI threshold level such that each threshold value corresponds to one point on the curve. A 

damage detection system having the ROC curve lying towards the top left is the ideal case since it 

would have a high POD and low PFA for intermediate threshold levels. To ensure robustness of 

the system, a minimum number of threshold crossings (7) was required within a fixed length of 

rail segment (18 inch) for a location to be flagged as a possible discontinuity. To compensate for 

errors in GPS mapping, a defect search range of ± 10 𝑓𝑡 was adopted, meaning that any location 

flagged within the search range of a known location of discontinuity was considered as a true 

detection. Any defects flagged outside this search range of known discontinuities were considered 

as false positives. Fig. 3.2 shows a sample DI trace along with the corresponding ROC curve 

obtained by varying the threshold levels.  

3.3.1. Discretization of Inspected Rail Segments 

To compute the ROC curves for the test runs, the rail track is first discretized into “pristine” 

and “defective” portions.  The terms “defect” and “feature” are used equivalently with the term 

“discontinuities” herein.  The pristine sections of the track have no discontinuities, while the 

defective segments have either a joint, a weld or a transverse defect.  Since the locations of the 

discontinuities cannot be ascertained with absolute precision, a portion of the track (called the 

pristine margin) is eliminated before and after each feature to build the pristine sections of the rail, 

as shown in Fig. 3.3(a). Similarly, for the defective population, a portion of the track (called the 

defect margin) is included before and after each feature, as also shown in Fig. 3.3(b). The pristine 

margin and the defect margin are kept the same for a particular analysis.  The ROC curves are 

computed for each discontinuity by scanning the track from the start of the run until the end of the 
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run and observing the number of times the DI value from the reconstructed transfer functions 

crosses a given threshold within the scanning length (gauge length of the prototype of 1.5 ft).  If 

the total count of crossings exceeds the threshold by the Number of Threshold Crossings (NTC) 

in the defective segment of the track, a “positive detection” is recorded.  If, instead, the number of 

crossings exceeds the NTC threshold in the pristine segment of the track, a “false alarm” is 

recorded.  An NTC value of 7 was found to result in optimum performance and was used in 

computing all the ROC curves. 

3.3.2. ROC Curves for Different Defect Margins 

Fig. 3.4 and Fig. 3.5 show the ROC curves for one test run at 40 mph on the HTL track.  

The curves for welds are shown in Fig. 3.4, and those for joints are shown in Fig. 3.5. The curves 

were computed for three different defect margins (tolerance ranges): ±3 ft (0.9 m), ±5 ft (1.5 m), 

and ±10 ft (3 m).  A defect search range of ± 10 ft means that if the DI values crossed a threshold 

for a certain number of times (NTC) in the range of ± 10 ft from the actual location of the defect, 

Figure 3.3 Segregating a) pristine and b) defective sections of the rail for computation 

of PD and PFA in the ROC curves 

a) Segregating pristine segments 

b) Segregating defective segments 
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a true detection is assigned to that location.  The plots also show the Area Under the Curve (AUC) 

metric that indicates the overall damage detection performance of the system for different 

Figure 3.4 ROC curves for welds on the HTL track at 40 mph for 

different defect search tolerance margins 

Figure 3.5 ROC curves for joints on the HTL track at 40 mph for 

different defect search tolerance margins 
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threshold levels.  A higher AUC represents better performance and visually represents a curve 

shifted toward the upper-left corner of the ROC graph. 

The results in Figs. 3.4 – 3.5 show that as the “defect margin” increases, the curves shift 

towards the top-left with a corresponding increase in the AUC metric, indicating an increase in 

overall detection performance (higher PD and lower PFA).  This is the case for both weld and joint 

detections.  This result is expected because an increase in the “defect margin” means that the true 

defect could lie within a larger distance from the identified location and still be considered a 

positive detection.  A defect margin of ± 10 ft seems like a reasonable range given the uncertainties 

of the location index and the required phase of manual defect verification that follows a detection.  

Considering this margin, for example, the plots suggest that a PD of 90% for either welds or joints 

can be achieved at the expense of a PFA of 35%.   

3.4. Influence of Operational Parameters on Defect 

Detection Performance 

3.4.1. Acoustic Signal Strength 

The first parameter examined was the strength of the raw signals recorded by the air-

coupled sensors from the wheel excitations with respect to the recordings’ noise floor. When the 

train wheels do not acoustically excite the rails sufficiently, the signal in the sensors essentially 

consist of electronic and environmental noise. Fig. 3.6 (a) shows the ROC curves computed for 

the “joint” discontinuities at 40 mph comparing the entire run and good signal strength zones only 

(curves 1-4). The Area Under the Curve (AUC) is a measure of the system’s overall performance 

for different thresholds, with a higher AUC value indicating better performance. Fig. 3.6 (b) shows 

the comparison of ROC curves of the “weld” discontinuities for the entire run selected from the 
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SNR of the recordings. Clearly, the joint and weld detection performance of the system improves 

in regions with higher acoustic signal strengths, as indicated by the shift in the ROC curves towards 

the top-left and a corresponding increase in the AUC metric. Note that for the entire run considered, 

the joint detection accuracy is generally better than the weld detection. This is expected since joints 

are always expected to produce the most severe wave scattering (more pronounced outliers in the 

DI), whereas weld are expected to produce a limited wave scattering (and no wave scattering at 

all, at the wave frequencies considered, for a particularly “good” weld).  

Location of the prototype with respect to the locomotive also affects the signal-to-noise 

ratio of the received signals and affects the stability of the transfer function. Tests were conducted 

with two different locations of the prototype (shown in Fig. 3.7) with respect to the locomotive to 

evaluate the discontinuity detection performance. Fig. 3.8 shows the ROC curves for joints at 40 

b) Welds – adaptive SNR regions a) Joints – Entire run vs good zones (curves) 

Figure 3.6 ROC curves for joints and welds at 40 mph on the HTL track for different 

acoustic signal strength regions 
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mph for two different locations of the prototype (sensing array) with respect to the locomotive. It 

is observed that moving the prototype closer to the locomotive improves the detection performance 

Figure 3.7 Different locations of the prototype with respect to the locomotive 

Figure 3.8 ROC curves for joints at 40 mph for different locations of the 

prototype with respect to the locomotive 



  

 

43 

 

of the system because of increased signal-to-noise ratio of the acoustic signals when prototype is 

closer to the locomotive.  

3.4.2. Speed of Test Runs 

Another important operational parameter for the prototype is the speed of the test run. Fig. 

3.9 shows the ROC curves for welds, joints and defects for tests conducted on the HTL at different 

speeds. Fig. 3.9 (c) shows the ROC curves for the three TDs present on the HTL track at different 

speeds. Interestingly, the passive defect detection improves significantly with the increase in speed 

due to higher acoustic signal strengths at high speeds. Best results were obtained at the speed of 

40 mph where a 100 % detection rate (PD) was observed with a 17% possibility of false alarms 

(PFA). At 33 mph, the rate of detection drops to 67% (POD=67%) for the same rate of false alarms 

(17%). If the speed is lowered to 25 mph, the rate of detection further drops to 34%. Depending 

on the allowable rate of false alarms that can be tolerated, the DI threshold level can be selected 

that optimizes the detection performance of the system for a given set of operational parameters. 

The staggered nature of the ROC curves was because the PD was calculated with only 3 known 

location of defects which resulted in only 4 possible values (0, 1/3, 2/3, 1). The fact that speed 

seems to aid the performance is a comforting result since the objective is enabling inspections at 

revenue speeds. The sample size of 3 defects makes it difficult to draw any substantial conclusions 

and further tests need to be conducted on tracks with larger number of known defects to obtain 

statistically significant inferences. The PFA of 17% (for defects) is still too high for industrial 

applications and needs further improvements.  
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3.4.3. Baseline Distribution Length 

The length of the baseline plays a key role in the detection of discontinuities in the rails. A 

longer baseline results in an increased number of points in computing the “normal” distribution 

which leads to a more averaged statistics of the rail. On the other hand, a shorter baseline results 

in a lesser number of points in computing the “normal” distribution which leads to a more localized 

statistics of the rail. Therefore, a longer baseline is expected to result in a reduced sensitivity to 

 

(a) ROC for welds (b) ROC for joints 

(c) ROC for defects 

Figure 3.9 ROC curves for joints, welds, and defects at different speeds on the HTL. 
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discontinuity detection. A shorter baseline is expected to be more sensitive to discontinuities but 

can also lead to increased false alarms.  

3.4.3.1 HTL Tests 

The effects of changing the length of the baseline distribution was analyzed with the help 

of Receiver Operating Characteristic (ROC) curves. The ROC curves for a given baseline 

distribution length at different speeds of the test vehicle are plotted for the various discontinuities 

in the rail such as welds, joints and defects. Test speeds of 40 mph, 33 mph and 25 mph were 

considered on the HTL and speeds of 70 mph and 80 mph for the RTT. Baseline distribution 

lengths of 30, 60, 120 and 240 points were analyzed for performance evaluation of the passive rail 

prototype. The normalized (with respect to maximum values) DI traces for baselines of 30 points 

and 240 points at 40 mph above 0.2 are shown in Fig. 3.10 and Fig. 3.11 respectively. 

 

Figure 3.11 Damage Index trace at 40 mph for baseline length of 240 points (14 ft). 

Figure 3.10 Damage Index trace at 40 mph for baseline length of 30 points (1.75 ft). 
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The effects of changing the length of the baseline distribution were analyzed with the help 

of ROC curves. The ROC curves for welds, joints and defects for the 40-mph run was computed 

for different baseline distribution lengths. Baseline distribution lengths of 30, 60, 120 and 240 

points were analyzed for performance evaluation of the passive rail prototype which correspond 

to approximately a physical distance of 1.75 ft, 3.5 ft, 7 ft and 14 ft respectively at 40 mph. The 

ROC curves obtained are shown in Fig. 3.12 (a-c). It is observed from Fig. 3.12 that a reduction in 

the baseline distribution length increased the sensitivity of the system and improved the ROC 

 

(a) ROC for welds 

(c  ) ROC for defects 

(b) ROC for joints 

Figure 3.12 ROC curves for joints, welds, and defects for different baselines at 40 mph. 
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curves. Based on the results shown, a baseline distribution length of 60 points (3.5 ft) was found 

to be the optimum.  

3.4.3.2 RTT Tests 

Fig. 3.13 shows the ROC curves at 70 mph on the RTT for welds and joints for different 

baseline distribution lengths. Baseline distribution lengths of 30, 60, 120 and 240 points are 

Figure 3.13 ROC curves for joints & welds for different baselines at 70 mph. 

Figure 3.14 ROC curves for joints & welds for different baselines at 80 mph. 
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considered. At 80 mph they correspond to 3.5 ft, 7 ft, 14 ft and 28 ft approximately. Fig. 3.14 

shows the ROC curves of joints and welds for 80 mph. A reduction of baseline length is observed 

to improve the discontinuity detection performance which is in agreement with the results observed 

at lower speeds on the HTL. Also, compared to the ROC curves in Figure 3.12 for the HTL, the 

ROC curves for RTT show considerable improvements, especially for joints, possibly because of 

a combination of higher signal strengths on the RTT and improved ground truth maps due to higher 

camera frame rates used on the RTT.       

3.4.4. Signal-to-Noise Ratio of Transfer Functions 

The defect detection performance of the passive rail inspection system depends on the 

quality of the reconstructed transfer function. A distinct wave arrival with minimum noise floor 

would be an ideal reconstruction.  The relative amplitude of the arrival wave with respect to the 

noise floor is an indication of the quality of the transfer function (Fig. 3.15). The signal-to-noise 

ratio of the transfer function in dB is calculated as: 

                                             𝑆𝑁𝑅 𝑇𝐹(𝑑𝐵) = 10𝑙𝑜𝑔10 (
𝜎𝑡

2

𝜎𝑛
2)                                              (3.5)      

where 𝜎𝑡
2 is the variance of the transfer function within the arrival window and 𝜎𝑛

2 is the variance 

of the noise outside the arrival window as shown in Fig. 3.15. Low SNR of the transfer function 

would indicate wave attenuation in the presence of discontinuities in the rail segment and can be 

used to predict defect locations. Fig.3.16 shows the predictions made by the passive inspection 

system based on a combination of DI values and the SNR of transfer functions from different pairs 

of group-1 sensors. Black diamonds indicate all four pairs of the transfer functions have SNR less 

than 3 dB. Red diamonds indicate 3 pairs of transfer functions have SNR less than 3 dB. Yellow 

diamonds indicate 2 pairs of transfer functions have SNR less than 3 dB and green diamonds 
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indicate either one or none of the pairs have SNRs less than 3 dB. Black, red, yellow and green 

diamonds plotted are all above a threshold of 0.02% (2e-5) of the maximum DI value in the trace. 

Blue asterisks, orange triangles, yellow stars are the locations of the welds, joints and defects 

respectively picked up by the camera and represent the ground truth. Finally, the cyan asterisks 

represent the regions where the SNR of raw signals falls below 6 dB. Black, red and yellow 

diamonds represent the locations where the passive system predicts some form of discontinuity 

(welds, joints or defects). When these diamonds (black, red or yellow) align with any of the plotted 

ground truth (blue asterisk-welds, orange diamond-joints, yellow star-defects) a true detection can 

be assigned. When these diamonds occur in regions where there are no known discontinuities, a 

false alarm is raised. Zoomed views of a region of high signal strength (Zone-A) and a region of 

low signal strength (Zone-B) are shown in Fig. 3.16. Low signal strength zones have a 

comparatively higher rate of false alarms compared to the high signal strength zones. 

 

  

 

 

Figure 3.15 Coherent signal and noise floor in the 

reconstructed transfer function 
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3.4.5.    Redundancies from Multiple Runs 

It was discussed in the Introduction section how an ability for a train to perform rail 

inspection during normal traffic operations can provide the test redundancy that would result from 

multiple train passes over the same segment of rail.  Such redundancy is expected to improve the 

Figure 3.16 GPS based map of passive system predictions, ground truth and signal 

strengths 



  

 

51 

 

defect detection performance by, for example, reducing the rate of false alarms (PFA) for the same 

probability of detection (PD). The results discussed so far in this chapter for the discontinuity 

detection performance of the passive inspection system are only for 1 test run considered at a time. 

In practical situations, when the prototype will be used for defect detection by mounting it on a 

revenue train, the same section of the track will be traversed by the train multiple times, resulting 

in a larger set of observations. Multiple observations on the same track are expected to cause 

redundancies in the data with consequent reduction of false alarms. This expectation is based on 

the assumption that false positives will occur at randomly distributed locations along the track, 

whereas true positives will occur at consistent locations for every run. Locations flagged as 

possible discontinuities in different runs based on the DI trace can then be overlaid on top of each 

other and non-coinciding points may be discarded as false positives, whereas coinciding locations 

could be tagged as true detections. 

Figure 3.17 ROC curves for welds compounding two runs on the HTL 

track at 40 mph to introduce redundancies 
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A preliminary analysis on the effect of test redundancy was performed and is shown in Fig. 

3.17. The figure presents two ROC curves computed for the weld discontinuities using a single 

run and two separate runs on the HTL track at a speed of 40 mph.  When compounding the two 

runs, similar locations flagged in both runs are considered “true detections,” whereas different 

locations flagged in the two runs are discarded as “false alarms” as shown in Fig. 3.18. The ROC 

curve for the two runs (Fig. 3.17) shows a slight improvement compared to that for the single run.  

For example, for a PD of 80%, the PFA for the single run is 30% and it decreases to 27% for the 

two runs. It can be reasonably expected that the advantages of redundancy will increase with 

increasing number of runs.  

Fig. 3.19 shows the results obtained on the 12-run dataset at 40 mph on the HTL for welds. 

If 33% or more of the number of runs detected a discontinuity at the same location within a search 

range (± 10 𝑓𝑡), that location was flagged as a positive detection. Therefore, the number of runs 

required to assign a positive detection was 1 out of 3 runs, 2 out of 6 runs and 3 out of 12 runs. 

Figure 3.18 Redundancy: compounding flagged locations from two independent test 

runs to reduce the rate of false alarms 
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The results obtained for 1-run and 3-run cases do not introduce any redundancies. The 3-run case 

still performs better than the 1-run case because of the additional odds of detecting the weld in at 

least 1 out of 3 runs. The 3-run case, however, also increases the rate of false positives 

simultaneously and therefore a significant improvement is not achieved. The 6-run case improves 

the performance significantly because now redundancies are introduced, and the false positive 

detections need to align in at least two of the runs which is more unlikely. In general, it is observed 

that as the number of runs is increased, the ROC curve shifts towards the top-left indicating the 

expected reduction in the rate of false alarms. The results also do not improve as much when we 

compare the 6-run case with the 12-run case (sort of a saturation effect). This suggests that the 

system’s performance tends to a maximum limit as the number of runs are increased. It is also 

worth noting that not all the false positives are removed by compounding multiple runs. This 

indicates the system keeps flagging similar locations in multiple runs where possibly unmarked 

Figure 3.19 ROC curves for welds at 40mph with redundancies for 

multiple runs 
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defects or discontinuities are present. A more accurate ground truth is likely to convert many of 

the false positives to true positives. 

Fig. 3.20 shows the results obtained on the 12-run dataset at 40 mph on the HTL for joints. 

The results obtained for 1-run do not include any redundancies.  It is seen that as the number of 

runs is increased, the ROC curve shifts towards the top-left clearly indicating a reduction in the 

rate of false alarms. It is also observed that the performance improves considerably when the 1-

run case is compared with the 6-run case. The results do not improve as much when we compare 

the 6-run case with the 12-run case. This is possibly because 6-runs introduce much newer (unique) 

information when compared to only 1-run. On the other hand, 12-runs do not introduce as much 

new information when compared to the 6-run case and hence do not improve the results as much. 

Figure 3.20 ROC curves for joints at 40mph with redundancies for 

multiple runs 
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3.5. Conclusions 

This chapter discusses the current state of the high-speed rail inspection system under 

development at the University of California San Diego on behalf of the Federal Railroad 

Administration. The system uses a passive ultrasonic sensing approach that utilizes non-contact 

air-coupled ultrasonic receivers and special signal processing algorithms to flag locations of 

discontinuities along a rail.  The key potential advantages of this technology are: (1) the possibility 

to inspect the rail at regular train speeds (2) the possibility to enhance the detection performance 

due to the run redundancies. The field test performance is presented in terms of ROC curves 

quantifying the trade-off between PD and PFA for various rail discontinuities (joints, welds, 

defects) and for different operational parameters. The SNR of the raw signal has an obvious effect 

on the performance, indicating “good” and “bad” portions of rail depending on the rail-wheel 

interaction conditions. This is a complex problem that needs to be investigated further. and Higher 

test speeds were found to yield better performance of the system because of the higher energy and 

higher bandwidth levels introduced into the rail by the wheel excitations, which improved the 

signal-to-noise ratio of the passively reconstructed ultrasonic transfer function of the rail.  

Improved performance at higher speeds is very encouraging since one of the primary objectives of 

this project is enabling rail inspections at regular train speeds (“smart train” concept). The tests 

also show that the location of the sensors should be as close as possible to the locomotive wheels 

for enhanced excitation strength. In terms of statistical analysis, it is found that the length of the 

baseline distribution can affect the performance outcome, with an optimum length resulting in the 

best performance. Finally, it is found that multiple runs on the same track improve the performance, 

with the improvement saturating when a certain number of runs is reached (six in our tests).   
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Although this work has laid strong foundations for this approach, additional research and 

development efforts are needed to make a successful transition to industry. Further studies need to 

be conducted to investigate ways of improving signal strengths at lower speeds on straight sections 

of the track.  One possible way to achieve this is to introduce a controlled and broadband excitation 

source, such as continuous impacts on the rail, using an automatically controlled hammer.  Another 

technique is to use high powered acoustic horns for non-contact excitations.  Further research also 

needs to be conducted to improve and optimize the signal feature vectors used in the outlier 

analysis with machine learning based techniques.  
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Chapter 4.  Development of an Improved 

Passive Rail Inspection System with a 

Controlled Acoustic Source and Modified 

Transfer Function Reconstruction 

4.1.  Introduction 

This chapter introduces improvements to the passive rail inspection system discussed in 

Chapter 2 and Chapter 3. These changes were aimed at improving the stability of the reconstructed 

transfer functions through changes in data acquisition hardware and data processing techniques. 

Another aim was to reduce the size of the sensing head by using miniaturized transducers. Changes 

were made in the following areas: 

1) Introducing a non-contact air-coupled acoustic course to act in tandem with the wheel 

induced excitation.  

2) Testing miniature electrostatic transducers to reduce the size of the prototype sensing 

head. 

3) Changing the transfer function reconstruction algorithm to improve the stability and 

signal-to-noise ratio.  
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4.1.1. Need for a Controlled Acoustic Source 

Field tests on previous generations of the passive rail inspection system have indicated the 

importance of rail-wheel interactions in the stability of the reconstructed transfer function [1-3]. 

The stability of the reconstructed transfer function directly affects the discontinuity detection 

performance of the developed rail inspection system. Unfortunately, the rail-wheel interaction can 

be highly variable and is affected by different operational parameters such as train speed, rail 

morphology, flanging vs non-flanging of the wheels, acceleration and braking actions, rail 

lubrication, rain, etc. Although the developed signal processing technique tends to mitigate these 

variabilities during the transfer function reconstruction, some of these variabilities end up affecting 

the stability of the transfer function. Rail-wheel interaction has been found to be the maximum in 

curved sections of the track due to a combination of curve squeal and wheel flanging. This, in turn, 

results in higher acoustic signal strengths in the curved sections of the tested rail compared to the 

tangent sections. For example, Fig. 4.1 shows the raw acoustic signal strengths in different sections 

of the High Tonnage Loop (HTL) test track at two different speeds of 25 mph and 33 mph. From 

Fig. 4.1, it is clear that high acoustic signal strengths are achieved at the curved sections of the 

Figure 4.1 ‘Good’ and ‘bad’ signal strength regions at different speeds (33 

mph & 25 mph) 
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track. Also, higher acoustic signal strengths are obtained when the train speed is increased.  In 

theory, the absolute raw signal strengths should have minimal effect on the reconstructed transfer 

functions because the normalized cross-power spectrum is computed in the frequency domain. 

However, the problem starts to occur when the signal-to-noise ratio at the transducers becomes 

extremely low which leads to the noise affecting the reconstructed transfer function. The intra-

segment averaging used to compute the auto-power spectrum tends to minimize the effects of noise. 

However, the algorithm assumes gaussian and uncorrelated noise at both the receivers. Noise 

mitigation could adversely be affected if the noise at both receivers is correlated. Therefore, 

achieving a good signal-to-noise ratio at all the transducer channels is extremely important. To 

achieve a high acoustic signal strength, several non-contact acoustic sources were studied in the 

Experimental Mechanics, NDT and SHM laboratory at UC San Diego. The purpose of the 

controlled acoustic source is to continually excite the rails in addition to the wheel-induced 

excitation which could potentially be a game changer and improve the stability of the transfer 

functions and thereby, potentially improving the defect detection performance [4-5]. 

4.1.2. Need for a Miniature and Ruggedized Sensing Head 

Field tests on previous generations of the passive rail inspection system have utilized the 

VN Instruments CAP-2 air-coupled capacitive ultrasonic transducers for the sensing head on the 

prototype. The CAP-2 transducers have worked reasonably well in capturing the leaky waves from 

the wheel-generated excitations in the rail with a relatively low noise-floor and high signal-to-

noise ratio. However, the relatively large size of the transducers has resulted in a bulky prototype 

for the sensing head. Bulky size of the prototype limits the possible locations on the test-car where 

the prototype can be mounted. Previous tests have indicated that location of the prototype with 

respect to the locomotive significantly affects the defect detection performance of the passive rail 



  

 

63 

 

inspection system. Therefore, it is crucial to have flexibility and convenience in mounting the 

prototype to ensure optimum location of the sensing head. Reducing the size and weight of the 

transducers would help in reducing the overall size of the sensing head prototype. Another 

disadvantage of the CAP-2 transducers is that they have an exposed sensing surface film without 

any protective covering. Moreover, test runs at high speeds is expected to result in air drafts that 

can potentially suck pieces of ballast or other debris into the undercarriage of the train and result 

in damage to the sensing head. An exposed transducer film is expected to undergo more damage 

in such scenarios than a transducer head that is protected with a cover. Therefore, ruggedizing the 

sensor head is essential to ensure continuous operation at high speeds with minimal maintenance 

of the prototype. This chapter delves into a possible alternative transducer with a smaller size, 

lighter weight and more ruggedized design than the CAP-2 transducer. After careful consideration 

of various possible options, the SensComp manufactured PID 604142 electrostatic transducer was 

chosen as an alternative. Another advantage of the SensComp PID 604142 electrostatic transducer 

over the VN Instruments CAP-2 is the price. The SensComp PID 604142 is priced at USD 24 each 

while the VN Instruments CAP-2 is priced at USD 650 each. Therefore, if the SensComp PID 

604142 is used as an alternative sensing head, it will result is cost savings of up to 96%. 

Considering the potential of the developed technology being used in multiple trains, this will result 

in significant cost savings for potential industry partners thereby making the technology more 

lucrative. 

4.2. Laboratory Tests with Controlled Acoustic Source 

4.2.1. Test Setup 

Several different types of contact-based and non-contact controlled acoustic sources were 

tested in a laboratory setup to select an optimum excitation source. The test setup is shown in Fig. 
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4.2. The setup consisted of four air-coupled receivers mounted on a prototype (similar to the 

prototype used in TTCI field tests) above a section of pristine rail.   Different sources were mounted 

near the receivers and were used to excite the rail. Foam padding material was placed between the 

source and the receivers to minimize the air-shock waves traveling directly through air from the 

source to the receivers. This is done because we are only interested in the transfer function that 

captures the ultrasonic waves traveling through the rail from one receiver to the other. The direct 

wave traveling from the source to the receiver does not represent the rail as the test medium for 

the transfer function and therefore is not of interest.  Data was recorded on all four receiver 

channels for a duration of 20 seconds at a sampling frequency of 1 MHz. During data processing, 

the sampling frequency was down-sampled to 500 kHz. Pre-amplifiers were used at each receiver 

channel with a gain set to 59 dB for all the tests. For continuous excitation when ultrasonic 

transducers were used a source, a function generator coupled with a high-voltage amplifier was 

used. The function generator was programmed to generate square waves at different frequencies 

(for different sources) at ± 1 V peak-to-peak. These square waves were then amplified with the 

high-voltage amplifier with a gain factor of 200 to convert the ± 1 V square waves to ± 200 V 

square waves. The reason for this amplification was to ensure that the source imparted sufficient 

Figure 4.2 Controlled acoustic source laboratory test setup 
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energy into the rails.  A schematic of the test setup with the function generator and the high-voltage 

amplifier is shown in Fig. 4.3.  The amplifier was carefully chosen to ensure a continuous 

excitation was provided instead of a pulsed excitation which is commonly used in ultrasonic testing. 

After testing different potential sources, the CAP-2 transducers were chosen for exciting the rails. 

Section 4.2.2 outlines the results obtained with the CAP-2 transducers as source.  

4.2.2.  Capacitive Ultrasonic Transducer (VN Instruments CAP-2) as 

Source 

The VN Instruments CAP-2 capacitive ultrasonic transducers were tested as a potential 

source. These transducers have a central frequency of ~ 113 kHz. Promising results were obtained 

with these transducers and a number of additional tests were performed with these transducers 

acting as a source in solo and in multiples. Other parameters such as driving frequency, angle of 

the transducers and distance from the receivers were also tested to determine the optimum 

combination. The source is placed approximately 1.5 ft away from the first receiver. The CAP2 

transducers also require a 200 V DC bias when operating. The CAP2 transducers are the same type 

of transducers that were used for the TTCI field tests. 

Figure 4.3 Schematic of test setup with function generator and high-voltage amplifier 
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4.2.2.1 One CAP-2 driven at 30 kHz 

Fig. 4.4 (a) shows the transfer function reconstruction with 1 CAP 2 transducer as source 

when driven at 30 kHz driving frequency. In this configuration, the transducer was aimed to launch 

waves perpendicularly on the rail. No proper reconstructions are achieved with this configuration. 

Figure 4.4 Transfer function with 1 CAP2 driven at (a) 30 kHz and (b) 113 kHz 

Figure 4.5 Frequency spectra with different sources at different driving frequencies 
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4.2.2.2 One CAP-2 driven at 113 kHz 

Fig. 4.4 (b) shows the transfer function reconstruction with 1 CAP-2 driven at 113 kHz. A 

proper transfer function reconstruction is achieved with this configuration. It can be determined 

from these results that the driving frequency for the source transducer also plays an important role. 

To understand how the driving frequency affects the results, we look at the frequency spectra 

shown in Fig. 4.5. The transfer function is extracted in the frequency bandwidth of 20 kHz – 40 

kHz. From Fig. 4.5 it can be observed that the Ultran NGC 200 when driven at 200 kHz has no 

significant energy in the 20 kHz – 40 kHz frequency spectrum. Similarly, the CAP-2 driven at 30 

kHz has no significant peaks (energy) in the bandwidth of 20 kHz – 40 kHz. The CAP-2, however, 

when driven at 113 kHz driving frequency has two resonant peaks at 21 kHz and 35 kHz which lie 

in the 20 kHz – 40 kHz bandwidth. Therefore, the CAP-2 when driven at 113 kHz yields better 

transfer function reconstructions compared to a driving frequency of 30 kHz. The TTCI spectrum 

from wheel generated excitations is, of course, broadband and has significant energy in the 20 

kHz- 40 kHz bandwidth.   

4.2.2.3 Angles of Attack for the Source 

Now that the optimum transducer has been chosen, several tests were performed to 

determine the best angle of attack for the source transducer. Several different angles of attack were 

chosen, and the transfer functions were reconstructed at these angles. Fig. 4.6 shows the test setup 

with different angles of attack for the CAP-2 source. Fig. 4.7 shows the transfer functions obtained 

at the different angles. Note that 0 degree represents the case when the waves are launched 

perpendicularly on the rails. The angles are changed with respect to this reference (0 degree) by 

rotating the sensor in clockwise direction to point towards the receivers which are located to the 

left of Fig. 4.6. From Fig. 4.7, it can be observed that the transfer function with the best signal-to-
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noise ratio is obtained at an angle of about 5 degrees with respect to the vertical axis. Based on 

these results, an angle of attack equal to 6 degrees was chosen for the source transducers. The 

magnitude of the angle is similar to the angle of attack of the receivers for normal incidence of the 

leaky waves leaking from the rail into the air. The sense of this angle is, however, opposite to the 

sense in which the receivers are oriented. For example, if the receivers are anticlockwise at 6 

degrees with respect to the vertical axis, the source would be clockwise at 6 degrees with respect 

to the vertical. 

4.2.2.4 Number of Source Transducers 

To determine if the number of sources affected the transfer functions, tests were performed 

with one CAP-2 transducer as source and compared to two CAP-2 transducers as source. Fig. 4.8 

shows the schematic of the test setup with the raw acoustic signals at the nearest and farthest 

receiver with one and two CAP-2 sources. There is not a significant difference in the acoustic 

signal strength with two sources as compared to one. Note that the acoustic signal strength at the 

Figure 4.6 Test setup with one CAP2 source and different angles of attack 
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nearest receiver is larger than the farthest receiver because of attenuation as the wave travels 

through the rail. Fig. 4.9 shows the transfer functions with one and two CAP-2 sources. It can be 

observed that the signal-to-noise ratio of the transfer function is higher when two sources are used 

as compared to one source. Therefore, two sources were selected as the optimum choice. 

Figure 4.7 Transfer function reconstructions at different angles of attack 

Figure 4.8 Schematic of test setup with one and two sources along with raw acoustic signals 
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4.2.2.5 Distance of Source from Receivers 

Multiple receivers are used in groups during field tests with the prototype. All the tests 

discussed so far had the receivers placed quite farther away from the source. To ensure that the 

distance of the source is enough for receiver group 1, a set of tests were performed by placing the 

two sources at different distances from the first receiver. One test was performed with the first 

source placed about 4 inches from the edge of the prototype and another test was performed with 

the first source at about 6 inches from the prototype edge. Fig. 4.10 shows the transfer functions 

Figure 4.9 Transfer functions with (a) one source and (b) two sources 

Figure 4.10 Transfer function from pair 1-7 for different distances from the sources 
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obtained from pair 1-7 for distances of 4 inches and 6 inches. Some spurious arrivals can be 

observed in Fig. 4.10 when the sources are very close to the receivers. These spurious arrivals, 

however, are not expected to affect the results of defect detection because the arrival wave packet 

is windowed and that will eliminate these spurious arrivals. 

4.3. Laboratory Tests with Miniature Electrostatic 

Transducers 

Tests were performed in a laboratory setting using the SensComp PID 604142 electrostatic 

transducers and the controlled acoustic source consisting of two CAP-2 transducers. A long piece 

CAP-2 SensComp 

Figure 4.11 Size comparison of SensComp and CAP-2 transducers 

Figure 4.12 Comparison of the signal-to-noise ratio using a) SensComp PID 604142 

transducer and b) CAP-2 transducer 
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of rail was used for these tests as shown in Fig. 4.2.  The source transducers were driven with 400 

V square wave using a high-voltage amplifier at a driving frequency of 113 kHz. The electrostatic 

transducers were used in air-coupled receiving mode. Fig. 4.11 shows a size comparison of the 

CAP-2 and the electrostatic SensComp PID 604142 transducer. The electrostatic transducers are 

smaller in size, thickness and weight as compared to the CAP-2.  Fig. 4.12 shows a comparison of 

the electrostatic transducer (SensComp PID 604142) and the CAP-2 transducer with the source 

turned on vs source turned off. From Fig. 4.12, it is clear that the CAP-2 transducers have a lower 

baseline noise floor of ± 0.15 V compared to the baseline noise floor of the SensComp PID 604142 

which is ± 0.4 V. However, it is worth noting that the SensComp PID 604142 achieves a stronger 

acoustic signal strength of ± 5 V compared to the CAP-2 which achieves a signal strength of ± 3 

V. Therefore, the effective signal-to-noise ratio for both the transducers is similar. In this specific 

scenario, the CAP-2 transducer achieves a signal-to-noise ratio of 26 dB whereas the SensComp 

PID 604142 achieves a signal-to-noise ratio of 22 dB. Fig. 4.13 shows a sample transfer function 

reconstruction using two SensComp PID 604142 transducers. The arrival wave in Fig. 4.13 is 

indicated in a red oval shape. The time of arrival of this wave corresponds to the time-of-flight of 

Figure 4.13 Sample transfer function reconstruction using two SensComp transducers 
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the waves travelling through the rail to travel 18 inches. A good transfer function reconstruction 

is obtained using the miniature electrostatic transducers.  

4.4. Improved Transfer Function Reconstruction 

Algorithm  

One of the parameters investigated to improve the transfer function reconstruction was the 

length (and number) of the segments and the snapshot used for each reconstruction. In general, a 

longer recording time (snapshot length) is likely to result in better transfer function reconstructions. 

Unlike underwater acoustic applications [6-10] where the sensor array is generally stationary, the 

passive rail inspection technique utilizes a transducer array that is mounted on a moving train. A 

key challenge for recording data using a moving transducer array is to ensure sufficient recording 

length while also maintaining adequate special resolution for each recorded snapshot. As the 

transducer array is moving, longer snapshots will result in lower spatial resolution. Therefore, a 

compromise needs to be made with a tradeoff between recording length and spatial resolution. For 

results discussed in chapters 2 and 3, the length of each snapshot used was 4096 samples. For a 1 

MHz sampling rate, 4096 samples (snapshot length) correspond to approximately 3 inches in space. 

The snapshot with 4096 samples is further divided into segments with 256 samples and a transfer 

function is obtained by averaging the 256-point segments over the 4096-point snapshot using the 

modified Welch’s periodogram technique [11] discussed in Chapter 2. Such averaging improves 

the signal-to-noise ratio by minimizing the uncorrelated noise [12]. For a 4096-point snapshot with 

256-point segments, a total of 31 averages are obtained when a 50% overlap is used between 

consecutive segments. Increasing the length of the snapshot while keeping the length of the 

segments constant increases the total number of averages. On the other hand, keeping the length 

of the snapshot constant while increasing the length of the segments reduces the total number of 
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averages. In this section, the effect of changing the length of the segments is studied as a possible 

way of improving the reconstructed transfer functions.  

4.4.1. Transfer Functions with Simulated Signals  

To understand the effects of different segment lengths on the reconstructed transfer 

function, a set of simulated signals was used. Fig. 4.14 shows a train of gaussian pulses each having 

a central frequency of 50 kHz and a bandwidth of 0.6 MHz. These gaussian pulse trains are 

generated for two different channels (A and B) to simulate the two transducer locations. The 

signals at location B are shifted with respect to A by 0.1 ms to simulate the delay between time-

of-flight at the two locations.  The gap between consecutive pulse in both the signals is kept 

constant at 0.34 ms. A sampling frequency of 1 MHz is used with a total of 4096 samples in each 

Figure 4.14 Gaussian pulse trains generated at two locations with a time delay of 0.1 ms 
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signal at A and B. Uncorrelated white gaussian noise with a signal-to-noise ratio of 20 dB is added 

to each signal shown in Fig. 4.14 separately. Fig. 4.15 shows the unfiltered (full bandwidth) 

transfer functions obtained for different segment lengths with 50% overlap. In Fig. 4.15, ‘nfft’ is 

the number of points in the Fast Fourier Transform for each segment. The value of ‘nfft’ is taken 

equal to the length of the segment in each case. Note that as the length of the segment (also nfft) 

increases, the number of averages (Navg) reduces. For example, with a 256-point segment, 31 

averages are obtained for the 4096-point snapshot whereas only 15 averages are obtained with a 

512-point segment. The arrival wave packet in the transfer functions have a peak at 0.1 ms which 

is the time-delay between the signals at channels A and B. The signal-to-noise ratio (SNR) is 11.28 

Figure 4.15 Transfer functions obtained with different segment lengths (nfft) for a 4096-point 

gaussian pulse train with added noise 
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dB with a 512-point segment and 7.69 dB with a 256-point segment. Higher SNR signifies an 

improved transfer function reconstruction. From Fig. 4.15, a segment length of 512 points yields 

the highest SNR.  Longer segment lengths include higher number of pulses and therefore, a cross-

correlation (cross power spectrum in frequency domain) amplifies the coherent signals, thereby 

improving the SNR. Averaging (using Welch’s periodogram technique) also produces a similar 

effect of improving the SNR. Since a 512-point segment (with 15 averages) yields better SNR (of 

the transfer function) than the 256-point segment (with 31 averages), the effect of a longer segment 

seems to outweigh the effect of averaging in this case. The SNR drops to 5 dB with a 2048-point 

Figure 4.16 Transfer functions from TTCI field tests using CAP-2 transducers (Group-1) 

for different segment lengths 
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segment length which has only 3 averages. Therefore, a combination of segment length and 

number of averages needs to be considered when selecting the optimum parameters.  

4.4.2. Transfer Functions from Experimental Signals  

Another set of field tests were carried out at TTCI using the controlled acoustic source and 

SensComp transducers as discussed in section 4.5. Some sample transfer function reconstructions 

from these field tests are presented here. Fig. 4.16 and Fig. 4.17 show the filtered transfer functions 

(20 kHz – 40 kHz) for different segment lengths obtained with the CAP-2 and SensComp 

transducers respectively. Note that the transfer functions reconstructions with the CAP-2 and 

SensComp transducers are similar. Clearly, the transfer functions obtained with the of 512-point 

Figure 4.17 Transfer functions from TTCI field tests using SensComp transducers (Group-2) 

for different segment lengths 
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segments yield better SNR than the 256-point segments for both CAP-2 and SensComp transducers. 

The 512-point segment length was adopted to obtain the improved transfer functions and results 

for discontinuity detection performance are discussed in section 4.5.3. 

4.5. Field Tests 

4.5.1. Prototype Redesign 

The existing prototype was redesigned to accommodate the two CAP2 transducers which 

served as the controlled acoustic source. A new holder was designed to mount the two source 

Figure 4.18 Redesigned prototype with the controlled acoustic source and SensComp 

transducers (AutoCAD drawing and fabricated product) 
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transducers. The angle of attack of the source transducers was chosen as 6 degrees based on 

laboratory tests discussed in section 4.2.2.3. Fig. 4.18 shows the redesigned prototype with the 

holder for the source transducers and SensComp transducers. The source holder was rigidly 

connected to the main prototype using vertical and horizontal bolts as well as two braces. The four 

electrostatic SensComp transducers were placed in group-2 of the prototype. Groups 1 and 2 

consisted of CAP-2 transducers. This new prototype was used for the field tests at TTCI. 

4.5.2. Test Methodology 

Tests were conducted at TTCI with the modified prototype incorporating the source 

transducers and the electrostatic transducers. The test setup is shown in Fig. 4.19. Tests were 

conducted on the HTL at different speeds. Two test runs were conducted at speeds of 25 mph, 33 

mph, 40 mph with the active source turned on. In addition, one test run was conducted at 40 mph 

with the source turned off to compare the performance in the two different scenarios. Known 

transverse defects were marked with spray paint to facilitate the camera picking them up. A ground 

Figure 4.19 Field test setup with redesigned prototype using active source 
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truth library with GPS coordinates was then built by processing the camera images. Fig. 4.20 

shows the locations of welds, joints and defects on the inner rail (inspected) of the HTL. Test runs 

were performed in an anticlockwise manner probing the inner rail of the HTL. A total of 284 welds, 

11 joints, and 9 transverse defects were identified.  

Figure 4.20 Locations of welds, joints, and transverse defects along the 

probed rail of the HTL (June 2022 Tests) 

Figure 4.21 Raw acoustic signal strength classification with source turned on 

and off 
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4.5.3. Results 

4.5.3.1 Acoustic Signal Strengths 

Fig. 4.21 shows the acoustic signal strengths at different test speeds with the source on 

compared to the source turned off. Good signal strengths with the source are obtained even for the 

tangent sections of the HTL. A comparison of signal strengths with the source turned off indicates 

the significant improvement in raw acoustic signal strengths.  

4.5.3.2 ROC Curves with Improved Transfer Function Reconstruction 

The effects of changing the segment lengths used for averaging over the snapshot was 

discussed in section 4.4. The overall change in discontinuity detection performance was evaluated 

for segments lengths of 256-points and 512-points. Fig. 4.22 shows the ROC curves with Group-

1 (CAP-2) transducers for welds, joints, defects obtained at 40 mph testing speed and the active 

Figure 4.22 ROC curves for different segment lengths at 40 mph (Group-1 CAP-2) with 

source on 
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source turned on. Note that performance improves with 512-point segments when compared to 

256-point segments. For example, with 10% PFA, the previous algorithm detects 20% of the 

defects and the new algorithm detects 60% of the defects. Again, the reason for this improvement 

can be attributed to the more stable transfer function reconstructions and better SNR with 512-

point segments. The staggered nature of the ROC curves for joints and defects is due to the fact 

that there are fewer number of joints and defects compared to welds. Therefore, fewer values of 

probability of detection are possible in case of joints and defects which leads to the staggered 

nature of the curves in Fig. 4.22. 

4.5.3.3 ROC Curves with Controlled Acoustic Source On and Off 

The controlled acoustic source was added to the inspection prototype to improve the SNR 

of the reconstructed transfer functions. Fig. 4.23 shows the joint, weld and defect detection 

Figure 4.23 ROC curves for source on and off at 40 mph (Group-1 CAP-2)  
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performance for the Group-1 CAP-2 transducers at 40 mph with the source on and off. The 

controlled acoustic source improves the discontinuity detection performance. For example, at the 

expense of 17% false alarms, the defect detection rate with the source off is 35% and the defect 

detection rate with the source on is 80%.  

4.5.3.4 ROC Curves for Different Speeds 

Fig. 4.24 shows the ROC curves for joints, welds and internal defects at different testing 

speeds in the presence of the controlled acoustic source. Slightly improved discontinuity detection 

performance is still observed at higher speeds. This difference in detection performance could be 

attributed to the fact that the wheels generate stronger acoustic signals at higher speeds and the 

acoustic source doesn’t compensate enough for this loss of excitation at lower testing speeds. 

Figure 4.24 ROC curves at different speeds in the presence of acoustic source 
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4.5.3.5 ROC Curves for Different Transducers 

To compare the performance of the CAP-2 capacitive transducers and the SensComp 

electrostatic transducers, ROC curves were computed. Fig. 4.25 shows the ROC curves at 40 mph 

with the source on for the CAP-2 and SensComp transducers. Similar performance in terms of 

detecting welds, joints and defects is observed using the two different types of transducers. This 

suggests that for future tests, the SensComp transducers can be used with a potentially smaller size 

and lighter weight of the prototype.  

4.5.3.6 ROC Curves Using Compounded Data from Multiple Speeds 

Two test runs each were performed at speeds of 25 mph, 33 mph and 40 mph with the 

active controlled source. Therefore, a total of 6 test runs were performed at different speeds. Using 

Figure 4.25 ROC curves for different transducer type (CAP-2 vs SensComp) at 40 mph with 

source on 
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the concept of redundancy introduced in section 3.4.5, data from these 6 test runs are compounded 

to obtain ROC curves. Fig. 4.26 shows the ROC curve comparison of 1-run at 40 mph and 6 runs 

at different speeds (2 test runs each at 25 mph, 33 mph, 40 mph) compounded. The performance 

improves significantly when data from multiple train passes are compounded. For example, in Fig. 

4.26, when 6 runs are compounded 100% defects are detected at the expense of 8% false alarms. 

4.6. Conclusions 

This chapter outlines the improvements made in the passive rail inspection system. 

Specifically, introduction of a controlled acoustic source, utilization of miniature electrostatic 

transducers, and improvements in the transfer function reconstruction algorithm are discussed. 

After testing numerous different alternatives, the CAP2 capacitive transducers were selected as the 

Figure 4.26 ROC curves compounding data from multiple test runs (6 runs) at different speeds 

compared to data from 1 test run at 40 mph 
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controlled source of excitation. The selection criterion was primarily based on the stability of the 

reconstructed transfer functions and the frequency spectra of the source. The transfer functions are 

still extracted passively, however, the presence of the controlled acoustic source improves the 

damage detection performance by increasing the probability of detection (POD) and reducing the 

probability of false alarms (PFA). The electrostatic transducers were investigated as a possible 

alternative to the CAP-2 transducers used in previous generations of the prototype.   Advantages 

of using the electrostatic transducers include:  1) smaller size, 2) lower weight, 3) in-built 

ruggedized design and 4) lower cost. Laboratory tests indicated that the electrostatic transducers 

were able to pick up the acoustic signals generated using a controlled acoustic source with minimal 

baseline noise floor. Results from the TTCI field tests at different testing speeds also indicate a 

similar performance of the electrostatic transducers when compared to the CAP-2. Changes made 

to the inspection prototype were the addition of the mounting system for the controlled source 

acoustic transducers, and the addition of the holder assembly in group-2 for the electrostatic 

transducers.  Finally, increasing the segment length in the transfer function reconstruction 

algorithm resulted in improved discontinuity detection performance. This chapter, therefore, lays 

the foundations for developing an improved rail inspection system that will have a prototype which 

is potentially smaller in size, lighter in weight and has improved performance.  
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Chapter 5. Ultrasonic Sonar-Based Ranging 

Technique for Railroad Tie Deflection 

Measurements (Proof of Concept) 

5.1. Abstract 

This chapter presents an ultrasonic technique for non-contact surface deflection mapping 

of railroad ties using concepts of sonar-based ranging. The technique utilizes an array of capacitive 

ultrasonic transducers arranged along the length of the railroad tie at a lift-off distance of 3 inches 

from the rail surface to ensure contactless measurements. The transducer array is used in pulse-

echo mode and distances from the transducers to the tie surface are measured by tracking the time-

of-flight of the waves reflected from the tie surface. A reference-based cross-correlation operation 

is introduced to compute the time-of-flight, wherein one of the transducers is used as a reference 

for the distance measurements. The reference-based cross-correlation ensures accurate peak-

detection for time-of-flight based differential distance measurements and ensures robustness 

against variabilities of wave speed in air, elevations of different tie surfaces, etc. An acoustic signal 

strength-based technique is also introduced to differentiate between signals reflected from ties and 

ballast based on wave scattering phenomenon. Lab scale tests were performed as a proof-of-

concept on a slender wooden beam to measure deflections in loaded and unloaded conditions.  

5.2. Introduction 

Concrete or wooden tie beams are used in railroad tracks for transferring loads from the 

rails to the ballast and subgrade. They also hold the rails upright and help maintain the correct 
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gauge distance between the two rails. Concrete ties are often preferred over wooden ties for 

improved durability and longer service lives especially for heavy haul routes. Failure modes for 

railroad concrete ties [1-10] include central negative flexural cracking and abrasion along the tie-

ballast interface. Reinforced concrete railroad ties are predominantly designed for positive bending 

with tension on the bottom surface where steel reinforcement bars are located (for singly reinforced 

beams). Since concrete is weak in tension, negative flexural bending (tension on top surface) can 

lead to flexural cracks on the top surface which is undesirable. In another failure mode, the 

interface between the bottom surface of the tie and the ballast can deteriorate and result in tie 

bottom abrasion, ballast pulverization or voids in tie-ballast interfaces. This can result in premature 

failure of the tie beams and potentially cause train derailments. Voids in the tie-ballast interface 

near the ends of the tie can lead to center-binding support conditions [11] as shown in Fig. 5.1. A 

study conducted at the Volpe Center in Boston, USA indicates that deteriorated support conditions 

such as center-binding or negative flexural bending can be detected through measurements of 

vertical deflection profiles of the ties [12]. 

Figure 5.1 Different deflected shape profiles for good and 

bad ballast support conditions 
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Researchers have tried to come up with techniques for measuring tie deflections which can 

be used as a metric to flag defective ties. A possible technique for measuring tie deflections uses 

a linear variable differential transformer (LVDT) [13]. LVDTs, however, require a fixed reference 

point with respect to which the displacement can be measured. It is difficult to find a fixed 

reference point near a track because when a train passes, the ballast and ground nearby undergo a 

variable displacement [14]. Even if fixed reference points are found (for example, a bridge 

abutment), they are generally far away such that mounting the transducers rigidly on a mounting 

beam becomes impractical. Another technique for measuring tie deflections is based on a laser 

beam fired on a photosensitive receptor placed on the tie surface [14-15]. This system requires 

precise calibration and suffers from a lack of robustness in the presence of environmental elements 

such as fog or mist. Priest et al. [16] used geophones mounted on the ends of a railroad tie to 

measure vertical velocities when a train passed over the tie. A single step integration was 

performed on the velocity data to obtain the tie displacements. The use of accelerometers mounted 

on the tie with double integration signal processing techniques to compute tie deflections has been 

employed by many researchers [14, 17]. The challenge of double integrating acceleration 

responses lies in accurately modelling the boundary conditions to evaluate the integration 

constants. Moreover, accelerometer-based deflection measurement techniques are mostly sensitive 

to high frequency deflections and fail to pick up the low frequency deflections. Joh et al. [18] 

proposed a technique for combining acceleration and strain transducer data for computing tie 

deflections. The use of strain transducers enabled the measurement of low frequency deflections. 

Several researchers [19-20] have used digital image correlation (DIC) based techniques for 

evaluating tie deflections and ballast support conditions. Image-based techniques allow 

reconstruction of a full-field deflection profile of the ties in a non-contact manner. However, these 
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techniques are sensitive to lighting conditions and the presence of fog, mist, dust, rain, etc might 

adversely affect the results. Low-light conditions might require higher exposure times for the 

camera, thereby reducing frame rates and speed of testing. Moreover, distortions and aberrations 

produced by camera lenses near the edges of the frame might also affect the results. 

Although research has been conducted for evaluating railroad tie deflections, most of the 

techniques are contact-based and do not provide a full-field (3D) deflection profile of the ties 

(except DIC-based techniques). In this study, an ultrasonic ranging non-contact technique is 

introduced which is capable of evaluating full-field (3D) tie deflection profiles and has the 

potential of operating at revenue speeds. The proposed technique utilizes an array of ultrasonic 

transducers located parallel to the tie in a “sonar” type mode to track the spatial position of selected 

points at the top surface of a tie to calculate the tie’s deflection. The transducers are mounted at a 

distance of at least 3 inches from the rail to ensure non-contact inspection. A reference-based cross-

correlation operation is used to compute time-of-flight [21] where one of the transducers was used 

as a reference point. Deflections at all locations along the length of the tie are computed with 

respect to the reference location. An adaptive reference-based deflection computation eliminates 

the variabilities of wave speed in the air and the differences in distances between the transducer 

array and tie surface for different ties. Tests were carried out in the laboratory as a proof-of-concept 

on a slender wooden beam with a 3-point bending test. The deflection profile of a loaded beam 

was accurately determined using the proposed technique. A dynamic test was also conducted 

where the wooden beam was allowed to vibrate freely, and its dynamic displacements were 

computed [22].  
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5.3. Theoretical Considerations 

5.3.1. Sonar Based Ranging Technique 

This study proposes to utilize non-contact acoustic techniques in a “sonar” type mode to 

track the spatial position of selected points at the top surface of a tie to calculate the tie’s deflection 

at revenue speeds. The proposed technology would utilize known concepts of radar and acoustic 

ranging, including time-of-flight tracking, signal detection and adapt them to the specific 

application of tie deflection measurements. An array of non-contact acoustic transducers would be 

mounted on a beam (schematic shown in Fig. 5.2 that is rigidly connected to the frame of a train 

car. The transducers would continuously excite an acoustic signal (broadband, tone-burst or chirp). 

The acoustic signal would be reflected from the top surface of the tie, generating a reflection that 

would be measured by the same transducers (pulse-echo operation).  The time-of-flights (as shown 

in Fig. 5.2) at all transducer locations would be similar if the tie is perfectly straight, and ballast 

support is good. The time-of-flights would be different if the tie has a deflected shape as shown in 

Fig. 5.2 Therefore, by tracking the time-of-flights, the deflected shape can be obtained.  

Figure 5.2 Concept of “tie sonar” for tracking the vertical deflection of a tie. 
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5.3.2. Reference-Based Deflection Computation 

Consider an array of six non-contact acoustic transducers mounted on a beam parallel to 

the tie that is rigidly connected to a test vehicle (schematic shown in Fig. 5.2). The transducers are 

continuously excited by a pulser unit that is triggered through an encoder. The transmitted acoustic 

signal, upon incidence on the air-tie interface, is reflected from the top surface of the tie and 

received by the same transducer (pulse-echo mode). The corresponding waveforms received at 

each transducer are also shown. Since the speed of sound in air is known (v = 343 m/sec), the 

distance of the tie surface from the transducer face, d, can be easily calculated as: 

 

𝑑 =
𝑡 × 𝑣

2
 (5.1) 

where t is the arrival time (time-of-flight) of the reflected wave from the tie surface. The factor of 

2 takes into account the distance travelled by the wave from the transducer to the tie surface and 

back to the transducer assuming the speed of sound is the same in both directions of travel. For the 

assumed deflected shape (positive bending) of the tie as shown in Fig. 5.3, the distance between 

transducer 1 (channel 1 or Ch1) to the tie surface is smaller than the distance between transducer 

3 (Ch3) to the tie surface. Therefore, the corresponding wave packet in Ch3 arrives later than Ch1. 

The lift-off distance (distance from transducer head to the tie surface) from the tie surface at each 

channel can be computed by tracking the time-of-flight and using Eq. 5.1.  

However, this measurement does not directly give the displacement at that transducer 

location. This computed lift-off distance would vary based on the difference in tie surface 

elevations of successive ties. A tie sitting lower on the ballast than the adjacent tie would result in 

a higher computed lift-off distance since the transducers are held at the same elevation. To 
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overcome these variabilities, one of the transducer channels is assigned as a reference (Ch3). The 

difference in time-of-flights with respect to this reference transducer is computed for all other 

transducer locations (1,2,4,5,6) and the distance corresponding to this difference in time-of-flight 

gives the actual deflection at that location with respect to the reference surface. One way to 

compute this reference-based deflection would be to compute the lift-off distances at each channel 

location through peak-detection techniques based on signal gating and thresholding and 

subtracting the reference transducer lift-off distance from the other transducer lift-off distances. 

The problem with this technique is that it relies on peak detection with thresholding and the 

received pulse has multiple peaks where the amplitudes depend on the tie surface (rough surfaces 

result in lower amplitude signals) and the lift-off distance (higher lift-off distances result in lower 

amplitudes due to attenuation). Wave dispersion also affects the peak detection since air is a 

dispersive medium and the signal pulse tends to spread out in time as it travels through space [23].  

Figure 5.3 Schematic diagram of transducer array and corresponding waveforms for a tie 

with positive bending 

(Ref) 
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To overcome these challenges, a cross-correlation based difference in time-of-flight computation 

technique [24-25] is used as discussed in the next section.  

5.3.3. Cross-correlation Operator for Time-of-flight Computation 

Consider two signals as shown in Fig. 5.4 obtained from transducer 1 (Ch1) and reference 

transducer 3 (Ch3) at a given location from a tie surface. The aim is to find the difference in time-

of-flight (Δt) as indicated in Fig. 5.4. Δt is proportional to the deflection at Ch1 with respect to 

Ch3. To compute Δt, a cross-correlation operation is used. Consider 𝑥1(𝑡) be the time-series signal 

at transducer 1 and 𝑥3(𝑡)  be the time-series signal at transducer 3 (reference). The cross-

correlation operator 𝑅31(𝜏) is defined as: 

Figure 5.4 Difference in time-of-flight of two signals 
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𝑅31(𝜏) = ∑ 𝑥3(𝑡) 𝑥1(𝑡 − 𝜏) 

𝑡=+∞

𝑡=−∞

 (5.2) 

Since both 𝑥1(𝑡) and 𝑥3(𝑡) are finite time signals of say length (T), the expression in Eq. 5.2 can 

be written as: 

𝑅31(𝜏) = ∑ 𝑥3(𝑡) 𝑥1(𝑡 − 𝜏)

𝑡=𝑇

𝑡=0

 (5.3) 

The difference in time-of-flight Δt can then be calculated as: 

Δt = argmax {𝑅31(𝜏)} (5.4) 

Deflection at each transducer location is then computed as: 

𝛥𝑑 =
𝛥𝑡 × 𝑣

2
  (5.5) 

 

where 𝑣  is the speed of sound in air. Fig. 5.5 shows the cross-correlation series for 𝑅31(𝜏) 

computed for the signals in Fig. 5.4. The cross-correlation is performed by gating both the signals 

between 1.25 ms and 2.25 ms which is a window within which the reflected signal is expected for 

a lift-off distance (distance from transducer to tie surface) of approximately 11 inches.. The gated 

signal is passed through a Butterworth high pass filter with a cut-off frequency of 10 kHz to 

eliminate low frequency noise caused by vibrations. From Fig. 5.5, it can be seen that Δt is positive. 

This indicates that the surface elevation of the tie at transducer location 1 (Ch1) is higher than the 

elevation at transducer location 3 (Ch3) which is confirmed by the deflected shape in Fig. 5.3.  
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5.3.4. Tie Boundary Demarcation 

Since the transducers are continuously transmitting the acoustic signals while the test 

vehicle is traveling over the track, there is a need to differentiate a tie reflection from a ballast 

reflection. The differences in the morphology and in the elastic properties between tie and ballast 

results in a markedly different acoustic impedance mismatch that, in turn, generates specific shapes 

and amplitudes of the reflected signal. For example, as shown in Fig. 5.6, the signal reflected from 

the ballast is of significantly smaller amplitude than that reflected from the tie because of the 

additional scattering surfaces present in ballast. The exact differences depend on the frequency of 

the acoustic signal used, but, nonetheless, this drop in amplitude can be used for demarcating 

signals coming from ties. A peak-to-peak signal threshold level of 0.75 V was chosen to demarcate 

the ties. If at least four transducers had a peak-to-peak signal strength above the selected threshold 

(0.75 V), the signals were assigned to a tie. If this criterion was not met, the signals were assigned 

Δt = argmax {𝑅31(𝜏)} 

Figure 5.5 Cross-correlation operation to compute time-of-flight 
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to ballast. Signals coming from ballast were discarded and only signals coming from ties were 

used for deflection computations using cross-correlations. 

5.4. Selection of Optimum Transducers 

One of the key aspects of designing a prototype for tie deflection measurements is selecting 

a suitable transducer capable of generating and receiving signals. Ideally, the transducer should be 

robust and fairly insensitive to external vibrations caused by the motion of the train. The transducer 

also needs to be sensitive enough to pick up the received signal from the tie surface such that the 

received signal is fairly above the electronic noise floor and can be used for time-of-flight 

measurements. Since the motion of the train is expected to cause some degree of misalignment 

and oblique angles of incidence of the generated signal on the tie surface, the transducer needs to 

be sensitive to received signals for allowable tilt angles caused by body roll of the moving train.  

An array of air-coupled ultrasonic transducers (piezoelectric and capacitive) were tested at 

the Experimental Mechanics and NDE Laboratory at UCSD to select the optimum transducer to 

be used in the tie-sonar application. 5 piezoelectric transducers and 4 capacitive transducers were 

Figure 5.6 Acoustic signal strength-based tie-ballast differentiation 
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tested in pulse-echo mode (Fig. 5.7) for reflected signal strengths from a wood tie surface. The 

relative performances of these transducers are shown in Tables 5.1 – 5.2. The transducers were 

tested at a lift-off distance (distance between the surface of the tie to the transducer head) of 11 

inches with a 59 dB gain on the receiving channel with pre-amplifiers. Parameters such as the 

strength of the reflected signal, effects of oblique incidence, sensitivity to external vibrations, and 

typical waveforms obtained are shown in Tables 5.1 – 5.2.  The angles for the directivity 

measurements denote the oblique incident angles for which the amplitude of the received signal 

drops by half. Therefore, a larger angle for directivity implies greater tolerance of the transducer 

to misalignments. Robustness to external vibrations were tested by tapping on the sensor and the 

mounting system to check if these vibrations were picked up on the received signal.  

Table 5.1. shows the performances of the piezoelectric transducers. The Sonoscan CF 075 

manufactured by Sonoscan Inc., the Ultran NCG 500 S-19 and the Ultran NCG 200 S-25 

Figure 5.7 Array of piezoelectric and capacitive transducers tested at UCSD 
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manufactured by the Ultran Group Inc. are the best performers in this group based on the strength 

of the reflected wave and sensitivity to vibrations. A comparison of performances of the 

piezoelectric transducers from Table 5.1. shows that these transducers are quite sensitive to 

external vibrations as compared to the capacitive transducers (Table 5.2). The strength of the 

received signals is also relatively low in comparison to the capacitive transducers. The 

piezoelectric transducers, however, have more tolerance to misalignments since the diameter of 

the sensor head is smaller (compared to the capacitive CAP transducers).  Table 5.2. shows the 

performances of the capacitive transducers. The CAP-2 and CAP-3 transducers manufactured by 

VN Instruments Inc. are the best performers in this group based on the strength of the reflected 

wave and sensitivity to vibrations. The CAP-1 transducer, with a central frequency of 65 kHz is 

the most sensitive to external vibrations while the CAP-3 transducer centered at 300 kHz is the 

least sensitive to external vibrations. CAP-2 and CAP-3 have similar performance metrics with the 

CAP-3 being slightly less sensitive to external vibrations. The capacitive transducers, however, 

are more sensitive to misalignments than the piezoelectric transducers. Based on the results shown 

in Tables 5.1-5.2, the CAP-2 and CAP-3 sensors are the most ideal transducers which can be used 

for tie deflection measurements using ‘sonar’. CAP-2 transducers were chosen for the proof-of-

concept tests and field tests.  
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Table 5.1 Performance Evaluation metrics of Piezoelectric Air-coupled Transducers in Pulse-

echo Mode on Wood Tie 

Transducer type

Reflection 

strength (peak-

to-peak) (59dB 

gain) at 11 inch 

lift-off

Directivity 

(-6 dB 

drop) 

Vibration 

sensitivity

Pulse-echo typical waveform from wood tie at 11 

inch lift-off

3.8 V +-4° Quite sensitive

4.2 V +-15°
Moderately 

sensitive

550 mV +-15°
Not very 

sensitive

1.18 V +-17°
Moderately 

Sensitive

1 V +-25° Quite sensitive

Sonotec Inc. 

Sonoscan CF 050
(Fs= 50 kHz)

(-6 dB Bandwidth =
4 kHz)

Sonotec Inc. 

Sonoscan CF 075
(Fs= 75 kHz)

(-6 dB Bandwidth =
6 kHz)

The Ultran Group

NCG 500 S-19 
(Fs= 500 kHz)

(-6 dB Bandwidth 
= 200 kHz)

The Ultran Group

NCG 200 S-25 C-
76 (Fs= 200 kHz)

(-6 dB Bandwidth 
= 80 kHz)

The Ultran Group

NCG 200 S-19 C-
25 (Fs= 200 kHz)

(-6 dB Bandwidth 
= 80 kHz)
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5.5. Data Acquisition System and Signal Processing 

Routines on LabVIEW Real-Time 

5.5.1. Data Acquisition System 

A schematic diagram of the data acquisition system using capacitive air-coupled ultrasonic 

transducers is shown in Fig. 5.8. The setup consists of a pulser/amplifier unit which sends out 

excitation pulses (~ 100 V) to the transducers which triggers it to transmit the outgoing pulse to 

Transducer type

Reflection 

strength (peak-

to-peak) (59dB 

gain) at 11 inch 

lift-off

Directivity 

(-6 dB 

drop) 

Vibration 

sensitivity

Pulse-echo typical waveform from wood tie at 11 

inch lift-off

                         6 V +-12°
Moderately 

sensitive

6 V +-6°
Slightly 

sensitive
_

                            6 V +-6°
Not very 

sensitive

72 mV +-15°
Slightly 

sensitive

MicroAcoustic 

Instruments Inc. 
BAT-1 (Fs=1 MHz)

(-6dB Bandwidth= 
2.2 MHz)

VN Intruments Ltd. 

CAP-3 (Fs=300 kHz) 
(-6 dB Bandwidth=

344.5 kHz)

VN Intruments Ltd. 

CAP-2 (Fs=135 kHz) 
(-6 dB Bandwidth=

112.7 kHz)

VN Intruments Ltd. 

CAP-1 (Fs=65 kHz) 
(-6 dB Bandwidth=

55.3 kHz)

Table 5.2 Performance Evaluation metrics of Capacitive Air-coupled Transducers in Pulse-

echo Mode on Wood Tie 
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the tie surface. The excitation pulses also trigger the data acquisition system programmed in 

LabVIEW Real-time. The high energy excitation pulse and the low energy received signal are on 

the same channel and the diplexer splits these two signals and prevents the high energy excitation 

signal from leaking into the receiving channel. The micromachined capacitive transducers require 

a DC bias of 200 V during operation. The AC/DC decoupler combines the excitation signal and 

the DC bias on the outgoing channel to the transducers and also prevents the DC bias from leaking 

into the receiving channel to the diplexer. The received signal from the diplexers is fed through 

pre-amplifiers which amplify the signals before going to the National Instruments PXI 5105 data 

acquisition card. The data acquisition system is programmed in LabVIEW Real-time running on a 

National Instruments PXIe-8135 processor. The real-time processor processes the received signals 

in parallel with the acquisition.  The experimental setup using one transducer in pulse-echo mode 

is shown in Fig. 5.9. The front panel of the LabVIEW program is shown in Fig. 5.10. Controls for 

changing parameters such as the sampling rate, length of recorded data (samples) are embedded 

W

ood Tie 

D

Figure 5.8 Schematic diagram of the setup for data acquisition (1-

channel configuration) 
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on the front panel in LabVIEW. Graphs on the front panel plot the received reflected signals from 

the tie surface in real-time. Time-of-flight computations are performed in parallel with data 

acquisition and the instantaneous lift-off distance is also plotted on the front panel. Fig. 5.10 shows 

how the front panel of the LabVIEW VI looks during live data acquisition. The blue plot in Fig. 

5.10 is the excitation pulse (5 V) which triggers the data acquisition system to start recording. The 

red plot is the received signal reflected from the tie surface. 

Figure 5.9 Tie-sonar experimental setup using one transducer in pulse-echo mode on wood 

tie 

Figure 5.10 Front panel of the data acquisition program interface on LabVIEW Real-time. 
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5.5.2. Implementing Multiple Channels 

To obtain the deflected profile of the rail ties, an array of 6 transducers placed along the 

length of the tie is proposed to be used. The LabVIEW program developed for data acquisition is 

capable of handling 6 channels in parallel acquisition mode. A single pulsing unit (Panametrics 

5077 PR) can be used along with BNC splitters to drive all the transducers. Additional diplexers 

and AC/DC decouplers would need to be introduced for each separate channel. A setup for two 

channel acquisition is shown in Fig. 5.11. Since it is planned to drive all the transducers with the 

same pulsing unit, it is possible that the current to each transducer is reduced when multiple 

transducers are connected in parallel. To test the amount of drop in current to each transducer, 6 

CAP-2 transducers were driven in parallel using the same pulsing unit and the strength of the signal 

transmitted from a single transducer was checked. As expected, a drop in the strength (~0.6 V) of 

the transmitted signal was observed when 6 channels were connected in parallel compared to the 

Figure 5.11 Data acquisition setup for two channel acquisition 
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strength of the transmitted signal when only one channel was connected as shown in Fig. 5.12. 

This drop in the signal strength of about 10% is within tolerable limits. 

5.5.3. LabVIEW Real-Time Signal Processing Routines  

The primary signal processing that is applied to the received signals is peak detection to 

compute the time-of-flight which is then used to determine the lift-off distance for an assumed 

speed of travel through air (343 m/s). This peak detection algorithm is implemented in LabVIEW 

Real-time. The program looks for peaks above a minimum set threshold value. This threshold 

value is set based on the expected strength of the received signal and the average noise floor of the 

system. An optimum value of the threshold is chosen such that it is sufficiently above the average 

noise floor and also below the expected strength of the reflected signal. A peak is said to occur in 

a sequence of numbers S when: 

Figure 5.12 Drop in signal strength when transducers connected in parallel 
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• The elements of S begin below threshold, exceed threshold at some index, and then 

return to a value below threshold. 

• The number of successive elements that exceed threshold is greater than or equal 

to a minimum width. 

The peak detection algorithm implemented in LabVIEW uses a quadratic fit algorithm and 

returns the peak locations as floating-point numbers and not as integer index values. Therefore, 

the peak locations and amplitudes usually do not correspond to actual data points in the sampled 

input signal. This ensures that peaks locations are determined fairly accurately even if the data is 

not sampled adequately. Another feature of the peak detection algorithm used is that it finds peaks 

only in a specific window of the data. The width and location of the window is determined based 

on the expected time of arrival of the reflected wave for a given lift-off distance. Such a window 

Figure 5.13 Estimating distance measurement resolution 
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ensures that spurious peaks outside this expected window of arrival get eliminated. Controls for 

changing the location of this window is included in the LabVIEW program. The location of the 

window would need to be adjusted when the expected lift-off distance between the sensor and the 

tie surface is changed. 

5.5.4. Lift-off Distance Resolution Estimation 

To obtain an accurate estimate of the deflected profile of the rail ties, it is essential to get 

an accurate estimate of the lift-off distance in the presence of electronic jitter in the received signal. 

To test the precision of the estimated lift-off distance, a single transducer (CAP-2) is used in pulse-

echo mode and the setup is kept stationary. Lift-off distances computed from the time-of-flight of 

the signal are plotted in real-time as shown in Fig. 5.13. Since the setup is kept stationary, ideally 

the estimated lift-off distance shouldn’t change. However, a noise-like variation (jitter) is seen on 

the computed lift-off distance. Jitter in the received pulse causes slight shifts of the received signal 

along the time axis. These shifts result in slightly different time-of-flight estimates which 

eventually results in slightly different lift-off distances and hence the noise-like behavior. The 

variations in the lift-off distance due to jitter, under laboratory conditions, was found to be of the 

order of 0.2 mm. Since this is less than the planned minimum resolution of the system (1 mm), 

jitter is not expected to cause any issues. 

5.6. 3-point Bending Test (Proof-of-Concept) 

Various kinds of ultrasonic non-contact transducers were tested at the Experimental 

Mechanics & NDE Laboratory at UC San Diego to select an optimum transducer for tie deflection 

measurements. A wooden tie specimen was used as the target surface and a lift-off distance of 11 

inches was used to evaluate the performance of the transducers in terms of parameters such as 
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reflected acoustic signal strength, sensitivity to external vibrations, and drop in signal strength for 

oblique angles of incidence. Based on the tests, the CAP-2 capacitive micro-machined transducer 

by VN Instruments Inc, with a central frequency of 135 kHz, was found to be the most suitable for 

the given application. To demonstrate the concept of using ultrasonic transducers for tie deflection 

measurements, a set of tests were conducted on a slender plywood beam shown in Fig. 5.14. The 

34-inch-long beam was fixed on both ends with the help of clamps and a concentrated load was 

fixed near the center. Deflection of the beam in the loaded condition was evaluated with respect to 

the unloaded condition. Dynamic deflections were also computed in continuous acquisition mode 

by providing an initial displacement to the beam at the center and allowing free vibration. 

5.6.1. Static Test 

Five equally spaced control points were setup on the plywood beam for measuring 

deflections. A single transducer was used in pulse-echo mode and two waveforms were recorded 

at each control point. The first waveform was recorded for the unloaded condition whereas the 

second waveform was recorded for the loaded condition with a concentrated load acting at the 

center of the beam (control point 3). A cross-correlation of the waveforms between the loaded and 

Figure 5.14 Slender wooden beam 3-point bending test setup 
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unloaded waveforms at each control point was computed using Eq. 5.3 and the deflection at each 

point was computed using Eq. 5.5. Therefore, five discrete deflection measurements were obtained 

along the length of the beam. Fig. 5.15 shows the waveforms obtained at the five control points 

for the loaded and unloaded conditions. Note that at positions 1 and 5, which are location near the 

ends of the beam, the reflected signal amplitude for the loaded condition is smaller than the 

corresponding signals from the unloaded condition. This is because the incident angle of the 

outgoing excitation pulse near the ends of the beam is not perpendicular to the beam surface due 

to the curvature of the beam in the loaded condition.  Fig. 5.16 shows the cross-correlation 

functions at the five control points. Fig. 5.17 shows the reconstructed deflected profile of the beam 

where the unloaded beam profile is assumed to be straight. Deflection measurements were also 

taken with a measuring tape (visual technique) at each control point and the sonar-based 

deflections were found to be in agreement with the visual measurements. Table 5.3 shows a 

Figure 5.15 Waveforms obtained at the five control points for the loaded and unloaded 

conditions 
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comparison of the deflection measurements at the five control points for ultrasonic and visual 

techniques. It is worth noting that the visual-based deflections are only approximate, and the 

comparison is done only to show that the deflections obtained through the proposed technique are 

within the expected range. 

Figure 5.16 Cross-correlation between the loaded and unloaded waveforms at the five 

control points 

Figure 5.17 Beam deflections using ultrasonic and visual measurements 
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5.6.2. Dynamic Test 

Another test was done with the same setup as in Fig. 5.14, where, instead of a concentrated 

load, a fixed displacement of 10 mm in the downward direction was applied at the midpoint of the 

beam. Waveforms from the deflected beam were recorded continuously at a sampling rate of 200 

Hz to build a dynamic displacement signature of the beam at different locations. Fig. 5.18 shows 

the dynamic displacements obtained at the five control points as a function of time. The 

Table 5.3 Comparison of Beam deflections using ultrasonic and 

visual measurements at different control points 

Figure 5.18 dynamic displacements obtained at the five control points as a function of time 
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displacement at the mid-point of the beam (control point 3) shows an initial displacement of 10 

mm in the downward direction and a subsequent oscillation when the beam is released. The 

oscillations eventually die out due to damping and the displacements at all the control points go to 

zero. Fig. 5.19 shows the displacement as a function of time for the mid-point of the beam. Each 

small circle in the plot (Fig. 5.19) indicates a measurement taken using the proposed ultrasonic 

technique and consecutive displacements were connected through a linear interpolation. From Fig. 

5.19, it is observed that successive measurements with less than 1 mm resolution are obtained. 

Therefore, sub-millimetre resolution in displacement estimation can be achieved with the proposed 

technique.   

5.7. Conclusions 

This chapter discusses the various aspects of utilizing air-coupled ultrasonic transducers in 

pulse-echo mode for measuring tie deflections at discrete points.  Key factors governing the 

selection of optimum air-coupled ultrasonic transducers for “airborne sonar” were discussed.  An 

array of piezoelectric and capacitive transducers were tested, and a comparison of their 

performances were presented in terms of reflection strength, robustness to tilt angles and 

Figure 5.19 Dynamic displacement profile at mid-point of the beam 
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sensitivity to external vibrations.  Piezoelectric transducers were found to be more sensitive to 

vibrations when compared to the capacitive transducers. Based on the results obtained in the 

laboratory, VN Instruments Inc. manufactured CAP-2 transducers were found to be the most 

optimum.  The different components of the data acquisition system coupled with a LabVIEW real-

time processor were also discussed. Implementing the data acquisition system in LabVIEW real-

time allows for processing of the data in parallel to acquisition.  Such an acquisition architecture 

would ensure that defective tie-ballast support conditions could be detected instantaneously in the 

field when full-blown tests are performed. The possibility of driving six transducers in parallel 

acquisition mode using the same pulsing unit was also investigated. A tolerable drop in the signal 

strength of about 10% was observed when six transducers were driven in parallel. This drop is not 

expected to cause any issues since the received signal strength at the expected lift-off distance was 

well above the noise floor of the system. Signal processing routines for measuring the time-of-

flight using a peak detection algorithm were also discussed. The use of minimum threshold levels 

and appropriate data windows ensures that spurious peaks in the received signal are properly 

eliminated. The peak detection algorithm is embedded in LabVIEW real-time facilitating the lift-

off distance computation to occur in parallel with data acquisition. The effect of electronic jitter 

on lift-off distance measurements was also investigated. A variation of around ± 0.2 mm in the 

computed lift-off distance was observed as a result of jitter in the received signal.  The variation 

is less than the target resolution for deflection measurements (1 mm) and hence is not expected to 

raise any issues. Proof-of-concept tests using a slender beam in a 3-point bending test confirmed 

the viability of the technique for measuring tie deflections. The results discussed in this chapter 

lay the foundations for the next phase of the project that consisted of testing a prototype system 

mounted on a cart moving at walking speeds.  
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Chapter 6. In-motion Full-Field Ultrasonic 

Tie Deflection Measurements (Rail Defect 

Testing Facility Tests) 

6.1. Introduction 

This chapter presents an ultrasonic sonar-based ranging technique for measuring full-field 

railroad tie surface deflections. Tie deflection profiles can be used for flagging deteriorating tie-

ballast support conditions such as center-binding. The technique utilizes an array of air-coupled 

capacitive ultrasonic transducers oriented parallel to the tie with a minimum clearance of 3-inches 

from the rail to ensure contactless inspection. The inspection prototype was designed at the 

Experimental Mechanics, NDE and SHM Laboratory at University of California San Diego 

(UCSD). The transducers are used in pulse-echo mode and the distance between the transducer to 

the tie surface is computed by tracking the time-of-flight of the reflected wave from the tie surface. 

Using one of the transducers as a reference, the deflections at all other transducer locations are 

computed by tracking the difference in time-of-flight with respect to the reference using a cross-

correlation operator [1-2]. An adaptive reference-based cross-correlation operation ensures 

accurate peak-detection and results in robust measurements even in the presence of variabilities 

such as difference in elevations of different tie surfaces, wave dispersion, etc. Multiple 

measurements along the width of the tie allow the measurement of twisting deformations as well. 

Since the transducers are used in continuous acquisition mode while the test vehicle is traveling 

over the track, there is a need to differentiate a tie reflection from a ballast reflection. It is shown 

that wave reflections from ballast have significantly lower amplitudes and shapes than reflections 
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coming from ties. This enables a signal strength-based tie-ballast differentiation. Considering the 

distinguishable texture of the ties and ballast, an image-based classification technique is also 

introduced using a machine learning technique. A high-speed camera is mounted on the prototype 

to capture images in tandem with the reflected waveforms. Features are extracted from a set of tie 

and ballast images (training dataset), and Support Vector Machine (SVM) [3-7] is employed to 

train an identifier that can label a given image as a tie or ballast. Signals coming from the ballast 

can therefore be eliminated. Data acquisition and tie deflection processing is performed in real-

time using a LabVIEW real-time module. Field tests on a replica test track with wood ties, at 

walking speeds, were performed at the Rail Defect Testing (RDTF) Facility at UCSD by mounting 

the prototype on a test-cart. Results from a field test conducted by mounting the prototype on an 

actual train car at a BNSF yard in San Diego are also presented. The initial results indicate the 

potential of this non-contact system to measure full-field tie deflections in 3D at high speeds. 

6.2. Prototype Design 

This section is devoted to introducing the prototype designed for the railroad tie inspection 

technique. Figs. 6.1 and Fig. 6.2 show the prototype design and components (assembled on the test 

cart). The prototype was designed by the Experimental Mechanics & NDE Laboratory at UCSD 

and fabricated by UCSD’s Campus Research Machine Shop. It contains three main parts: 

(1) Transducer mounting beam: This is a 108"-long hollow aluminum beam, with a 

side-slit to hang 7 small aluminum tubes. This slit provides flexibility to easily adjust the location 

of the transducers along the beam and/or add new transducers to the beam if required. 

(2) Small aluminum tubes: The small 10"-long tubes have ten holes (spaced by 0.5") 

and are used to connect the transducers and camera holders to the mounting beam. 
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(3) L-shape plate: The transducer mounting beam is connected to the cart by a L-shape 

steel component through two dampener connections.  

Stability, light weight, and flexibility in terms of smoothly adjusting the location of the 

transducers in both vertical and horizontal directions, are the most important factors considered in 

the prototype design. The clearance between the rail and prototype equipment and the average 

distance between the transducers and ties are 3.5" and 11.5", respectively (see Fig. 6.3). To avoid 

transferring the vibration of the cart to the beam (and subsequently, to the transducers), dampening 

bolts are used to connect the beam to the L-shape component (see Fig. 6.1). In terms of sensors, 

the prototype uses six CAP-2 sensors (transducers) and a high-speed camera. The camera is a 

Basler acA 1300-200uc (USB3.0 version), with an ON semiconductor, Python 1300 

Complementary Metal-Oxide-Semiconductor (CMOS) sensor, which can deliver up to 200 frames 

per second (FPS) with 1.3 Megapixel resolution. The lens of the camera is a  Kowa, 1/1.8" Format, 

Manual Iris version. The focal length of the lens is 4.4-11mm, with a zoom ratio of 2.5x. Fig. 6.4 

shows the number and location of the transducers connected to the beam. The camera is connected 

Figure 6.1 AutoCAD drawings of the designed prototype mounted on a test-cart 
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to the holder located next to the first transducer (channel 1). The encoder is connected to the left 

side of the cart, and it is in contact with the front wheel (see Fig. 6.5). As the cart moves, the 

encoder rotates and subsequently the transducer as well as the camera data acquisition system are 

triggered. The data acquisition system (including the camera) is triggered by the encoder pulse 

with a 0.25-inch resolution.  

Figure 6.2 Prototype with transducers and camera 

Figure 6.3 Side view diagram of the 

prototype mounted on the test car 
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6.3. Data Acquisition System 

6.3.1. Hardware 

A schematic diagram of the data acquisition system using capacitive air-coupled ultrasonic 

transducers is shown in Fig. 6.6. Six capacitive air-coupled ultrasonic transducers (VN Instruments 

CAP-2) with a central frequency of 135 kHz were used. The setup consists of a pulser/amplifier 

unit which sends out excitation pulses (~ 100 V) to the transducers which triggers it to transmit the 

Figure 6.4 The location of the transducers and camera (unit: inch). ‘CH’ denotes the 

channel number assigned for the transducers. 

Figure 6.5 Encoder in contact with the front wheel of the cart in the left side. 
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outgoing pulse to the tie surface. The pulser unit is triggered by an encoder wheel connected to the 

wheel of the cart that is programed to trigger one acquisition (deflection measurement) every 0.25 

inch of length. The excitation pulse from the pulsing unit also triggers the data acquisition system 

programmed in NI LabVIEW Real-time. The high energy excitation pulse and the low energy 

received signal are on the same channel, and the diplexer (Ritec RDX-SD-2X) splits these two 

signals and prevents the high energy excitation signal from leaking into the receiving channel. The 

micromachined capacitive transducers require a DC bias of 200 V during operation. The AC/DC 

decoupler combines the excitation signal and the DC bias on the outgoing channel to the 

transducers and also prevents the DC bias from leaking into the receiving channel to the diplexer. 

The received signal from the diplexers is fed through pre-amplifiers (Olympus 5662) which 

amplify the signals before going to the National Instruments PXI 5105 data acquisition card. The 

data acquisition system is programmed in LabVIEW Real-time running on a National Instruments 

PXIe-8135 processor. The Real-Time processor analyzes the received signals in parallel with the 

acquisition. A host computer is used to run the LabVIEW code in the target PXI device. The 

Figure 6.6 Schematic diagram of data acquisition setup (1-channel configuration) 
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camera is connected directly to the host computer through USB 3 for high-speed data transfer and 

acquisition of up to 100 fps.   

6.3.2. LabVIEW User Interface (Acoustic Signals) 

Fig. 6.7 shows the user-interface panel of the LabVIEW Real-Time code programmed for 

data acquisition. The interface features controls for setting acquisition parameters such as sampling 

rate, length of each recording, reference channel, etc. Live signals from the six transducers are 

displayed and lift-off distances from the tie surfaces are also displayed next to each signal. An 

instantaneous deflection profile of the tie with respect to the chosen reference point is also 

Figure 6.7 User-interface for data acquisition programmed in LabVIEW Real-Time 
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displayed. An indicator (shown in green) is programmed to indicate whether the signals displayed 

come from a tie or ballast. The tie-ballast differentiating indicator is based on a user-controlled 

peak-to-peak threshold level of the signal. If the signal drops below the set threshold level, that 

location is assigned as a ballast. An image-based texture identification algorithm is also used for 

separating ties from ballast as a back-up system. 

6.3.3. LabVIEW User Interface (Image Acquisition) 

Fig. 6.8 shows the front panel of the LabVIEW program developed to communicate with 

the camera. The camera is connected to a SuperSpeed (SS) USB3.0 port on the computer, which 

provides the camera with both power supply and fast speed data transmission path. Running the 

Figure 6.8 Front panel of the LabVIEW routine 

for the camera during a test. 
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developed LabVIEW code, the camera turns on, and grabs images based on the encoder count 

number. The encoder count number comes through a network communication with the LabVIEW 

routine developed for the transducers (discussed in Section 6.3.2 –this routine is the host routine 

which manages the camera’s LabVIEW routine) and this number determines the name of the 

images which are saved as “jpeg” file in the computer system. If the encoder stops, the count 

number remains constant, and the image is overwritten with a name of that count. The camera 

frame rate can be controlled through the front panel of the code (see Fig. 6.8). In the field tests, 

the camera was set to grab 100 FPS, which is a reasonable frame rate for the walking speed test. 

The code is executed based on a stop command which is issued by the user through the LabVIEW 

routine of the signal acquisition part. Therefore, the camera’s LabVIEW routine constantly checks 

the comments through the network communication in terms of receiving the stop command. As 

soon as this command is received, the camera stops image acquisition; the code continues running 

until all the inline images are successfully saved in the hard drive. 

6.4. Tie Boundary Demarcation 

6.4.1. Signal-Based Demarcation 

For this set of field tests an acoustic signal strength-based approach was used to distinguish 

between ties and ballast. Fig. 6.9 shows the signals acquired from the six transducers from a tie 

surface. It can be seen that the signals in all the six channels are clearly distinguishable above the 

noise floor of the data acquisition system. An initial spike in the signal can be observed before 0.2 

ms in all the channels. This is because both the excitation pulse and the reflected signal are on the 

same channel and there is some is some crosstalk between the excitation pulse and received signal. 

This initial spike controls the minimum distance that the air-coupled ultrasonic transducer is 
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capable of measuring. In our case, the lift-off distance of around 11 inches ensures that our signal 

does not fall within the 0.2 ms window and therefore signals prior to 0.2 ms can be safely discarded.  

Fig. 6.10 shows the signals received from the ballast. It is clearly observed that, as a result 

of wave scattering from the uneven ballast surface, the signal amplitudes drop considerably. Based 

Figure 6.9 Acoustic signals at the 6 receiving channels from a tie 

Figure 6.10 Acoustic signals at the 6 receiving channels from ballast 
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on these observations, a peak-to-peak signal threshold level of 0.75 V was chosen to identify the 

ties. If at least four transducers had a peak-to-peak signal strength above the selected threshold 

(0.75 V), the signals were assigned to a tie. If this criterion was not met, the signals were assigned 

to ballast. Signals coming from ballast were discarded from further analysis, and only signals from 

ties were used for the deflection computations using cross-correlations as discussed in the previous 

chapter.  

6.4.2. Image-Based Demarcation using Machine Learning 

Image-based tie/ballast classification was evaluated as a back-up method to the tie/ballast 

classification done by signal analysis. In this section, the details of the computer vision-based 

tie/ballast classification method as well as the obtained results are presented. Moreover, a 

comparative study is conducted between the image-based and signal-based approaches.  

6.4.2.1 Preparing Images for Analysis 

Fig. 6.11 shows a typical image captured by the camera. A rotation in the view field of the 

camera is seen because the camera was rotated by –45 deg to install in the holder. Therefore, the 

raw image captured by the camera was rotated back to its original configuration by the software. 

Figure 6.11 Typical image showing tie and ballast captured by the camera 
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The image has a wide field of view; however, the Region of Interest (ROI) is a central circle 

equivalent to the transducer’s effective area (a circle with 3.9 cm diameter). To crop the rotated 

image and focus on the ROI, the actual travelling distance was mapped into the pixel domain 

because the images are in the pixel domain. For this purpose, a couple of points in an image were 

selected and tracked in the next successive image. Then, pixel-domain displacement was mapped 

into the actual physical displacement using the frequency of the pulse generation by the encoder. 

The pixel-domain displacement of a given point in two successive images (which are the images 

captured in two successive encoder counts) was equal to 0.25". Therefore, a point tracker method 

was employed to extract the pixel-domain displacements. There are different point tracking 

algorithms in the field of computer vision. In this project, the Kanade-Lucas-Tomasi (KLT) tracker 

[8-12] was employed. The fundamentals of the KLT tracker are briefly explained herein.  

First, the RGB image sequences are converted to grayscale format, where the hue and 

saturation information is eliminated and only the luminance of the images is retained. Then, an 

area in the image’s field of view (in the first image of the sequence) is selected and the robust 

trackable features (points) are automatically identified. Here, the Speeded-Up Robust Features 

(SURF) algorithm is used to find blob features [13]. The robust trackable points are basically 

corner points that do not suffer from any aperture problem. In the next step, the shift (displacement) 

of the trackable points in the successive images are tracked. The framework of the tracking 

approach is based on local optimization. Generally, a squared distance criterion over a local region 

with respect to the transformation parameters is used to define the objective function. Then, the 

point displacement is approximated with a linear term using Taylor series. In the present 

application, the mentioned framework is used to track the 2D in-plane displacement of the robust 

trackable points in the successive images.  
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6.4.2.2 Training the Tie-Ballast Identifier Using Support Vector Machine 

(SVM)  

The cropped images are used to train an identifier using the Support Vector Machine (SVM) 

method. A SVM is a discriminative classifier, which is defined by a separating hyperplane. Given 

a labeled training data set (supervised learning), the algorithm’s output is an optimal hyperplane 

classifying the new examples. Here the texture of the object is used to extract the main image 

features for identification training. Specifically, two key texture-based features are extracted: the 

2D Fast Fourier Transform (2D FFT) and the histogram of the visual words. The latter, known as 

Bag of Visual Words (BOVW) method in the field of computer vision, was adapted from the main 

concept of “Bag of Words (BOW),” in which the keywords of a text are extracted by making 

frequency histogram of the words and feeding into machine learning algorithms to make text 

search engines. To adapt this concept to the present investigation, images of the ties and ballasts 

were divided into small zones, and each zone was considered as a visual word. The histogram of 

visual words’ occurrence can play the main role in classifying a given image.  

In Table 6.1, the 2D FFT and histogram of 100 visual words for the ties and ballast are 

shown. This table shows that both 2D FFT and histogram of the visual words can be effective for 

classification of ties and ballast. The extracted features are fed into the SVM core to train the 

identifier, and the latter is used to test each image and classify it as a tie or ballast. When 

implementing SVM, the visual words are clustered by a K-mean approach. Each cluster contains 

several “words” that make a kind of visual sentence or phrase; this adds much more robustness to 

the trained identifier. Checking the accordance of the 2D FFT as well as the histogram of the visual 

phrases is the general concept used for classification. Moreover, the Kernel option of the SVM 

method is used to ensure that the probable outliers are removed from the samples during the 

training step. 
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In the next section, the image-based tie/ballast classification method described above is 

applied to the images captured from the field tests at the Rail Defect Testing Facility of UCSD 

during the walking speed tests on the moving cart. 

 

Table 6.1 Typical 2D FFT and histogram of visual word occurrence for a typical tie and 

ballast. 
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6.4.3. Results 

This section discusses the results obtained for tie/ballast classification using the vision-

based method discussed. At first step, the KLT tracker was used to map the actual travelling 

distance to the pixel domain. Fig. 6.12 shows the selected zone as well as the automatically selected 

robust points (shown by numbers 1 to 4). These points were tracked in 8 successive images and 

the results are shown in Fig. 6.12. The tracked points reveal straight traveling lines as it is expected 

(there is no lateral movement). The displacement of any of the tracked points in two successive 

images should be equal to 0.25".  Using this criterion, it is concluded that every 20 pixels on the 

images is equivalent with 0.25". Therefore, the ROI in the pixel domain will be a circle (at the 

center of the rotated images) with a diameter of 122.84 pixels. Using this information, the images 

were prepared for the analysis. Fig. 6.13 shows the details of this step for a typical test: the image 

is rotated and then, only the ROI is cropped and is saved as a new image. Note that all the procedure 

is done in MATLAB by using functions of the Computer Vision toolbox. 

 

Figure 6.12 KLT tracker to map real displacement to pixel domain. 
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In the next step, sample images of the ties and ballasts (cropped images, focused on the 

ROI) are randomly selected among all the images and the identifier is trained using SVM method. 

The initial evaluations indicated that using 2D FFT and histogram of the visual words creates an 

effective set of features to train the classifier. However, detailed investigations revealed that 2D 

FFT not only decreases the speed of the image evaluation because of the required side 

computations, but also cannot add much more distinguishable details in some cases. Because of 

the relatively small ROI, in some cases the edges of the ballasts produce locally aligned textures 

and the 2D FFT is almost like the 2D FFT of the ties. On the other hand, the machine learning 

toolbox of MATLAB has accelerated functions for BOVW computer vision algorithms which 

include the SVM method. This can considerably increase the speed of the training part if only the 

histogram of the visual words is employed as the main feature. Therefore, the optimal training 

system was programmed using only the histogram of the visual words to extract the object’s 

features.  

About 2% of all the images (i.e., 20 images of the ties and 20 images of the ballasts) were 

used for this purpose. In total, 24576 features were extracted for each category (i.e., ties and 

Figure 6.13 Preparing images for analysis. 
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ballasts) and 80% of the strongest features for each category was selected to make 500 visual 

phrases using K-means clustering approach. The confusion matrix of the evaluation process for 

the test set, as well as another set of 40 randomly selected images, suggested that the trained 

classifier has an accuracy equal to 100%. 

For each run (field test), the explained procedure was repeated, and the trained classifier 

was used to identify tie/ballast images for the associated run. Fig. 6.14 shows the image-based 

tie/ballast classification results for all the five runs. Ties and ballasts are plotted with black and 

orange colors, respectively. The width of each cell in vertical direction is equal to the one count of 

the encoder (i.e., 0.25"). The results indicate that the method can properly classify ties and ballasts 

in different runs. Moreover, the number of the identified ties (9 ties) and their width match the 

ground truth. 

Figure 6.14 Tie-ballast classification using image-based approach 
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In the results shown in Fig. 6.14, white cells represent the “missed” frames. That is because 

of the current buffer size limitation that limited the effective frame rate. In a future version, a GigE 

camera compatible with Real-Time Performing Systems (RTPS) can be used to eliminate missed 

frames.  

This section ends with a study to compare the tie/ballast classification results obtained by 

the signal-based method and the image-based method. Fig. 6.15 shows the results obtained by 

these methods in the second run (test #2). In general, there is a good agreement between the two 

methods. In the signal-based method, however, tie-8 is not identified. The field observations 

revealed that this tie is not aligned with the array of the transducers. As a result, the acoustic 

Figure 6.15 Comparison between image-based and signal-based 

approaches for tie/ballast classification in run #2. 
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reflections from the tie do not reach multiple transducers simultaneously, and hence fail the control 

strategy used for tie identification from the signal-based approach. Hence at this stage the vision-

based method can be considered a useful back-up to the signal-based method for tie and ballast 

discrimination.  

6.5. Field Tests (Rail Defect Testing Facility) 

Fig. 6.16 shows the mounted and ready-to-go system. The various components of the 

prototype were discussed in Section 6.2 of this chapter. The data acquisition system (discussed in 

section 6.2) consisting of the computer, PXI, transducers, etc. were placed on the cart. 

6.5.1. Test Methodology 

Tests were conducted at walking speeds (~3 mph) at the Rail Defect Testing Facility of the 

University of California San Diego. The test cart was hand-pushed to scan a total of 9 ties starting 

Figure 6.16 Test setup with the prototype mounted on a test cart at RDTF 
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from the center of the 1st tie and ending at the center of the 9th tie. During each test run a total of 

20 ft distance was covered. Five test runs were conducted over the same set of ties. Since tests 

were conducted at very low speeds, the encoder was programmed for a resolution of 0.25 inch 

along the direction of the run. The average width of each tie beam was 7 inches; a 0.25-inch 

resolution resulted in 28 possible surface deflection probes along the tie width. Multiple samplings 

along the width of the tie allowed the system to not only measure deflections along the tie length 

but also twisting deformations along the tie width (3D tie deflection measurements). Sampling of 

the signals was done at 1 MHz to adequately satisfy the Nyquist sampling frequency for the 135 

kHz transducers. The acquired data was saved and later processed by MATLAB, in addition to 

Real-Time LabVIEW. 

6.5.2.Test Results 

6.5.2.1 Tie Deflection Profiles 

Fig. 6.17 shows the 3D surface deflection profile of the same tie (tie-3) for two different 

runs. The length of the tie is divided into 6 different zones (for the 6 transducers). The zones are 

divided in such a manner such that each transducer position is at the center of each zone. Along 

the tie width, each cell has a dimension of 0.25-inch which is the resolution programmed for the 

encoder. During each run, the encoder values are tagged to the respective signals which makes it 

possible to determine the spatial coordinates of the displacement across the tie. Spatial coordinates 

along the tie are determined from the known locations of the transducers on the mounting beam. 

As discussed earlier, all deflections are calculated with respect to the reference channel 3 

transducer and therefore the deflections at this position are all zero. This referencing allows to 

extract the absolute tie deflection. 
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Fig. 6.17 shows that the 3D deflection profiles for two different runs over the same tie yield 

consistent results. The waviness of the surface along the tie width is seen by transducer 1 and 6 in 

both the runs. Also, the region near transducer 6 is ~ 10 mm below reference surface, while the 

region near transducer 1 is ~ 10 mm above the reference surface. This indicates a possible rigid 

body rotation of the tie in anticlockwise direction along the length.  

Figure 6.17 3D surface deflection profiles for same tie (tie-3) in two different test 

runs 
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Fig. 6.18 shows the 3D deflection profiles of all the eight ties scanned during one test run. 

The first tie profile is narrower in width compared to the other ties because the test runs started 

from the center of the first tie and only half the width was scanned. The white regions as seen on 

tie-2 and tie-4 indicate that the signals in the regions were unreliable, and these regions were 

classified as ballast based on acoustic signal strengths. These regions possibly had a rough tie 

surface or hollow cracks that resulted in a drop in signal strength. An adaptive baseline threshold 

for signal strengths to classify ties and ballast is under investigation to make the classification more 

robust and independent of random drops in signal strength. One of the ties (tie-8) was missed based 

Figure 6.18 3D tie deflection profiles for all 8 ties scanned in one test run 
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on signal-based detection. This was because tie-8 was improperly aligned with the transducer array 

and signal strengths at any four channels did not cross the pre-set threshold (0.75 V). An increased 

elevation near transducers 5 and 6 can be seen on tie-6, which was a control point for validation 

the measurements. Details of this control point are discussed in the next section.  

6.5.2.2 Displacement Accuracy Verification (Control Tie-6) 

A control wooden plank of known thickness (19 mm) was placed on the edge of tie-6 in a 

way that only transducers 5 and 6 could ‘see’ the plank. Fig. 6.19 shows the control wood plank 

and the 3D surface displacement profile obtained for tie-6. The wood plank can clearly be seen on 

the surface profile as an increase in elevation at locations 5 and 6.  A surface elevation profile 

along the tie width is shown in Fig. 6.20 for transducer locations 4, 5 and 6. Transducers 5 and 6 

Figure 6.19 “Control” wood plank for displacement accuracy verification at tie-6 
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clearly show the increase in elevation over the plank width. The ‘true’ height can be calculated the 

subtracting the baseline tie surface elevation from the elevation of the wood plank. This value was 

found to be equal to the thickness of the wood plank as expected. These results verify the accuracy 

Figure 6.20 Tie-width profile at transducer locations 4, 5 & 6 
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of deflection measurements from the tie-sonar system. Since transducer 4 did not scan the wood 

plank, it does not show an increase in the elevation as expected. 

6.6. Vibration Tolerance Tests 

6.6.1. Vibration Tolerance Test Setup 

One of the concerns for the sonar-based tie deflection measurements are the vibrations 

induced by the moving test-car on the sensor mounting beam. These vibrations are expected to 

increase when the speed of the test car is increased. Rigid body translational motion of the sensor 

mounting beam in the vertical direction is not expected to affect the deflection measurements since 

that will affect the measurements at all the sensor locations equally and the reference-based 

deflection measurement will eliminate such variations (bias). However, the elastic deformations 

caused by the beam vibrations will affect each sensor differently (the magnitude of the deformation 

will vary at each sensor location) and this will propagate into the final reconstructed 3D deflection 

profile of the ties. To reduce these dynamic elastic deformations, dampening bolts were used to 

connect the prototype beam to the cart. The dampening bolts are expected to absorb a significant 

amount of the energy transferred by the moving cart on the prototype beam. Foam padding material 

Figure 6.21 Prototype beam with accelerometers and foam padding 
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was also added on the top and bottom surfaces of the beam (shown in Fig. 6.21) to further absorb 

the energy of the elastic stress waves propagating through the beam. Three uniaxial accelerometers 

were placed on the prototype beam to measure vertical acceleration at different locations (shown 

in Fig. 6.21).  Coins were placed on both rails at the beginning of control tie-6 (shown in Fig. 6.22) 

to induce sudden vertical vibrations. Tests similar to the previous runs were conducted, and 

acceleration data from all the three accelerometers were recorded during each of the test runs. 

6.6.2. 3D Tie Surface Deflection Profiles (With Coin-Induced 

Vibrations 

6.6.2.1 Control Tie-6 

Fig. 6.23 shows the 3D deflection surface profiles of control tie-6 which had the wooden 

plank of known thickness placed near sensor locations 5 & 6 (discussed previously in Section 

6.5.2.2) obtained with and without the coin-induced vibrations. This figure shows that consistent 

3D surface deflection profiles were extracted in both cases, indicating that the system is quite 

robust against the coin-induced vibrations, at least at the walking speed employed for this run. Fig. 

6.24 shows the surface profiles along the tie width at sensor locations 5 and 6, again for tests 

conducted with and without the coin-induced vibrations. Sensor locations 5 & 6 both ‘see’ the 

Figure 6.22 Coins placed on both rails at the beginning of control tie-6 
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wooden plank of known thickness, showing a rise in surface elevation matching the “true” 

thickness of the plank (~19 mm). Fig. 6.24 confirms that the coin-induced vibrations do not 

adversely affect the tie deflection measurements, since the thickness of the wooden plank is still 

identified accurately. 

 

Figure 6.23 3D surface deflection profiles of control tie-6 with and without the coin-induced 

vibrations 
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Figure 6.24 Surface elevation profiles along the width at sensor locations 5 & 6 with and 

without the coin-induced vibrations 

Figure 6.25 3D surface deflection profiles of tie-7 with and without the coin-induced 

vibrations (Top View) 
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6.6.2.2 Tie-7 

To verify if the results of another tie were affected by the coin-induced vibrations, 3D 

surface profiles of tie-7 are presented here. Fig. 6.25 shows the 3D surface deflection profiles of 

tie-7 with and without the vibrations. Again, compared to the baseline measurement without 

Figure 6.26 3D surface deflection profiles of tie-7 with and without the coin-induced 

vibrations (Elevation View) 

Figure 6.27 Acceleration time-histories from test-run 1 truncated to 8s 
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vibrations, the 3D profiles with vibrations are found to closely match. Fig. 6.26 shows another 

view of the tie-7 deflections showing the consistency in deflected shapes for all 3 tests (with and 

without the vibrations). 

6.6.3. Resonance Frequency Identification 

Fig. 6.27 shows the acceleration time-histories of all three accelerometers truncated to 8s 

of recording length. The instant the test-cart goes over the coins can be seen as a spike in the 

acceleration amplitude. Fig. 6.28 shows the respective frequency spectrums of the time-histories 

obtained by Welch’s periodogram method [14-15] along with a Hamming window on each 

snapshot. Signal processing routines such as mean-subtraction, down-sampling with anti-aliasing 

Chebyshev filters, low-pass Butterworth 6th order filtering with a cut-off frequency of 250 Hz were 

used. Resonant frequencies appear as peaks in the frequency spectrum plots at frequency values 

Figure 6.28 Frequency spectrum of acceleration responses 



  

 

149 

 

of 10 Hz, 17 Hz and 36 Hz.  Fig. 6.29 shows the acceleration time-histories from another test run 

truncated at 1s recording length. An output-only stochastic subspace identification [16-19] 

technique with different model orders was used to determine the natural frequencies of the 

prototype beam. A stabilization plot was constructed, using stochastic subspace identification to 

Figure 6.29 Acceleration time-histories from test-run 2 truncated to 1s 

Figure 6.30 Stabilization plot from stochastic subspace system identification 
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identify frequencies repeating for different model orders as shown in Fig. 6.30. Table 6.2 shows 

the natural frequencies and the damping ratios for the first three modes. This method confirmed 

the resonant frequencies of 10 Hz, 17 Hz and 36 Hz for the mounting beam.   

 

6.7. Conclusions  

This chapter discusses the tie-sonar prototype designed for testing on a moving cart at 

UCSD’s Rail Defect Testing Facility. The various components of the prototype are first described, 

along with key signal processing routines utilized to extract the time-of-flight measurements from 

the airborne acoustic signals. It is explained how the system is able to compute 3D tie deflection 

measurements (i.e. vertical deflections and twisting of the ties) in a completely non-contact manner 

(the recommended 3in sensor clearance envelope from the top of the rail is amply satisfied). The 

ability to extract 3D tie deflections is expected to greatly improve the identification of adverse rail 

support conditions (e.g., tie center binding), hence improving rail safety. 

In the first set of tests at the Rail Testing Facility, five independent runs were conducted at 

sustained walking speed for a total of nine ties scanned during each run. The tie deflections were 

computed using a time-of-flight tracking algorithm using a cross-correlation operator. Acoustic 

Table 6.2 Identified natural frequencies and damping ratios 
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signal strength and an artificial intelligence-based image classification were used as two 

independent methods to distinguish between ties and ballast.  

The results from these tests seem to confirm the ability for the system to compute 3D tie 

deflection profiles at walking speeds. The use of a reference transducer provided an adaptive 

baseline which made deflection measurements independent of variabilities in lift-off distances 

from the tie surface (absolute tie deflections). The speed of testing allowed for approximately 28 

measurement locations with a resolution of 0.25-inch along the width of each tie. At higher revenue 

speeds (~ 60 mph) this resolution is of course expected be coarser, with approximately five 

measurements (resolution of 1.4-inch) expected across each tie width. This resolution should still 

give useful information on tie twisting (besides the tie vertical deflections, whose resolution is 

only controlled by the number of transducers used along the mounting beam).  One of the 9 ties 

could not be detected based on signal-based classification, possibly because of a misalignment of 

the specific tie with respect to the transducer array that prevented the reflected signals from this 

tie to reach multiple transducers simultaneously. Different signal controls, including an adaptive 

signal strength threshold, could be considered in the future to further improve the tie identification 

process. The image-based classification was able to detect this tie. Hence the image-based tie vs. 

ballast classification could be used in the future to complement the signal-based classification 

method.  

The tests also included a validation process for the precision of the tie distance positions 

extracted from the airborne signals. For this purpose, a wood plank of known height (“control” 

point) was positioned on one of the ties. The airborne signals were able to correctly “see” this 

control point with a distance measurement that closely matched the “true” distance. This test gave 
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great confidence on the ability of this system to extract accurate 3D deflection information for the 

ties.  

One of the potential challenges of any non-contact rail sensing system is the tolerance to 

vibrations. To address this aspect, dynamic tests were conducted on the test platform. Specifically, 

coins were installed on both rails prior to the “control” point tie to induce a sudden “jump” of the 

cart (impulse vibration). Accelerometers placed on the mounting beam and two different dynamic 

characterization algorithms identified resonance frequencies of this beam to be 10 Hz, 17 Hz and 

36 Hz. This information will be useful for any future installation of this beam on a train moving at 

higher speed. More importantly, the tie deflection measurements extracted at the “control” tie with 

the coin-induced vibrations matched closely with those extracted previously without the coin-

induced vibration. This result confirmed the good tolerance of the designed prototype to vibrations, 

at least at the walking speeds utilized for this set of tests.  
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Chapter 7. In-Motion Full-Field Railroad 

Crosstie Deflection Measurements (Full-Scale 

Field Tests)  

7.1. Introduction 

This chapter discusses the field tests that were performed at a BNSF yard in San Diego by 

mounting the sonar-based deflection measurement prototype [1-5] on a loaded gas tank train car 

at walking test speeds. The data-acquisition system used for this test was similar to the tests 

conducted at the Rail Defect Testing Facility (RDTF) (discussed in Chapter 6) with three changes. 

First, a gasoline-operated electric generator was used to power the instrumentation. Second, the 

encoder was eliminated and to track the spatial locations along the tie-width, camera images were 

Figure 7.1 Test setup at the BNSF test yard in San Diego 
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used and is discussed in section 7.4 of this chapter. Third, the location of the camera was shifted 

near the center of the prototype beam. The data-acquisition system was programmed to trigger 

deflection measurements at a constant pulse repetition rate of 100 Hz. The mounted system is 

shown in Fig. 7.1. The system was mounted on a loaded gas tank car with a total load of 150 tons 

and 75 tons on each axle. 

7.2. Test Procedure 

Test runs were performed at walking speeds (~ 5 mph) over a tangent section of track with 

wood ties. For each test run, scanning of ties started from the center of the first tie until the center 

of the last tie. A total of 150 ties were scanned during each test run. Data acquisition was stopped 

after the last tie was scanned, and the train was brought back to the first tie to begin the next test 

run. A total of 4 test runs were performed and the same ties were scanned during each test run. 

Due to different mounting conditions, the average distance between the transducer to the tie surface 

(lift-off distance) for these tests was around 15 inches which was higher than the average distance 

Figure 7.2 Bias removal from tie deflection measurements 
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for the RDTF tests (11 inches). Despite the higher lift-off distance, the strength of the reflected 

waveform was still found to be high enough for stable deflection measurements.  

7.3. Bias Removal from Computed Deflections 

One concern that was observed during the BNSF tests was some misalignment of the 

transducer beam that introduced some bias in the deflection measurements. This type of 

misalignment occurred because the transducer on one end of the beam was sitting lower than the 

transducer at the other end of the beam. Fig. 7.2 the schematic of the issue. Fig. 7.2 shows that 

transducer 1 on one end of the beam sits lower than transducer 6 on the other end because the 

transducer mounting beam is not perfectly horizontal. Such an arrangement produces some 

spurious deflections even if the tie is perfectly straight as shown in Fig. 7.2 with transducer 1 

measuring a deflection in the downward direction (-δ) and transducer 6 measuring a deflection in 

the upward direction (+δ). Similarly, the deflections at transducer locations 2, 4, 5 are also off and 

a linear variation of spurious deflections is observed. The magnitude of bias (δ) at transducer 

locations 1 and 6 is the same because they are equidistant from the center of the mounting beam 

where the reference transducer is located (location 3). To remove the bias, the average difference 

in deflections at transducer locations 1 and 6 was computed over several different ties and this 

computed value in the average sense would converge to 2δ (assuming the two ends of the tie would 

be at the same level in an averaged sense over a number of ties). Once the magnitude of the bias 

is determined at the two ends of the beam (δ), a bias negating value is added to each transducer 

deflection measurement to effectively remove the bias. For example, the bias negative value at 

locations 1 and 6 would be +δ and -δ respectively. The bias negating values at locations 2, 4, 5 can 

be determined from similarity of triangles since the distances between transducer locations is 
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known. All results presented in the subsequent sections include the bias removal technique 

discussed here.   

7.4. Image Processing for Spatial Location Along Tie 

Width and Tie Boundary Demarcation 

A high frame-rate camera was used to capture images during the test run. By processing 

the captured images, two main goals were achieved. First, the travel distance was extracted to 

determine the spatial resolution required in visualizing the obtained results from signal-based tie 

condition assessment. Second, a machine learning-based object classification was performed to 

supplement the signal-based tie-ballast discrimination.  

7.4.1.Extracting the Travel Distance by Image Analysis 

7.4.1.1 Converting Pixel Domain to Physical Domain 

Since the measurements extracted by image inspection are in the pixel domain, a mapping 

factor is required to convert the measurements into the physical length domain. The mapping factor 

is calculated through a calibration study. For this purpose, the width of the first four ties were 

measured in the field. Next, inspecting the images captured by the camera, one which covers end-

to-end edges of the corresponding tie was selected and using thresholding techniques, a purified 

and polished grey-scale version of the image was reproduced, in which the edges of the ties can 

be clearly identified (see Fig. 7.3). Note that since the camera was rotated by 45° to put in the 

holder, the images were rotated back by –45° before analysis to have the ties in an orientation 

parallel to the local horizontal axis of the field of view. Selecting one point on the lower edge and 

one point on the upper edge of the given tie, a straight line (parallel to the local horizontal axis of 

the image) was fitted through, and the distance between the two lines was computed to represent 
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the width of the tie in the pixel domain (see Fig. 7.3). The procedure was repeated three times for 

each tie by selecting different sets of points on the edges and the average of the pixel-domain 

widths was used to calculate the mapping factor. Equivalency between the in-situ measurements 

and pixel-domain estimations of the ties’ width revealed that each pixel is equal to 0.0130 inch. 

7.4.1.2 Estimating Travel Distance Between Two Consecutive Images 

The travel distance between two successive images can reveal the spatial resolution of the 

probing system. The details of the technique used to estimate the travel distance are explained 

herein. In a laboratory-scale preliminary investigation, it was revealed that by setting the camera’s 

specifications to capture and save images with a steady rate of 100 frames per second, a 

considerable number of the frames are missed because of buffer size issues. In such a condition, 

although the repurposed footage can be smooth enough due to the overlap between the saved 

frames, lowering the number of the missed frames is preferred to maximize the details extracted 

from the images. By optimizing the camera’s specifications to reach the optimal and timely buffer 

release, missed frames were observed in a one-in-between (i.e., alternate) scheme. This 

configuration was used in the present study, which is beneficial in terms of retrieving the missing 

Figure 7.3 Estimation of the tie’s width in the pixel domain 
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frames, which is discussed in the next subsection. To estimate the travel distance between two 

successive saved images, a relatively wide inspection region was selected in each frame and the 

Speeded-Up Robust Features (SURF) algorithm [6] was used to find blob features in each frame. 

The robust trackable points were automatically selected and tracked by Kanade-Lucas-Tomasi 

(KLT) tracker algorithm [7] through the next available frame. Because of the relatively wide 

inspection region, many robust features were selected and tracked; however, some of them are 

recognized as invalid points in meeting the track reliability criteria. Missing of the tracked point 

in the successive frame due to its new position somewhere out of the defined inspection region is 

one of the main reasons that makes a track invalid. Such points were automatically detected and 

removed from the analyses. Moreover, an outlier analysis was performed on the reported pixel-

domain relative travel distances to reach a set of homogeneous data. Note that dislocating the 

robust features because of local oscillation and sudden change in either the natural light or lens’s 

focus can add outliers to the data. Eventually, the average of the pixel-domain travel distances 

Figure 7.4 Relative travel distance for test #2. Each data point represents the 

relative travel distance of the corresponding image count with respect to the 

previous image count. 
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reported by the tracked features was computed as the travel distance between two successive saved 

frames. Repeating this procedure for all the existing frames, the “relative” displacement between 

two saved images was achieved, as shown in Fig. 7.4 for test #2. Some local oscillations in the 

reported relative displacements are observed, which are because of the camera’s “ego-motion” 

induced by the rigid body-type vibration of the prototype beam. To mitigate this issue, a data-

smoothing technique based on local regression (using weighted linear least squares and a 2nd 

degree polynomial model) was employed and a curve was fitted to the data. Moreover, a baseline 

shift was applied to the fitted curve to decline the low-level oscillations during initial waiting time, 

before the train starts to move. 

7.4.1.3 Retrieving Region of Interest for Missed Frames 

The Region of Interest (ROI) is defined as a circle with a diameter of 3.9 cm, which is 

equivalent to the effective area probed by the transducer. In the saved images, the ROI is isolated 

by placing a circle with an equivalent diameter of 118.11 pixels at the center of the images. 

Considerable overlap between the successive saved images as well as the one-in-between scheme 

of the missed frames gives insights to retrieve the ROI of the missed frames from the saved images. 

For this purpose, a “forward/backward inspection” technique was proposed to find the center of 

the circle representing the ROIs associated with the missed frames. A linear interpolation was 

applied to the pixel-domain relative travel distances to find the point on the last saved image (i.e., 

the image right before the missed image) that the center of the missed ROI should be placed there. 

The accuracy of the retrieved ROI is doublechecked through a backward inspection approach: On 

the first saved image next to the missed frame, a template ROI was gradually slipped back in a 

direction against the train movement direction to make the candidates for the missed ROIs. Then, 

the Structural Similarity Index (SSIM) [8] between the retrieved and candidate ROIs was 
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computed. If SSIM is greater than 90% for a candidate ROI, a complete similarity between the 

retrieved ROI and the candidate ROI is reported. A further calculation was also carried out to 

check if the estimated relative travel distance between the centers of the retrieved and the next 

available ROIs matches with the corresponding portion of the travel distance adapted from linear 

interpolation-based analysis. Employing the mentioned forward/backward inspection, all the 

missed ROIs were retrieved. The backward inspection-based analysis revealed that the linear 

interpolation employed in the forward inspection-based is an acceptable assumption to retrieve the 

missed ROIs. 

7.4.2. Machine Learning-Based Tie-Ballast Classification  

The machine learning-based image classification approach to tie/ballast image 

discrimination was introduced in Chapter 6. Herein, this approach is used for image classification 

in the tests conducted at BNSF yard. The classification is based on texture analysis of the objects 

observed in the ROIs. Sample images of the ROIs (containing ties and ballasts) are randomly 

selected among all the images and the identifier is trained using Support Vector Machine (SVM) 

method. In the present study, 65 images of the ties and 65 images of the ballasts were used to train 

and test the identifier. In total, 106560 features were extracted for each category (i.e., ties and 

ballasts) using the Bag-of-Words (BoW) texture analysis technique, and 80% of the strongest 

features for each category was selected to make 500 visual words using K-Means clustering 

approach. Feeding the histogram of the visual words into the SVM core, the identifier was trained. 

The kernel option of the SVM was enabled to ensure that the outliers are removed from the samples 

sorted for the training step. The confusion matrix of the evaluation process for the test set of the 

randomly selected images returned an accuracy of 95% for the trained identifier. In the next step, 

the identifier was used to classify tie/ballast images. A complete set of ROIs, (17966 and 13879 
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images for tests #1 and 4, respectively (including the retrieved ROIs)), were recalled and the 

identified class was reported as the output of the system. Fig. 7.5 shows the obtained tie/ballast 

classification results (plotted on the image processing-based reconstructed travel distance) for test 

run 1. There were ~150 ties in the tested path and all were correctly identified by the trained system. 

Note that in Fig. 7.5, the travel distance has been plotted as a function of image count. Therefore, 

for a given image count, the cumulative travel distance (with respect to the start point) can be 

extracted by checking the corresponding point on the vertical axes and accordingly, the object 

observed in that location is identified. The white strips between the identified ties represent the 

segments classified as ballast.  

 

Figure 7.5 Image-based reconstructed travel distance and the obtained 

tie/ballast image classification results for test #1. 
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7.5. Results 

7.5.1. 3D Tie Deflection Profiles 

Signal processing routines as outlined in Chapter 5 were used to compute the tie surface 

deflection profiles. Fig.  7.6 shows the 3D tie deflection profile for two ties (A & B) for two 

different independent test runs.  

Fig. 7.7 shows the 3D tie deflection profiles of 9 ties scanned during one of the test runs. 

The white regions in some of the ties indicate missed points where sufficient signal strength was 

Figure 7.6 3D deflection profiles for two different ties in two independent test runs 
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not achieved at all six transducers and therefore reliable measurements could not be obtained. The 

consistency in the reconstructed 3D profiles of the same tie for two different runs can be observed 

indicating that the deflection measurements are reasonably precise.  

Fig. 7.8 shows the longitudinal and transverse (twisting) deflections for three ties in one 

test run with the deflections scaled by 20x for better visualization. From Fig. 7.8 it is clear that 

both longitudinal deflections and tie cross-sectional twisting deformations can be obtained due to 

multiple measurements from different areas of the tie. It must be noted that walking test speeds 

allows a larger number of measurements along the tie width and fewer locations might be probed 

at higher testing speeds.  

7.5.2. Displacement Accuracy Verification 

A wooden block of known thickness was placed on one of the ties (control tie) in a way 

such that only transducer-1 would scan the plank. Fig. 7.9 shows the block placed on the tie. Fig. 

7.10 shows the 3D tie surface deflection for the control tie with the wood block. The wood block 

can be seen in the influence region of transducer-1 as an increase in surface elevation. Fig. 7.11 

shows the tie width profile at transducer-1 with the block appearing as a rise in the surface 

elevation over the width with respect to the baseline and again falling to baseline after transducer-

1 completes scanning the block. The apparent tapering of the wood block across the influence zone 

of transducer-1 (Ch1) in Fig. 7.10 is an artefact produced by the linear interpolation performed 

between two transducer deflections to ensure continuity of the longitudinal deflection profile. 
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Figure 7.7 3D deflection profiles of 9 ties scanned in a test run 
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Figure 7.8 Longitudinal and transverse deflection profiles of 3 different ties with deflections 

scaled by 20x 
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23 mm 

(“true” 

Figure 7.10 3D tie deflection profile with 

wood block near transducer 1 

 

 

Figure 7.11 Tie width profile at transducer location-1 for control 

tie with wood block 

  

 

Figure 7.9 Wood block placed 

on one of the ties 
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7.6. Statistical Analysis 

A statistical analysis was performed to evaluate the repeatability of the deflection 

measurements of the ties for different runs. The tie deflections at the two ends were tracked with 

respect to the central deflection for different ties and a mean and standard deviation of the 

deflections was computed over 4 different test runs. Fig. 7.12 shows the mean tie deflections for 

the first 20 ties. Fig. 7.13 shows the standard deviation for the first 20 ties. Standard deviations for 

most ties are less than 0.5 mm indicating good precision when tests are repeated. 

 

Figure 7.12 Mean tie end deflections of the first 20 ties computed over 4 test runs 

Figure 7.13 Standard deviation of tie end deflections of the first 20 ties computed 

over 4 test runs 
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7.7.Conclusions 

This chapter discusses the tests conducted at the BNSF rail yard in San Diego with the 

sonar-based prototype mounted on a loaded gas tank train car. Testing parameters included 

validating the precision and accuracy of tie deflection measurements with the ultrasonic system at 

walking test speeds. Results obtained in these tests closely reflect those obtained during the tests 

conducted at the RDTF discussed in chapter 6. The use of camera acquired images to track spatial 

locations along the tie width was introduced as a convenient alternative to using an encoder. The 

reconstructed 3D tie surface profiles indicate that both longitudinal and transverse (twisting) 

deflections could be reasonably estimated using the proposed technique. The tests were conducted 

on a relatively new section of tangent track where the old ties had been reportedly replaced with 

new ties about three years ago. Since most of the ties were new and pristine, the system was not 

able to identify any ties with center-binding support conditions during these tests. Preliminary 

results, however, suggest that such defective support conditions can possibly be identified.  

7.8. Acknowledgements 

This work was funded by the US Federal Railroad Administration under contract 

693JJ619C000019 with Mr. Cameron Stuart as the Program Manager. 

Chapter 7, in part, is currently being prepared for submission for publication of the material as 

it may appear in the following paper: Datta, D., Hosseinzadeh, A. Z., Cui, R., Lanza di Scalea, F. 

In-Motion Ultrasonic Non-contact Full-Field Railroad Crosstie Deflection Measurements During 

Full-Scale Field Tests. The dissertation author was the primary investigator and author of this 

paper.  



  

 

171 

 

7.9. References 

[1] Datta, D., Hosseinzadeh, A. Z., Cui, R., & di Scalea, F. L. (2023). High-speed 3D railroad 

tie deflection mapping in real-time using an array of air-coupled non-contact transducers. Lecture 

Notes in Civil Engineering, 254, 895–904. https://doi.org/10.1007/978-3-031-07258-

1_90/FIGURES/9 

[2] Hosseinzadeh, A. Z., Datta, D., & Scalea, F. L. di. (2022). In-motion railroad tie deflection 

measurement via ultrasonic airborne sonar and computer vision techniques. Research in 

Nondestructive Evaluation, 1–21. https://doi.org/10.1080/09349847.2022.2136808 

[3] Hosseinzadeh, A. Z., Datta, D., & di Scalea, F. L. (2022). Railroad crosstie deflection 

measurement via ultrasonic airborne sonar and computer vision techniques. ASNT Research 

Symposium. https://doi.org/10.32548/RS.2022.011 

[4] Stuart, C., Lanza di Scalea, F. (2022). Air-borne tie sonar for loaded tie deflection 

measurements. Department of Transportation. Federal Railroad Administration. Office of 

Research. https://doi.org/10.21949/1503647 

[5] Hosseinzadeh, A. Z., Datta, D., & Scalea, F. L. di. (2022). Artificial intelligence-based 

approach to estimate relative deflection of railroad ties using airborne ultrasonic testing. SPIE, 

12048, 300–308. https://doi.org/10.1117/12.2617558 

[6] Bay, H., Ess, A., Tuytelaars, T., & Van Gool, L. (2008). Speeded-Up Robust Features 

(SURF). Computer Vision and Image Understanding, 110(3), 346–359. 

https://doi.org/10.1016/J.CVIU.2007.09.014 

[7] Baker, S., & Matthews, I. (2004). Lucas-Kanade 20 years on: A unifying framework. 

International Journal of Computer Vision, 56(3), 221–255. 

https://doi.org/10.1023/B:VISI.0000011205.11775.FD 

[8] Wang, Z., Bovik, A. C., Sheikh, H. R., & Simoncelli, E. P. (2004). Image quality 

assessment: from error visibility to structural similarity. IEEE Transactions on Image Processing, 

13(4), 600–612. https://doi.org/10.1109/TIP.2003.819861 

 

 

 

  



  

 

172 

 

Chapter 8. Conclusions and Future Work 

This study presented novel inspection techniques utilizing advanced digital signal 

processing routines for non-contact high-speed ultrasonic monitoring of railroad tracks using air-

coupled transducers. The proposed technologies could help make the railroad industry safer and 

more reliable by detecting defects in rails and degraded ballast support conditions at early stages 

and preventing accidents. The concluding remarks and future avenues for each inspection 

technique is discussed in this chapter. 

8.1. Passive Rail Inspection Technique 

Chapters 2, 3, 4 on the passive rail inspection technique presented the analysis of a high-

speed non-contact ultrasonic approach that utilized the rolling train wheels as the excitation. The 

transfer function of the rail between two points was extracted passively from a normalized cross 

correlation operation on the signals recorded by two transducers. The attraction of this idea is the 

possibility to install it in trains running at revenue speed, therefore with no or minimal disruption 

of normal train traffic operations and a great opportunity for test redundancy. Data from a 

prototype tested in the field at TTCI were analyzed in terms of ROC curves to evaluate its detection 

performance for joints, welds, and internal defects. In particular, the performance was evaluated 

as a function of various relevant operational parameters, including different excitation strengths, 

defect position margins, test speed, length of statistical baseline distribution, and multiple runs. 

The results generally show expected trends, such as improved performance with higher speeds, 

larger defect position margins, smaller baseline lengths, and multiple runs. Results from tests 

conducted with an improved inspection prototype with a controlled acoustic source were also 

discussed. Possible future avenues of research could include the following: 
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1. Additional signal metrics could be considered in the feature vector of the outlier analysis 

to further enhance the robustness of the discontinuity detection.  

2. An interesting exercise that could be carried out is to process the data in the opposite 

direction of the running train, i.e., by comparing a “current” location with a baseline collected 

“ahead” of the train. This analysis should theoretically provide the same ROC results, although 

there may be ways to exploit the double directions for improved detection performance. 

3. The effect of train loads on the defect detection performance could be investigated. It can 

be reasonably assumed that test cars with higher payloads would generate higher energies into the 

rail and possibly improve the detection performance. 

8.2. Tie Inspection Technique 

Chapters 5, 6, 7 discussed a technique and prototype under development for the 

measurement of 3D deflections of railroad ties in motion. The various components of the system 

along with key signal processing routines utilized to extract the time-of-flight measurements from 

the airborne acoustic signals were discussed. The proposed technique is capable of measuring full-

field 3D tie deflections (i.e., vertical deflections and twisting) in a completely non-contact manner 

conforming with the 3-inch clearance requirement from the rail surface for non-contact inspections. 

The ability to extract 3D tie deflections is expected to greatly improve the identification of adverse 

rail support conditions (e.g., tie center-binding), hence improving rail safety. Acoustic signal 

strength-based demarcation of tie boundaries was utilized to differentiate between signals coming 

from the ties and ballast to ensure continuous and smooth operation eliminating the requirement 

of stop and go measurements. The results from the tests conducted at the RDTF and BNSF 

facilities confirm the ability for the system to compute 3D tie deflection profiles at walking speeds. 

The use of a reference transducer provided an adaptive baseline which made deflection 
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measurements independent of variabilities in lift-off distances from the tie surface (absolute tie 

deflections). While the low speeds of the testing allowed a spatial resolution of 0.25-inch along 

the width of each tie, at higher speeds (e.g., revenue speed) this resolution is of course expected 

be coarser, with approximately five measurements (resolution of 1.4-inch) expected across each 

tie width at 60 mph. This resolution should still give useful information on tie twisting (besides 

the tie vertical deflections, whose resolution is only controlled by the number of transducers used 

along the mounting beam). The tie deflection measurements extracted at the “control” tie with the 

coin-induced vibrations matched closely with those extracted without the coin-induced vibrations. 

This result confirmed the good tolerance of the designed prototype to vibrations, at least at the 

walking speeds utilized for the set of tests in the current phase of the project.  Possible future 

avenues of research could include the following: 

1. Ties that are misaligned with respect to the transducer array present a challenge for 

measuring deflections and demarcating tie boundaries. For misaligned ties, drifted measurements 

could be utilized such that deflection measurements from different transducers at different 

positions along the width of the tie could be used computing the deflection profile in the 

longitudinal direction of the misaligned tie.  

2.  Different signal controls, including an adaptive signal strength threshold, could be 

considered in the future to further improve the tie boundary demarcation process. 

3. Since, measurements of deflections are made only on the tie surface, pre-existing surface 

undulations may erroneously appear as tie deflections. Moreover, surface measurements alone may 

not fully indicate the extent of deformations on the bottom surface of the tie which is in contact 

with the ballast. To evaluate “true deflections”, two transducer arrays (one placed near the axles 

that produce higher loads on the ties and one placed away from the axles producing lower loads 
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on the ties) could be utilized. The difference in load factors for the different locations of the arrays 

could be utilized to compute differential deflections to extract the “true deflections”. For example, 

the measurements from the array placed away from the axles could be used as a baseline and the 

measurements from the array located closer to the axle could be compared to the baseline 

measurements to obtain the “true deflections”.  

4. The LabVIEW user interface could be updated with controls for autonomously identifying 

ties with center-binding. Moreover, tests need to be conducted at higher speeds to study the effects 

of vibrations on the deflection measurements.  

 

 

 

 

 

 

 

 

 

 




