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Abstract

Influences in Voting and Growing Networks
by
Mikloés Zoltdn Racz
Doctor of Philosophy in Statistics
University of California, Berkeley

Professor Elchanan Mossel, Chair

This thesis studies problems in applied probability using combinatorial techniques. The
first part of the thesis focuses on voting, and studies the average-case behavior of voting
systems with respect to manipulation of their outcome by voters. Many results in the field
of voting are negative; in particular, Gibbard and Satterthwaite showed that no reasonable
voting system can be strategyproof (a.k.a. nonmanipulable). We prove a quantitative version
of this result, showing that the probability of manipulation is nonnegligible, unless the voting
system is close to being a dictatorship. We also study manipulation by a coalition of voters,
and show that the transition from being powerless to having absolute power is smooth. These
results suggest that manipulation is easy on average for reasonable voting systems, and thus
computational complexity cannot hide manipulations completely.

The second part of the thesis focuses on statistical inference questions in growing ran-
dom graph models. In particular, we study the influence of the seed in random trees grown
according to preferential attachment and uniform attachment. While the seed has no effect
from a weak local limit point of view in either model, different seeds lead to different distri-
butions of limiting trees from a total variation point of view in both models. These results
open up a host of new statistical inference questions regarding the temporal dynamics of
growing networks.
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Chapter 1

Introduction

Recent advances in technology have given us an unprecedented amount of data in a variety
of disciplines throughout the social and natural sciences. This boom has greatly stimulated
the fields of probability and statistics, bringing both new perspectives to classical problems
and raising entirely new ones. For example, new types of data, such as time series of evolving
networks, are becoming increasingly easier to collect. The availability of such data highlights
the importance of considering the dynamic nature of natural and social processes.

This thesis considers if and how certain properties of a dynamic process influence its
outcome. In particular, it contains contributions to two topics which have seen exciting new
challenges and developments in recent years: voting and networks. The first part focuses
on how easily individual voters, or a coalition of voters, can manipulate the outcome of an
election by changing their votes. The second part studies statistical inference questions in
growing random graphs, particularly how the initial “seed” influences the graph’s structure
when it is very large.

1.1 Quantitative social choice

Collective decision making has been a cornerstone of civilized society since the first democ-
racy was established in ancient Athens. The foundations of the study of voting systems,
termed social choice theory, were not laid out until 18" century France by Borda and Con-
dorcet. In particular, Condorcet noticed the following paradox [18]: when ranking three
candidates, a, b, and ¢, it may happen that a majority of voters prefer a over b, a majority
prefers b over ¢, and a majority prefers c over a. This produces an “irrational” circular rank-
ing of the candidates. In the mid-20*® century, Arrow’s impossibility theorem [4, 5] showed
that this paradox holds under very natural assumptions, thus marking the basis of modern
social choice theory.

Perhaps frighteningly, many results in the field of voting are negative: if there are three
or more candidates, then it is impossible to design a voting system that satisfies a few
desired properties all at once. For instance, a naturally desirable property of a voting sys-
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tem is strategyproofness (a.k.a. nonmanipulability): no voter should benefit from voting
strategically, i.e., voting not according to her true preferences. However, Gibbard [32] and
Satterthwaite [67] showed that no reasonable voting system can be strategyproof.

This has contributed to the realization that it is unlikely to expect truthfulness in voting,
opening up a host of questions with regard to how voters will behave in a variety of situations.
Strategizing behavior can be very complex and can lead to undesired outcomes; in fact,
even the unanimously least-preferred candidate might end up winning. This problem is
increasingly relevant in the area of artificial intelligence and computer science as well, because
virtual elections are now an established tool in preference aggregation [27], often with a very
large number of candidates, unlike for classical elections. Consequently, there have been
many branches of research devoted to understanding the extent of the manipulability of
voting systems, and to finding ways of circumventing the negative results.

One approach, introduced by Bartholdi, Tovey, and Trick [7], suggests computational
complexity as a barrier against manipulation: if it is computationally hard for a voter to
manipulate, then she would just tell the truth. This approach has been fruitful in the past 25
years, and computer scientists have shown that several voting systems are computationally
resistant to manipulation. However, this is a worst-case approach, and while worst-case
hardness of manipulation is a desirable property for a voting system to have, this does not
tell us anything about typical instances of the problem—is it easy or hard to manipulate on
average?

Understanding the average-case behavior of voting systems is the main goal of quantita-
tive social choice, which is the topic of the first part of this thesis. We first prove a quanti-
tative version of the classical Gibbard-Satterthwaite theorem, showing that the probability
of manipulation is nonnegligible, unless the voting system is close to being a dictatorship.
The main message of this result is that manipulation is easy on average for reasonable vot-
ing systems, and thus computational complexity cannot hide manipulations completely. We
then study the ability of a coalition of voters to manipulate, and show that there is a smooth
transition from being powerless to having absolute power. Since smooth phase transitions
are often found in connection with computationally easy (polynomial) problems, this result
suggests that deciding the coalitional manipulation problem may not be computationally
hard in practice.

1.2 Statistical inference in networks

Data arising from real-world networks open up numerous challenging statistical inference
problems. As complex systems often exhibit strong structural properties, it is natural that
community detection has received a lot of attention. However, stepping away from static
networks and considering out-of-equilibrium systems, such as growing networks, it is apparent
that there are a host of challenging statistical inference problems that have not yet been
considered previously. Indeed, perhaps the most important questions concern the temporal
dynamics of these systems. For instance, given the current state of the network, what can
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we say about a previous state, perhaps far back in time?

A useful theoretical approach is to consider such questions on natural generative models
of randomly growing graphs which capture salient features of real-world networks. Given a
growing sequence of random graphs, perhaps the most basic question of this kind is whether
the initial “seed” graph influences the structure of the graph at large times. If so, then in
what sense? This is the problem that we tackle in the second part of the thesis, where we
study the influence of the seed in two natural models of randomly growing trees: preferential
attachment and uniform attachment.

We first study preferential attachment trees, where at every time step a new node is
added to the tree, together with an edge connecting it to an existing node, chosen randomly
with probability proportional to its degree. We show that the seed tree indeed influences
the growing tree at large times: if S and T are two trees with different degree profiles,
then preferential attachment trees started from these seeds and viewed at any large time
n, PA(n,S) and PA(n,T), are statistically distinguishable. Subsequently, our work was
extended by Curien et al. [21], who showed that the above holds also when S and T have
the same degree profile but are nonisomorphic.

We then consider uniform attachment trees, where the incoming node connects to an
existing one picked uniformly at random, and show that the same conclusion holds: each
seed leads to a unique limiting distribution of the uniform attachment tree. We also prove, in
both models, that no information can be gained about the seed by using only local statistics
when the system size is large enough, and so global statistics of the tree are needed for
inferring the seed.

These works are just the beginning of a larger investigation into statistical inference
questions in growing networks. An immediate challenge is to understand the influence of the
seed in other models of growing graphs. Another important, but more difficult, question is
that of estimation: can one find the seed in a large random graph? Considering the effect
of noise, extra information, and other variables that are present in real-world networks will
make the picture clearer. Our hope is that the work presented in this thesis serves as a
stepping stone for future investigations into these challenges.

1.3 Overview

Part |[| of the thesis studies influences in voting. In Chapter [2| we state and prove our quanti-
tative Gibbard-Satterthwaite theorem; this chapter is joint work with Elchanan Mossel |52,
53]. Next, we study coalitional manipulation in Chapter , which is joint work with Elchanan
Mossel and Ariel Procaccia [51]. Part [I1) of the thesis studies influences in growing networks.
After formalizing the main questions and results in Chapter [d, we prove our results for
preferential attachment and uniform attachment in Chapters [5] and [6] respectively. These
chapters are joint works with Sébastien Bubeck and Elchanan Mossel [14], and Sébastien
Bubeck, Ronen Eldan, and Elchanan Mossel [15], respectively.
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Chapter 2

A quantitative GGibbard-Satterthwaite
theorem

2.1 Introduction

As discussed in Chapter [1} Part [I] of this thesis focuses on problems in quantitative social
choice. In particular, the goal of this chapter is to prove a quantitative version of the classical
Gibbard-Satterthwaite theorem. Let us begin by specifying the problem more formally.

We consider n voters electing a winner among k alternatives. We denote by [k] :=
{1,2,...,k} the set of alternatives, and the voters specify their opinion by giving a strict
ranking of the alternatives, also known as a total order of them. Equivalently, one can
think of a vote as a permutation of the alternatives, from most-preferred to least-preferred.
Accordingly, we denote the set of all possible total orderings of the k alternatives by Sy,
and note that this set has cardinality k!. A collection of rankings by the voters is called a
ranking profile, and is an element of S, which is the n'" Cartesian power of Sj, and which
has cardinality (k!)". The winner is determined according to some predefined social choice
function (SCF) f : S — [k] of all the voters’ rankings. We say that a SCF is manipulable
if there exists a ranking profile where a voter can achieve a more desirable outcome of the
election according to her true preferences by voting in a way that does not reflect her true
preferences (see Definition [2.1| for a more detailed definition).

The Gibbard-Satterthwaite theorem states that any SCF which is not a dictatorship (i.e.,
not a function of a single voter), and which allows at least three alternatives to be elected, is
manipulable. As discussed in Section [I.1] this has led to a lot of effort in trying to understand
how voters will act. We are particularly interested in typical instances of the problem—is it
easy or hard to manipulate on average?

A recent line of research with an average-case algorithmic approach has suggested that
manipulation is indeed easy on average; see, e.g., Kelly [44], Conitzer and Sandholm [19],
Procaccia and Rosenschein [65], and Zuckerman et al. [80] for results on certain restricted
classes of SCF's (see also the survey [27]).
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A different approach was taken by Friedgut, Kalai, Keller and Nisan 29} [30], who looked
at the fraction of ranking profiles that are manipulable. To put it differently: assuming
each voter votes independently and uniformly at random (known as the impartial culture
assumption in the social choice literature), what is the probability that a ranking profile is
manipulable? Is it perhaps exponentially small (in the parameters n and k), or is it non-
negligible? Of course, if the SCF is nonmanipulable then this probability is zero. Similarly,
if the SCF is “close” to being nonmanipulable in some sense, then this probability can be
small. We say that a SCF f is e-far from the family of nonmanipulable functions, if one
must change the outcome of f on at least an e-fraction of the ranking profiles in order to
transform f into a nonmanipulable function. Friedgut et al. conjectured that if £ > 3 and
the SCF f is e-far from the family of nonmanipulable functions, then the probability of a
ranking profile being manipulable is bounded from below by a polynomial in 1/n, 1/k, and
€. Moreover, they conjectured that a random manipulation will succeed with nonnegligible
probability, suggesting that manipulation by computational agents in this setting is easy.

Friedgut et al. proved their conjecture in the case of k = 3 alternatives, showing a lower
bound of Ce®/n in the general setting, and C’e?/n in the case when the SCF is neutral
(commutes with changes made to the names of the alternatives), where C,C" are constants.
Note that this result does not have any computational consequences, since when there are
only k = 3 alternatives, a computational agent may easily try all possible permutations of
the alternatives to find a manipulation (if one exists). Several follow-up works have since
extended this result. First, Xia and Conitzer 75| used the proof technique of Friedgut et al.
to extend their result to a constant number of alternatives, assuming several additional
technical assumptions. However, this still does not have any computational consequences,
since the result holds only for a constant number of alternatives. Dobzinski and Procaccia [23]
proved the conjecture in the case of two voters under the assumption that the SCF is Pareto
optimal. Finally, the latest work is due to Isaksson, Kindler and Mossel [40, 41], who
proved the conjecture in the case of k > 4 alternatives with only the added assumption of
neutrality. Moreover, they showed that a random manipulation which replaces four adjacent
alternatives in the preference order of the manipulating voter by a random permutation of
them succeeds with nonnegligible probability. Since this result is valid for any number of
(k > 4) alternatives, it does have computational consequences, implying that for neutral
SCFs, manipulation by computational agents is easy on average.

In this chapter we remove the neutrality condition of Isaksson et al. and resolve the
conjecture of Friedgut et al.: if & > 3 and the SCF f is e-far from the family of nonma-
nipulable functions, then the probability of a ranking profile being manipulable is bounded
from below by a polynomial in 1/n, 1/k, and . We continue by first presenting our results,
then discussing their implications, and finally we conclude this section by commenting on
the techniques used in the proof.
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2.1.1 Basic setup

Recall that our basic setup consists of n voters electing a winner among k alternatives via a
SCF f: S} — [k]. We now define manipulability in more detail:

Definition 2.1 (Manipulation points). Let o € S be a ranking profile. Write a 2 b to
denote that alternative a is preferred over b by voter i. A SCF f: S} — [k] is manipulable
at the ranking profile o € S if there exists a o’ € S} and an i € [n] such that o and o’ only
differ in the i coordinate and
f(0) > f (o).

In this case we also say that o is a manipulation point of f, and that (o, 0’) is a manipulation
pair for f. We say that f is manipulable if it is manipulable at some point 0. We also say
that o is an r-manipulation point of f if f has a manipulation pair (o,0’) such that o’ is
obtained from o by permuting (at most) r adjacent alternatives in one of the coordinates of
o. (We allow r > k—any manipulation point is an r-manipulation point for r > k.)

Let M (f) denote the set of manipulation points of the SCF f, and for a given r, let
M, (f) denote the set of r-manipulation points of f. When the SCF is obvious from the
context, we write simply M and M,..

Gibbard and Satterthwaite proved the following theorem.

Theorem 2.1 (Gibbard-Satterthwaite [32, [67]). Any SCF f: S} — [k] which takes at least
three values and is not a dictator (i.e., not a function of only one voter) is manipulable.

This theorem is tight in the sense that monotone SCFs which are dictators or only have
two possible outcomes are indeed nonmanipulable. A function is nonmonotone, and clearly
manipulable, if for some ranking profile a voter can change the outcome from, say, a to b by
moving a ahead of b in her preference. It is useful to introduce a refined notion of a dictator
before defining the set of nonmanipulable SCFs.

Definition 2.2 (Dictator on a subset). For a subset of alternatives H C [k], let topy be the
SCF on one voter whose output is always the top ranked alternative among those in H.

Definition 2.3 (Nonmanipulable SCFs). We denote by NONMANIP = NONMANIP (n, k)
the set of nonmanipulable SCFs, which is the following:

NONMANIP (n, k)
={f: S = [k]| f(0) = topy (0:) for somei € [n],H C[k],H # 0}
U {f:S; = [k]| f is a monotone function taking on exactly two values} .
When the parameters n and k are obvious from the context, we omit them.

Another important class of functions, which is larger than NONMANIP, but which has
a simpler description, is the following.
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Definition 2.4. Define, for parameters n and k that remain implicit (when used the param-
eters will be obvious from the context):

NONMANIP

={f: Sy — [k]| f only depends on one coordinate or takes at most two values} .

The notation should be thought of as “closure” rather than “complement”. We remark
that in [40, 41] the set NONMANIP is denoted by NONMANIP—but these two sets of
functions should not be confused.

As discussed previously, our goal is to study manipulability from a quantitative viewpoint,
and in order to do so we need to define the distance between SCF's.

Definition 2.5 (Distance between SCFs). Define the distance D (f,g) between two SCFs
f,9: S¢ — [k] as the fraction of inputs on which they differ. In other words, D (f,g) =
P(f (o) # g(0)), where o € S} is uniformly selected. For a class G of SCFs, we write

D (f,G) = mingea D (f, 9).

The concepts of anonymity and neutrality of SCFs will be important to us, so we define
them here.

Definition 2.6 (Anonymity). A SCF is anonymous if it is invariant under changes made
to the names of the voters. More precisely, a SCF f : Sp — [k] is anonymous if for every
o= (01,...,0,) € S and every m € Sy,

f ((71, . ,Jn) = f (Uﬂ.(l), . ,O}r(n)) .

Definition 2.7 (Neutrality). A SCF is neutral if it commutes with changes made to the
names of the alternatives. More precisely, a SCF f : Sp — [k]| is neutral if for every
o= (01,...,0,) €S} and every w € Sk,

f(rooy,...,mo0,) =7 (f(0)).

2.1.2 Owur main result

Our main result, which resolves the conjecture of Friedgut et al. [29, [30], is the following.

Theorem 2.2. Suppose that we have n > 1 voters, k > 3 alternatives, and a SCF f : S} —
k] satisfying D (f, NONMANIP) > ¢. Then

P(oe M(f) >P(o€ My(f)) 2 p (%%) (2.1)

for some polynomial p, where o € S} is selected uniformly. In particular, we show a lower

€
bound Of 10397,67 166 -
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An immediate consequence is that

11
P ((o,0") is a manipulation pair for f) > q (8, -, E)
n
for some polynomial q, where o € S} is uniformly selected, and o' is obtained from o by
uniformly selecting a coordinate i € {1,...,n}, uniformly selecting j € {1,...,k — 3}, and
then uniformly randomly permuting the following four adjacent alternatives in o;: o;(j),
oi(j+1),0,(j+2), and o; (j + 3). In particular, the specific lower bound for P (o € My (f))
815

implies that we can take q (6, %, %) = JoiTLosTeT -

2.1.3 Discussion

Our results cover all previous cases for which a quantitative Gibbard-Satterthwaite theo-
rem has been established. In particular, the main novelty is that neutrality of the SCF is
not assumed, and therefore our results hold for nonneutral SCFs as well. This solves the
main open problem of Friedgut, Kalai, Keller and Nisan [29, [30], and Isaksson, Kindler and
Mossel |40, |41]. The main message of our results is that the approach of masking manip-
ulation behind computational hardness cannot hide manipulations completely even in the
nonneutral setting.

Importance of nonneutrality. While neutrality seems like a very natural assumption,
there are multiple reasons why removing this assumption is important:

e Anonymity vs. neutrality. It is known that there is a conflict between anonymity
and neutrality (recall Definitions and [2.7). In particular, there are some combina-
tions of n and k when there exists no SCF which is both anonymous and neutral.

Theorem 2.3. /55, Chapter 2.4.] There exists a SCF on n voters and k alternatives
which is both anonymous and neutral if and only if k cannot be written as the sum of
(non-trivial) divisors of n.

The difficulty comes from rules governing tie-breaking. Consider the following example:
suppose that n = k = 2, i.e., we have two voters, voter 1 and voter 2, and two
alternatives, a and b. Suppose further (w.l.o.g.) that when voter 1 prefers a over b
and voter 2 prefers b over a then the outcome is a. What should the outcome be when
voter 1 prefers b over a and voter 2 prefers a over b7 By anonymity the outcome should
be a for this configuration as well, but by neutrality the outcome should be b.

Most common voting rules (plurality, Borda count, etc.) break ties in an anonymous
way, and therefore they cannot be neutral as well (or can only be neutral for special
values of n and k). See Moulin [55, Chapter 2.4.] for more on anonymity and neutrality.

e Nonneutrality in virtual elections. As mentioned before, voting manipulation is
a serious issue in artificial intelligence and computer science as well, where virtual
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elections are becoming more and more popular as a tool in preference aggregation
(see the survey [27]). For example, consider web (meta-)search engines (see, e.g.,
Dwork et al. [25]), where one inputs a query and the possible outcomes (“alternatives”)
are the web pages (with the various search engines acting as “voters”). Here, due to
various restrictions, neutrality is not a natural assumption. For example, there can be
language-related restrictions: if one searches in English then the top-ranked webpage
will also be in English; or safety-related restrictions: if one searches in child-safe mode,
then the top-ranked webpage cannot have adult content. These restrictions imply that
the appropriate aggregating function cannot be neutral.

e Nonneutrality in real-life elections. Although not a common occurrence, there
have been cases in real-life elections when a candidate is on the ballot, but is actually
ineligible—she cannot win the election no matter what. In such a case the SCF is
necessarily nonneutral.

In a recent set of local elections in Philadelphia there were actually three such oc-
curences [70]: one of the candidates for the one open Municipal Court slot was not a
lawyer, which is a prerequisite for someone elected to this position; another judicial
candidate received a court order to leave the race; finally, in the race for a district
seat in Philadelphia, one of the candidates had announced that he is abandoning his
candidacy; yet all three of them remained on the respective ballots.

A more curious story is that of the New York State Senate elections in 2010, where
the name of a dead man appeared on the ballot (he received 828 votes) [3§].

A quantitative Gibbard-Satterthwaite theorem for one voter. A major part of
the work in proving Theorem is devoted to understanding functions of a single voter,
essentially proving a quantitative Gibbard-Satterthwaite theorem for one voter. This can be
formulated as follows.

Theorem 2.4. Suppose that f : S, — [k] is a SCF on n = 1 voter and k > 3 alternatives
which satisfies D (f, NONMANIP) > ¢. Then

1
Ploc M ()2 Flo () zp(a), (22)
for some polynomial p, where o € Sy, is selected uniformly. In particular, we show a lower
bound of %.

We note that this is a new result, which has not been studied in the literature before.

Dobzinski and Procaccia [23] proved a quantitative Gibbard-Satterthwaite theorem for
two voters, assuming that the SCF is Pareto optimal, i.e., if all voters rank alternative a
above b, then b is not elected. The assumption of Pareto optimality is natural in the context
of classical social choice, but it is a very strong assumption in the context of quantitative
social choice. For one, it implies that every alternative is elected with probability at least
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1/k?. Second, for one voter, there exists a unique Pareto optimal SCF, while the number of
nonmanipulable SCFs is exponential in k. The assumption also prevents applying the result
of Dobzinski and Procaccia to SCFs obtained from a SCF on many voters when the votes of
all voters but two are fixed (since even if the original SCF is Pareto optimal, the restricted
function may not be so). In our proof we often deal with such restricted SCFs (where the
votes of all but one or two voters are fixed), and this is also what led us to our quantitative
Gibbard-Satterthwaite theorem for one voter.

On NONMANIP versus NONMANIP. The quantitative Gibbard-Satterthwaite theorems
of Friedgut, Kalai, Keller and Nisan [29, 30|, and Isaksson, Kindler and Mossel [40, 41] in-
volve the distance of a SCF from NONMANIP. Any SCF that is not in NONMANIP is
manipulable (by the Gibbard-Satterthwaite theorem), but as some SCFs in NONMANIP
are manipulable as well, ideally a quantitative Gibbard-Satterthwaite theorem would involve
the distance of a SCF from the set of (truly) nonmanipulable SCFs; NONMANIP. Theo-
rem addresses this concern, as it involves the distance of a SCF from NONMANIP. This
is done via the following reduction theorem that implies that whenever one has a quantita-
tive Gibbard-Satterthwaite theorem involving D ( fs NONMANIP), it can be turned into a
quantitative Gibbard-Satterthwaite theorem involving D ( f, NONMANIP).

Theorem 2.5. Suppose that f is a SCF on n wvoters and k > 3 alternatives for which
D (f, NONMANIP) < «. Then either

D (f, NONMANIP) < 100n*k%a!/3 (2.3)

P(oeM(f)>P(oe M (f) > a. (2.4)

The proof of this result also uses Theorem [2.4] our quantitative Gibbard-Satterthwaite
theorem for one voter.

A note on our quantitative bounds. The lower bounds on the probability of manipula-
tion derived in Theorems [2.4] and various results along the way, are not tight. Moreover,
we do not believe that our techniques allow us to obtain tight bounds. Consequently, we
did not try to optimize these bounds, but rather focused on the qualitative result: obtaining
polynomial bounds.

2.1.4 Proof techniques and ideas

In our proof we combine ideas from both Friedgut, Kalai, Keller and Nisan [29, |30] and
Isaksson, Kindler and Mossel |40}, 41]. In addition, we use a reverse hypercontractivity lemma
that was applied in the proof of a quantitative version of Arrow’s theorem by Mossel [50].
(Reverse hypercontractivity was originally proved and discussed by Borell [12], and was first
applied by Mossel, O’Donnell, Regev, Steif, and Sudakov [54].) Our techniques most closely
resemble those of Isaksson et al. [40, 41]; here the authors used a variant of the canonical
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path method to show the existence of a large interface where three bodies touch. Our goal
is also to come to this conclusion, but we do so via different methods.

We first present our techniques that achieve a lower bound for the probability of manip-
ulation that involves factors of % (see Theorem in Section , and then describe how a

refined approach leads to a lower bound which has inverse polynomial dependence on k (see
Theorem in Section [2.7).

Rankings graph and applying the original Gibbard-Satterthwaite theorem. As in
Isaksson et al. [40, [41], think of the graph G = (V, F) having vertex set V' = S}, the set of all
ranking profiles, and let (¢,0’) € E if and only if o and ¢’ differ in exactly one coordinate.
The SCF f : S} — [k] naturally partitions V' into k subsets. Since every manipulation point
must be on the boundary between two such subsets, we are interested in the size of such
boundaries.

For two alternatives a and b, and voter i, denote by B;' * the boundary between f~! (a)
and f~!(b) in voter i. A lemma from Isaksson et al. [40, 41| tells us that at least two of the
boundaries are large; in the following assume that these are B{"* and By°. Now if a ranking
profile o lies on both of these boundaries, then applying the original Gibbard-Satterthwaite
theorem to the restricted SCF on two voters where we fix all coordinates of o except the first
two, we get that there must exist a manipulation point which agrees with ¢ in all but the
first two coordinates. Consequently, if we can show that the intersection of the boundaries
B and By is large, then we have many manipulation points.

Fibers and reverse hypercontractivity. In order to have more “control” over what is
happening at the boundaries, we partition the graph further—this idea is due to Friedgut
et al. [29, B0]. Given a ranking profile o and two alternatives a and b, o induces a vector
of preferences (o) € {—1,1}" between a and b. For a vector 2** € {—1,1}" we define
the fiber with respect to preferences between a and b, denoted by F (z“’b), to be the set of
ranking profiles for which the vector of preferences between a and b is z**. We can then
partition the vertex set V into such fibers, and work inside each fiber separately. Working
inside a specific fiber is advantageous, because it gives us the extra knowledge of the vector
of preferences between a and b.

We distinguish two types of fibers: large and small. We say that a fiber w.r.t. preferences
between a and b is large if almost all of the ranking profiles in this fiber lie on the boundary
B b and small otherwise. Now since the boundary By s large, either there is big mass on
the large fibers w.r.t. preferences between a and b or there is big mass on the small fibers.
This holds analogously for the boundary By and fibers w.r.t. preferences between a and c.

Consider the case when there is big mass on the large fibers of both B‘f’b and By“. Notice
that for a ranking profile o, being in a fiber w.r.t. preferences between a and b only depends
on the vector of preferences between a and b, z%° (o), which is a uniform bit vector. Similarly,
being in a fiber w.r.t. preferences between a and ¢ only depends on x*¢ (o). Moreover, we
know the exact correlation between the coordinates of z%° (¢) and %€ (¢), and it is in exactly
this setting where reverse hypercontractivity applies (see Lemma for a precise statement),
and shows that the intersection of the large fibers of BY * and B3¢ is also large. Finally, by



CHAPTER 2. A QUANTITATIVE GIBBARD-SATTERTHWAITE THEOREM 13

the definition of a large fiber it follows that the intersection of the boundaries B®* and BS*°
is large as well, and we can finish the argument using the Gibbard-Satterthwaite theorem as
above.

To deal with the case when there is big mass on the small fibers of Bf’b we use various
isoperimetric techniques, including the canonical path method developed for this problem
by Isaksson et al. [40, |41]. In particular, we use the fact that for a small fiber for Bf’b, the
size of the boundary of B} * in the small fiber is comparable to the size of B ® in the small
fiber itself, up to polynomial factors.

A refined geometry. Using this approach with the rankings graph above, our bound
includes i factors (see Theorem [2.9|in Section D In order to obtain inverse polynomial
dependence on k (as in Theorem 2.35| in Seetlon 2.4]), we use a refined approach, similar
to that in Isaksson et al. [40| 41]. Instead of the ranklngs graph outlined above, we use an
underlying graph with a different edge structure: (o,0’) € E if and only if o and ¢’ differ in
exactly one coordinate, and in this coordinate they differ by a single adjacent transposition.
In order to prove the refined result, we need to show that the geometric and combinatorial
quantities such as boundaries and manipulation points are roughly the same in the refined
graph as in the original rankings graph. In particular, this is where we need to analyze
carefully functions of one voter, and ultimately prove a quantitative Gibbard-Satterthwaite
theorem for one voter.

2.1.5 Organization of the chapter

The rest of the chapter is outlined as follows. We introduce necessary preliminaries (defi-
nitions and previous technical results) in Section . We then proceed by proving Theo-
rem in Section [2.3] which is weaker than Theorem in two aspects: first, the condition

D (f,NONMANIP) > ¢ is replaced with the stronger condition D ( fs NONMANIP) > ¢
and second, we allow factors of  in our lower bounds for P (o € M (f)). We continue by
explaining the necessary modifications we have to make in the refined setting to get inverse
polynomial dependence on k in Section[2.4] Additional preliminaries necessary for the proofs
of Theorems [2.35] and are in Section 2.5 while the remaining sections contain the
proofs of these theorems. We prove Theorem [2.4]in Section [2.6] Theorem in Section [2.7],
and Theorem and Theorem in Section [2.8] Finally, we conclude with some open
problems in Section [2.9]
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2.2 Preliminaries: definitions and previous technical
results

2.2.1 Boundaries and influences

For a general graph G = (V, E), and a subset of the vertices A C V', we define the edge
boundary of A as
Oc (A) ={(u,v) e E:uecAv¢A}.

We also define the boundary (or vertex boundary) of a subset of the vertices A C V to be
the set of vertices in A which have a neighbor that is not in A:

0(A) ={u € A: there exists v ¢ A such that (u,v) € E}.

If u€ 0(A), we also say that u is on the edge boundary of A.

As discussed in Section[2.1.4] we can view the ranking profiles (which are elements of S}')
as vertices of a graph—the rankings graph—where two vertices are connected by an edge if
they differ in exactly one coordinate. The SCF f naturally partitions the vertices of this
graph into k subsets, depending on the value of f at a given vertex. Clearly, a manipulation
point can only be on the edge boundary of such a subset, and so it is important to study
these boundaries. In this spirit, we introduce the following definitions.

Definition 2.8 (Boundaries). For a given SCF [ and a given alternative a € [k|, we define
We(f) ={oeS;: flo)=a},

the set of ranking profiles where the outcome of the vote is a. The edge boundary of this set
is denoted by B* (f) : B*(f) = 0. (W*(f)). This boundary can be partitioned: we say that
the edge boundary of W (f) in the direction of the i coordinate is

B (f) ={(0,0") € B*(f) : 0i # 0}} .

The boundary B® (f) can be therefore written as B* (f) = U, B (f). We can also define
the boundary between two alternatives a and b in the direction of the i coordinate:

B (f) ={(o,0") € BI(f): f (o) =b}.

We also say that o € B (f) is on the boundary B’ (f) if there exists o' such that (o,0") €
B (f).

Definition 2.9 (Influences). We define the influence of the it coordinate on f as

Inf; (f) =P (f (0) # £ (¢¥)) =P ((0.0") € Uy B (),
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where o is uniform on SP and o is obtained from o by rerandomizing the i coordinate.
Similarly, we define the influence of the i coordinate with respect to a single alternative
a € [k] or a pair of alternatives a,b € [k] as

Inf? (f) =P (f (0) = a, f (U(i)) 7& CZ) =P ((07 J(i)) € qu (f)) >

and

W (f) =P (f (o) = a, f (6©) =) =P ((0.0) € B ().
respectively.

Clearly
k
Inf; (f) = _ff (f)= Y Iff’(f).
a=1

a,be[k]:a#b
Most of the time the specific SCF f will be clear from the context, in which case we omit
the dependence on f, and write simply B* = B*(f), B = B (f), etc.

2.2.2 Large boundaries

The following lemma from Isaksson, Kindler and Mossel [40, 41, Lemma 3.1.] shows that
there are some boundaries which are large (in the sense that they are only inverse polyno-
mially small in n, k and e~')—our task is then to find many manipulation points on these
boundaries.

Lemma 2.6. Fiz k > 3 and f: S} — [k] satisfying D(f, NONMANIP) > ¢. Then there
exist distinct i,j € [n] and {a,b},{c,d} C [k] such that ¢ ¢ {a,b} and
2e 2e

a,b c,d
Infi (f) Z m and Infj (f) Z m (2.5)

2.2.3 General isoperimetric results

Our rankings graph is the Cartesian product of n complete graphs on k! vertices. We therefore
use isoperimetric results on products of graphs—see [37] for an overview. In particular,
the edge-isoperimetric problem on the product of complete graphs was originally solved by
Lindsey [47], implying the following result.

Corollary 2.7. If A C Kyx---x Ky (n copies of the complete graph K;) and |A| < (1 — %) o,
then 0. (A)| > |A].
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2.2.4 Fibers

In our proof we need to partition the graph even further—this idea is due to Friedgut, Kalai,
Keller, and Nisan [29, |30].

Definition 2.10. For a ranking profile o € S} define the vector
2% = 2% (0) = (x‘fb (0),...,a%b (0)>

of preferences between a and b, where 2 (0) =1 if a 2 b and 22" (o) = —1 otherwise.

7

Definition 2.11 (Fibers). For a pair of alternatives a,b € [k] and a vector z** € {—1,1}",

write
F(2%) = {o: 2% (o) = 2*"}.

We call the F (z“’b) fibers with respect to preferences between a and b.

So for any pair of alternatives a, b, we can partition the ranking profiles according to its

fibers:
Sy = U F(2*).
zabe{-1,1}"
Given a SCF f, for any pair of alternatives a,b € [k] and i € [n], we can also partition

the boundary B;' b (f) according to its fibers. There are multiple, slightly different ways of
doing this, but for our purposes the following definition is most useful. Define

B; (%) = {a € F (2*") : f (o) = a, and there exists ¢’ s.t. (0,0") € Bf’b} :

where we omit the dependence of B; (z“’b) on f. So B; (z“’b) CF (za’b) is the set of vertices
on the given fiber for which the outcome is a and which lies on the boundary between a and
b in direction i. We call the sets of the form B; (za’b) fibers for the boundary Bf’b (again
omitting the dependence on f of both sets).

We now distinguish between small and large fibers for the boundary B} b,

Definition 2.12 (Small and large fibers). We say that the fiber B; (z“’b) is large if

63

P(o€ B (z*") o€ F(z*)>1- meTEE (2.6)

and small otherwise.
We denote by Lg (Bf’b> the union of large fibers for the boundary Bf’b, i.€.,
Lg (Bf’b> = {0 : B; (z** (0)) is a large fiber, and o € B; (™" (7)) }

and similarly, we denote by Sm (Bf’b> the union of small fibers.
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We remark that what is important is that the fraction appearing on the right hand side

of (2.6) is a polynomial of %, % and e—the specific polynomial in this definition is the end

result of the computation in the proof.
Finally, for a voter i and a pair of alternatives a,b € [k], we define

F*b = {o: B; (z**(0)) is a large fiber} .

So this means that

53

a,b a,b
P(O’euza,sz(Z )‘O’EE )Zl—m

(2.7)

2.2.5 Boundaries of boundaries

Finally, we also look at boundaries of boundaries. In particular, for a given vector z** of
preferences between a and b, we can think of the fiber F' (z“’b) as a subgraph of the original
rankings graph. When we write 0 (Bi (z“vb)), we mean the boundary of B; (z‘“b) in the
subgraph of the rankings graph induced by the fiber F (z“vb). That is,

9 (Bi (=)
={o€B;(z*): 31 e F(z*)\B; (z*") s.t. o and 7 differ in exactly one coord.}.

2.2.6 Reverse hypercontractivity

We use the following lemma about reverse hypercontractivity from Mossel [50].

Lemma 2.8. Suppose that the vectors x and y are distributed uniformly in {—1,1}" and
that {(x:,y:)}i_, are independent. Assume further that |E (z;y;)| < p. Let By, By C {—1,1}"
be two sets and assume that

2

P(B) >e ™, P(B)>e?.

Then

2 2 2
P(IEEBl,yEBg)ZeXP (_Oé +B + paﬁ)

1—p?
In particular, if P (By) > ¢ and P (By) > €, then

P(ZCGBhyGBg) Z&TQF’.

2.2.7 Dictators and miscellaneous definitions

For a ranking profile 0 = (o4, ...,0,) we sometimes write o_; for the collection of all coor-
dinates except the i® coordinate, i.e., o = (0y,0_;). Furthermore, we sometimes distinguish
two coordinates, e.g., we write 0 = (01, oi, U_{M}).
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Definition 2.13 (Induced SCF on one coordinate). Let f,_. denote the SCF on one voter
induced by f by fizing all voter preferences except the i one according to o_;. That is,

chz‘ () = f ('7 U*i) .
Recall Definition 2.2] of a dictator on a subset.

Definition 2.14 (Ranking profiles giving dictators on a subset). For a coordinate i and a
subset of alternatives H C [k], define

DI i={oi: fo, () = topy ()}

Also, for a pair of alternatives a and b, define

D; (a,b) := U DY

H:{a,b}CH,H|>3

2.3 Inverse polynomial manipulability for a fixed
number of alternatives

Our goal in this section is to demonstrate the proof techniques described in Section [2.1.4]
We prove here the following theorem (Theorem below), which is weaker than our main
theorem, Theorem , in two aspects: first, the condition D (f, NONMANIP) > ¢ is replaced
with the stronger condition D ( f, NON MANIP) > ¢, and second, we allow factors of % in
our lower bounds for P (¢ € M (f)). The advantage is that the proof of this statement is
relatively simpler. We move on to getting a lower bound with polynomial dependence on &
in the following sections, and finally we replace the condition D ( f NONMANIP) > ¢ with

D (f,NONMANIP) > ¢ in Section [2.8

Theorem 2.9. Suppose that we have n > 2 voters, k > 3 alternatives, and a SCF f : S} —
k] satisfying D (f, NONMANIP) > e. Then

1 1
Pce M > ==, 2.8
@M zp(an ) (25)
for some polynomial p, where o € S} is selected uniformly. In particular, we show a lower

5
13
bound Of m .

An immediate consequence is that

11
P ((0,0") is a manipulation pair for f) > q (5, = E) ,
n’ k!

for some polynomial q, where o € S} is selected uniformly, and o' is obtained from o by

uniformly selecting a coordinate i € {1,...,n} and resetting the i™" coordinate to a random

preference. In particular, the specific lower bound for P (o € M (f)) implies that we can take
1 1) _ 5

¢ (25 71) = Tegr
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First we provide an overview of the proof of Theorem [2.9)in Section [2.3.1] In this overview
we use adjectives such as “big”, and “not too small” to describe probabilities—here these
are all synonymous with “has probability at least an inverse polynomial of n, k!, and e=1”.

2.3.1 Overview of proof

The tactic in proving Theorem is roughly the following:

e By Lemma[2.0), we know that there are at least two boundaries which are big. W.l.o.g.
we can assume that these are either B®* and B3, or B{"* and BS with {a, b}n{c, d} =
(). Our proof works in both cases, but we continue the outline of the proof assuming
the former case—this is the more interesting case, since the latter case has been solved
already by Isaksson et al. [40, 41].

e We partition BY :b according to its fibers based on the preferences between a and b of
the n voters, just like as described in Section 2.2] Similarly for By and preferences
between a and c.

e As in Section , we can distinguish small and large fibers for these two boundaries.
Now since B;” is big, either the mass of small fibers, or the mass of large fibers is big.
Similarly for By

e Suppose first that there is big mass on large fibers in both BY"” and B2, In this case
the probability of our random ranking ¢ being in F*” is big, and similarly for Fi°.
Being in F{** only depends on the vector z* (o) of preferences between a and b, and
similarly being in F3" only depends on the vector x*¢ (o) of preferences between a
and c. We know the correlation between 2% (o) and 2%¢ (o) and hence we can apply
reverse hypercontractivity (Lemma , which tells us that the probability that o lies
in both F* and F{"° is big as well. If o € F’ then voter 1 is pivotal between
alternatives a and b with big probability, and similarly if o € F3"°, then voter 2 is
pivotal between alternatives a and ¢ with big probability. So now we have that the
probability that both voter 1 is pivotal between a and b and voter 2 is pivotal between
a and c is big, and in this case the Gibbard-Satterthwaite theorem tells us that there
is a manipulation point which agrees with this ranking profile in all except for perhaps
the first two coordinates. So there are many manipulation points.

e Now suppose that the mass of small fibers in Bf’b is big. By isoperimetric the-
ory, the size of the boundary of every small fiber is comparable (same order up to
poly ' (¢71, n, k!) factors) to the size of the small fiber. Consequently, the total size of
the boundaries of small fibers is comparable to the total size of small fibers, which in
this case has to be big.

We then distinguish two cases: either we are on the boundary of a small fiber in
the first coordinate, or some other coordinate. If ¢ is on the boundary of a small
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fiber in some coordinate j # 1, then the Gibbard-Satterthwaite theorem tells us that
there is a manipulation point which agrees with ¢ in all coordinates except perhaps
in coordinates 1 and j. If our ranking profile ¢ is on the boundary of a small fiber in
the first coordinate, then either there exists a manipulation point which agrees with
o in all coordinates except perhaps the first, or the SCF on one voter that we obtain
from f by fixing the votes of voters 2 through n to be o_; must be a dictator on some
subset of the alternatives. So either we get sufficiently many manipulation points this
way, or for many votes of voters 2 through n, the restricted SCF obtained from f by
fixing these votes is a dictator on coordinate 1 on some subset of the alternatives.

Finally, to deal with dictators on the first coordinate, we look at the boundary of the
dictators. Since D (f, NONMANIP) > ¢, the boundary is big, and we can also show
that there is a manipulation point near every boundary point.

e If the mass of small fibers in By is big, then we can do the same thing for this
boundary.

2.3.2 Division into cases

For the remainder of Section , let us fix the number of voters n > 2, the number of
alternatives k > 3, and the SCF f, which satisfies D ( fs NONMANIP) > e. Accordingly, we
typically omit the dependence of various sets (e.g., boundaries between two alternatives) on
f.

Our starting point is Lemma 2.6] W.l.o.g. we may assume that the two boundaries that
the lemma gives us have ¢ = 1 and 7 = 2, so the lemma tells us that

2e
nk3’

P <(J, 0(1)) € Bf’b) >

where ¢ is uniform on the ranking profiles, and ¢V is obtained by rerandomizing the first
coordinate. This also means that

“ 2e
P (0 € U.enBy (2*%)) > pxs

and similar inequalities hold for the boundary Bg’d. The following lemma is an immediate
corollary.

Lemma 2.10. Either :
P <0 € Sm (B?b» > ° (2.9)

or
P <o— cLg (Bf’b>) > (2.10)

and the same can be said for the boundary Bg’d.
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We distinguish cases based upon this: either holds, or holds for the boundary
Bg’d, or holds for both boundaries. We only need one boundary for the small fiber
case, and we need both boundaries only in the large fiber case. So in the large fiber case we
must differentiate between two cases: whether d € {a,b} or d ¢ {a,b}. First of all, in the
d ¢ {a,b} case the problem of finding a manipulation point with not too small (i.e., inverse
polynomial in n, k! and e!) probability has already been solved in [40, 41]. But moreover,
we will see that if d ¢ {a,b} then the large fiber case cannot occur—so this method of proof
works as well.

In the rest of the section we first deal with the large fiber case, and then with the small
fiber case.

2.3.3 Big mass on large fibers

We now deal with the case when

P <0 € Lg (B;“’)) > % (2.11)
and also
P (o € Lg (Bg’d)) > # (2.12)

As mentioned before, we must differentiate between two cases: whether d € {a,b} or d ¢

{a,b}.

2.3.3.1 Casel

Suppose that d € {a, b}, in which case we may assume w.l.o.g. that d = a.

Lemma 2.11. [f

a,b £ a,c €
P<o—eLg (B1 )) >—  and  P(oelg(B5) = (2.13)
then
3
P(oceM)> 5 (2.14)
2n3k? (k)
Proof. By (2.13)) we have that
a, € a,c €
]P)(O'GFlb)Z% and P(UGFQ)Z%

)

We know that ‘E (:Efb (o) i (0)> ) = 1/3, and so by reverse hypercontractivity (Lemma|2.8|)

we have that .
a,b a,c €
Ploe F'NF*) 2 —.

(2.15)
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Recall that we say that o is on the boundary B if there exists ¢’ such that (o,0’) € B
If 0 € F", then with big probability ¢ is on the boundary B, and if ¢ € F&°, then
with big probability ¢ is on the boundary By“. Using this and we can show that
the probability of o lying on both the boundary B’ and the boundary BS° is big. Then
we are done, because if o lies on both B’ and B$°, then by the Gibbard-Satterthwaite
theorem there is a ¢ which agrees with ¢ on the last n — 2 coordinates, and which is a
manipulation point. Furthermore, there can be at most (k!)2 ranking profiles that give the
same manipulation point. Let us do the computation:

P <a on B’ o on Bg’c> >P (0 on B¢ o on By, 0 € F'n FQ’IC)
>P (0 e F"'n F;C> —-P (0 e F"" N F°, o not on Bf’b)
-P (a e F"" N F°, o not on Bg’c> .

The first term is bounded below via (2.15)), while the other two terms can be bounded
using ([2.7)):

P <0 € F*' N F&° o not on B‘f’b> <P <a € F™ o not on B‘f’b>

3
<P (0 not on B’ ’ o€ Ff’b) < 4§3k9’
and similarly for the other term. Putting everything together gives us
P (O’ on B’ o on BS’C) > i,
2n3k?
which, by the discussion above, implies . O]

2.3.3.2 Case 2

Lemma 2.12. Ifd ¢ {a,b}, then (2.11) and (2.12)) cannot hold simultaneously.
Proof. Suppose on the contrary that (2.11)) and (2.12)) do both hold. Then

P (a c Fl“’b> > © and P <a € ngd) >

= nk3

€
nk?3

as before. Since {a,b}N{c,d} =0, {0 € Flab} and {a € Fgc’d} are independent events, and

SO

52

n2ks’
In the same way as before, by the definition of large fibers this implies that

P (0 e F*'n F;d) —P <a € Ff’b> P <a € cm’d) >

2

€
2n2k6

P (0 on B’ o on Bg’d) > > 0,
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but it is clear that
P (0 on B* o on Bg’d> =0,

since o on B®" and on BS? requires f(0) € {a,b} N {c,d} = 0. So we have reached a
contradiction. ]

2.3.4 Big mass on small fibers

We now deal with the case when . holds, i.e., when we have a big mass on the small
fibers for the boundary B . We formalize the 1deas of the outline described in Section m
in a series of statements.

First, we want to formalize that the boundaries of the boundaries are big when we are
on a small fiber.

Lemma 2.13. Fiz coordinate 1 and the pair of alternatives a and b. Let 2™ be such that
By (z“’b) is a small fiber for Bf’b. Then, writing B = B, (z“’b), we have
&3
0. (B)| > —— |B
0.(B) =~ |l

and
3

€
>_ -
P(c€d(B)) > A EOk]

where both the edge boundary 0. (B) and the boundary O (B) are with respect to the induced
subgraph F (za’b), which is isomorphic to K,’;!/Q, the Cartesian product of n complete graphs
of size k!/2.

P (o€ B), (2.16)

Proof. We use Corollary with ¢ = k!/2 and the set A being either B or B¢ := F (z“’b) \
B. Suppose first that [B] < (1— —) (k!/2)". Then |0, (B)| > |B|. Suppose now that
|B| > (1—2) (k!/2)". Since we are in the case of a small fiber, we also know that |B| <

<1 ™ 3k9> (k!/2)". Consequently, we get

3

[0 (B)] = 106 (B°)| 2 |B| 2 575

1Bl

which proves the first claim.
A ranking profile in F' (2**) has (k!/2 — 1) n < nk!/2 neighbors in F (2**), which then
implies ([2.16)). O

Corollary 2.14. If (2.9) holds, then

a 54
P (O' c Ua(Bl (Z 7b))) 2 m

za,b
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Proof. Using the previous lemma and ([2.9)) we have

’ (“ cUom (za”’)>> =Y F(oea (B (=)

zab za,b

> Z P (o €0 (B (z*)))

z%:b: By (zavb)QSm(B‘f’b)

5 a
> 2 SapptleB)
Lab. By (za,b)gsm(Bla,b)
\ 4

- € a,b
= Sk (" € Sm (Bl )) Z R -

Next, we want to find manipulation points on the boundaries of boundaries.

Lemma 2.15. Suppose that the ranking profile o is on the boundary of a fiber for Bf’b, i.€.,

o€ U 0 (31 (z“’b)) )

Za,b

Then either o_y € Di (a,b), or there exists a manipulation point & which differs from o in
at most two coordinates, one of them being the first coordinate.

Proof. First of all, by our assumption that o is on the boundary of a fiber for Bf’b, we know
that o € By (za’b) for some 2%°, which means that there exists a ranking profile o’ = (o}, 0_1)

such that (o,0") € Bf’b. We may assume that a L pand b2 a, or else either o or ¢’ is a
manipulation point.

Now since ¢ € 0 (B1 (z“’b)), we also know that there exists a ranking profile 7 =
(mj,0-;) € F(2*%) \ By (2*") for some j € [k]. We distinguish two cases: j # 1 and
j=1.

Case 1: j # 1. What does it mean for 7 = (7;,0_;) to be on the same fiber as o, but
for m to not be in By (z“’b)? First of all, being on the same fiber means that o; and 7; both

rank a and b in the same order. Now 7 ¢ By (za’b) means that
e cither f(m) # a;
e or f(m)=aand f(m),7_1) # b for every 7} € Sk.

If f(m) = b, then either o or 7 is a manipulation point, since the order of a and b is the
same in both o, and 7; (since o and 7 are on the same fiber).

Suppose that f (7) = ¢ ¢ {a,b}. Then we can define a SCF function on two coordinates
by fixing all coordinates except coordinates 1 and j to agree with the respective coordinates
of o—Iletting coordinates 1 and j vary we get a SCF function on two coordinates which takes
on at least three values (a, b, and ¢), and does not only depend on one coordinate. Now
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applying the Gibbard-Satterthwaite theorem we get that this SCF on two coordinates has a
manipulation point, which means that our original SCF f has a manipulation point which
agrees with o in all coordinates except perhaps in coordinates 1 and j.

So the final case is that f (7) = a and f (7],7_1) # b for every 7w} € Si. In particular
for 7 := (o}, m_1) = (m;,0" ;) we have f (7) # b. Now if f(7) = a then either ¢’ or 7 is a
manipulation point, since the order of a and b is the same in both 0;. = o0; and ;. Finally,
if f(7) =c ¢ {a,b}, then we can apply the Gibbard-Satterthwaite theorem just like in the
previous paragraph.

Case 2: j=1. We can again ask: what does it mean for 7 = (m,0_1) to be on the
same fiber as o, but for 7 to not be in B; (za’b)? First of all, being on the same fiber means
that o7 and m; both rank a and b in the same order (namely, as discussed at the beginning,
ranking a above b, or else we have a manipulation point). Now 7 ¢ B (z“’b) means that

o cither f(7) # a;
e or f(m) =aand f (7], 7_1) # b for every 7} € Sj.

However, we know that f (0') = b and that ¢’ is of the form ¢’ = (¢},0_1) = (0], 7_1), and
so the only way we can have m ¢ By (2*°) is if f () # a.

If f(m)="b, then 7 is a manipulation point, since a = b and f(o) =a.

So the remaining case is if f (1) = ¢ ¢ {a,b}. This means that f,_, (see Definition [2.13)
takes on at least three values. Denote by H C [k] the range of f, ,. Now either o_, € DI C
Dy (a,b), or there exists a manipulation point & which agrees with ¢ in every coordinate
except perhaps the first. O

Finally, we need to deal with dictators on the first coordinate.

Lemma 2.16. Assume that D (f, NONMANIP) > ¢. We have that either

4

€
]P)(O__l € D1 (a,b)) S m,
or
5
PloeM)> ——. (2.17)
An"k"2 (k)
Proof. Suppose that P (o_; € Dy (a,b)) > Wigk!, which is the same as
H e

H:{a,b}CH,|H|>3
Note that for every H C [k] we have

e <D (f,NONMANIP) < P (f (0) # topy (1)) <1 —P(D{"),
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and so
P(Dff) <1-e. (2.19)

The main idea is that implies that the size of the boundary of D is comparable
to the size of D) and if we are on the boundary of D¥, then there is a manipulation point
nearby.

So first let us establish that the size of the boundary of D¥ is comparable to the size of
DH . This is done along the same lines as the proof of Lemma .

Notice that DI C S,?_l, where S,?_l should be thought of as the Cartesian product of n—1
copies of the complete graph on Sy. We apply Corollary 2.7 with ¢ = k! and with n—1 copies,
and we see that if ¢ > .5, then ‘86 (D{{)| > ‘Dﬂ Ife<fandl— 5 <P(Dff) <1-¢
then

. (D] = [0, (1Y) > (01| = & |DY1].

So in any case we have |0, (D{')| > e |D{|. Since o_; has (n — 1) (k! — 1) < nk! neighbors
in Sg_l, we have that

P (o1 €0 (D) = —P (o1 € Df).

Consequently, by (2.18)), we have

Plo e U omfH)|= >  Pleieo(Df))
H:{a,b}CH,|H|>3 H:{a,b}CH,|H|>3
5

€ €
> > —P(oeDf) > ——.
- | - 2
H:{a,b}CH,|H|>3 k! AnSk' (K!)

Next, suppose that o_; €  (Df’) for some H such that {a,b} C H, and |H| > 3. We
want to show that then there is a manipulation point “close” to ¢_; in some sense. To be
more precise: for the manipulation point 6, 6_; will agree with o_; in all except maybe one
coordinate.

If oy € 0 (Df"), then there exist j € {2,...,n} and o} such that o’ | := (0},0_15) ¢
D{'. That is, f, (-) # topy (-). There can be two ways that this can happen—the two
cases are outlined below. Denote by H’ C [k]| the range of Jor |-

Case 1: H = H. In this case we automatically know that there exists a manipulation
point ¢ such that 6_1 = ¢’ |, and so 6_; agrees with o_; in all coordinates except coordinate
j.

Case 2: H #H. W.lo.g. suppose H' \ H # (), and let ¢ € H'\ H. (The other
case when H \ H' # () works in exactly the same way.) First of all, we may assume that
for () = topg (+), because otherwise we have a manipulation point just like in Case 1.

We can define a SCF on two coordinates by fixing all coordinates except coordinate 1
and j to agree with o_1, and varying coordinates 1 and 5. We know that the outcome takes
on at least three different values, since o_; € D and |H| > 3.
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Now let us show that this SCF is not a function of the first coordinate. Let o; be a
ranking which puts ¢ first, and then a. Then f(oy,0-1) = a, but f (01,0’_1) = ¢, which
shows that this SCF is not a function of the first coordinate (since a change in coordinate j
can change the outcome).

Consequently, the Gibbard-Satterthwaite theorem tells us that this SCF on two coordi-
nates has a manipulation point, and therefore there exists a manipulation point & for f such
that 6_; agrees with o_; in all coordinates except coordinate j.

Putting everything together yields (2.17]). O

2.3.5 Proof of Theorem 2.9 concluded

Proof of Theorem[2.9. 1f (2.11)) and (2. 12D hold, then we are done by Lemmasand-
If not, then either . holds, or holds for the boundary 32 ; w.l.o.g. assume

that (2.9)) holds.

By Corollary [2.14], we have

a gt

Za,b

We may assume that P(o_; € Dy (a,b)) <
Lemma [2.16] Consequently, we then have

4 . .
T Since otherwise we are done by

4

€
<0€U8 01¢D1(&b)> m

zab
We can then finish our argument using Lemma [2.15

64

1 a,b
]P’(UEM)zn<k!>2IP’(UEU8(Bl(z )),0-1 ¢ D (a, b)) pRcreyes O

za,b

2.4 An overview of the refined proof

In order to improve on the result of Theorem in particular to get rid of the factor
of —we need to refine the methods used in the previous section. We continue the ap-

proach of Isaksson, Kindler and Mossel [40, |41], where the authors first proved a quantltatlve
Gibbard-Satterthwaite theorem for neutral SCFs with a bound involving factors of 2, and
then with a refined method were able to remove these factors.

The key to the refined method is to consider the so-called refined rankings graph instead
of the general rankings graph studied in Section [2.3] The vertices of this graph are again
ranking profiles (elements of S}), and two vertices are connected by an edge if they differ in
exactly one coordinate, and by an adjacent transposition in that coordinate. Again, the SCF

&
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f naturally partitions the vertices of this graph into k subsets, depending on the value of f
at a given vertex. Clearly a 2-manipulation point can only be on the edge boundary of such
a subset in the refined rankings graph, and so it is important to study these boundaries.

One of the important steps of the proof in Section [2.3|is creating a configuration where we
fix all but two coordinates, and the SCF f takes on at least three values when we vary these
two coordinates—then we can define another SCF on two voters and k alternatives which
must have a manipulation point by the Gibbard-Satterthwaite theorem. The advantage
of the refined rankings graph is that we can create a configuration where we fix all but
two coordinates, and in these two coordinates we also fix all but constantly many adjacent
alternatives, and the SCF takes on at least three values when we vary these constantly many
adjacent alternatives in the two coordinates. Then we can define another SCF on two voters
and r alternatives, where r is a small constant, which must have a manipulation point by
the Gibbard-Satterthwaite theorem. Since r is a constant, we only lose a constant factor in
our estimates, not factors of %

We state the refined result in Theorem [2.35, which we also prove in Section [2.7. The
proof of Theorem follows the outline of the proof of Theorem 2.9} we know that there
are at least two refined boundaries which are big (by Isaksson et al. [40, 41]); we partition
them according to their fibers; we distinguish small and large fibers; and we consider two
cases: the small fiber case and the large fiber case. The ideas in both cases are roughly the
same as in Section [2.3] except the proofs are more involved. There is, however, one major
difference in the small fiber case, which is the following.

The difficulty is dealing with the case when we are on the boundary of a small fiber in
the first coordinate. Suppose ¢ = (01,0_1) is on such a boundary. We know that there
are k! ranking profiles which agree with ¢ in coordinates 2 through n. The difficulty comes
from the fact that—in order to obtain a polynomial bound in k—we are only allowed to look
at a polynomial number (in k) of these ranking profiles when searching for a manipulation
point. If there is an r-manipulation point among them for some small constant r, then we
are done. If this is not the case then o is what we call a local dictator on some subset of the
alternatives in coordinate 1. We say that o is a local dictator on some subset H C [k] of the
alternatives in coordinate 1 if the alternatives in H are adjacent in o7, and permuting the
alternatives in H in every possible way in the first coordinate, the outcome of the SCF f is
always the top-ranked alternative in H.

So instead of dealing with dictators on some subset in coordinate 1, as in Section [2.3]
we have to deal with local dictators on some subset in coordinate 1. This analysis involves
essentially only the first coordinate, in essence proving a quantitative Gibbard-Satterthwaite
theorem for one voter. As discussed in Section [2.1.3] this has not been studied in the
literature before, and, moreover, we were not able to utilize previous quantitative Gibbard-
Satterthwaite theorems to solve this problem easily. Hence we separate this argument from
the rest of the proof of Theorem and formulate a quantitative Gibbard-Satterthwaite
theorem for one voter, Theorem which is proven in Section [2.6 This proof forms the
backbone for the proof of Theorem [2.35, which is then proven in Section [2.7|
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2.5 Refined rankings graph—introduction and
preliminaries

2.5.1 Transpositions, boundaries, and influences

Definition 2.15 (Adjacent transpositions). Given two elements a,b € [k], the adjacent
transposition [a : b] between them is defined as follows. If o € Sy has a and b adjacent, then
la : b] o is obtained from o by exchanging a and b. Otherwise [a : blo = 0.

We let T' denote the set of all k (k — 1) /2 adjacent transpositions.

For o € S, we let [a : b], 0 denote the ranking profile obtained by applying [a : b] on the

i coordinate of o while leaving all other coordinates unchanged.

Definition 2.16 (Boundaries). For a given SCF f and a given alternative a € [k], we define
We(f)={oeS¢: f(o)=a},

the set of ranking profiles where the outcome of the vote is a. The edge boundary of this set
(with respect to the underlying refined rankings graph) is denoted by B&T (f) : B¥T (f) =
0. W (f)). This boundary can be partitioned: we say that the edge boundary of W (f) in
the direction of the i™" coordinate is

BYT (f) = {(0,0") € BT (f) 10, #£ 0} .

The boundary B® (f) can be therefore written as BT (f) = U, B (f). We can also define
the boundary between two alternatives a and b in the direction of the i coordinate:

Bl‘,l»b;T (f) = {(a, o) e BZ{I;T (f): f (o) = b} '

Moreover, we can define the boundary between two alternatives a and b in the direction of
the i coordinate with respect to the adjacent transposition z € T':

B (f) = {(0.0) € BT (f) 0/ = 20, [ (o) = b}
We also say that o is on the boundary B*" (f) if (0, zic) € B (f). Clearly we have

B () = U B ().

zeT

Definition 2.17 (Influences). Given z € T, we define

Infy™* (f) =P (f (0) = a, f (o) = 0)
Infy* (f) =P (f (0) = a, f (W) # a)
Iff™" (f) = > It (1),

zeT
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where o is uniformly distributed in SP and o is obtained from o by rerandomizing the i™"
coordinate o; in the following way: with probability 1/2 we keep it as o;, and otherwise we
replace it by zo;.

Note that for a # b,

Inf?,b;z (f) — §]P> (f (U) =a,f (zia) = b) - 1

Again, most of the time the specific SCF f will be clear from the context, in which case
we omit the dependence on f.

2.5.2 Manipulation points on refined boundaries

The following two lemmas from Isaksson et al. |40, 41] identify manipulation points on (or
close to) these refined boundaries.

Lemma 2.17. [{0, 41, Lemma 7.1.] Fiz f : S} — [k], distinct a,b € [k], and (o, 7) € B*"T.
Then either o; = [a : bm;, or one of 0 and 7 is a 2-manipulation point for f.

Lemma 2.18. [{0, 41, Lemma 7.2.] Fiz f : S} — [k] and points o,m,u € S} such that
(o,7) € B*"" and (u,7) € B]Cfb;T, where a,b, and ¢ are distinct and © # j. Then there
exists a 3-manipulation point v € S} for f such that v, = 7, for € ¢ {i,j} and v; is equal
to o; or m; except that the position of ¢ may be shifted arbitrarily and v; is equal to p; or ;
except that the position of a may be shifted arbitrarily.

2.5.3 Large refined boundaries

An essential result that will be our starting point in Section [2.7]is the following lemma, again
from Isaksson et al. [40, 41], which shows that there are large refined boundaries (or else we
have a lot of 2-manipulation points automatically).

Lemma 2.19. /0, 41, Lemma 7.3.] Suppose that k > 3 and that the SCF f : S} — [k]
satisfies D(f, NONMANIP) > ¢. Let o be uniformly selected from Sy. Then either

4e

PloeM:(f) 2 —= (2.20)
or there exist distinct i,j € [n] and {a,b},{c,d} C [k] such that ¢ ¢ {a,b} and
a,b;|a: 2e c,d;[c: 2e
Inf?" () > —5 and Infs () > — (2.21)
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2.5.4 Fibers

We again use fibers F' (z“’b) as defined in Definition However, we need more than this.
We note that the following definitions only apply in Section [2.7] i.e., when we have at least
two voters; in Section [2.6] when we have only one voter, things are simpler.

Given the result of Lemma [2.19| our primary interest is in the boundary B! bileb] - pop
ranking profiles on this boundary, we know that the alternatives a and b are adjacent in
coordinate -—so we know more than just the preference between a and b in coordinate i.
Consequently we would like to divide the set of ranking profiles with a and b adjacent in
coordinate i according to the preferences between a and b in all coordinates except coordinate
1. The following definitions make this precise.

As done in Section for ranking profiles, we can write % = 2*” (o) for the vector
of preferences between a and b for all coordinates except coordinate 7, i.e., the whole vector

of preferences between a and b is 2%° (¢) = (xfb (0), 2% (J)).

We can define F <zfzb ) analogously to F (z“’b):
F (sz) = {cr 2% (o) = zf’f} :

We also define the subset of F’ (z‘if ) where a and b are adjacent in coordinate i, with a

above b:
F (zi’?’) = {0’ e F (zi’f) :a and b are adjacent in coordinate i, with a above b} .

)

Given a SCF f, for any pair of alternatives a,b € [k] and coordinate i € [n], we can also
partition the boundary B®" (f) according to its fibers. There are multiple, slightly different
ways of doing this, but for our purposes the following definition is most useful.

Define )
B, (zf’f) = {0 cF <zﬁ’f> (o) =a f(la:b],0) = b} ,
where we omit the dependence of B; (sz’ ) on f. We call sets of the form B; (sz’ > CF (sz’ )

fibers for the boundary Bf’b;[a:b}.

We now distinguish between small and large fibers for the boundary B} ilasb],

Definition 2.18 (Small and large fibers). We say that the fiber B; <zﬁ’f> CF <za_’f> is large

of
P <a € B; (zf’f’) ‘a eF (sz)) >1— 7,
where 7 = W, and small otherwise.

As before, we denote by Lg (Ba’b;[a:b]> the union of large fibers for the boundary Bf’b;[a:b],

i

Lg <B£z,b;[a:b]> — U Bz (ZC_L’Zb> s

B; (z‘izb) is a large fiber

1.€.,
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and similarly, we denote by Sm <Bf’b;[a:b]> the union of small fibers.

As in Definition we remark that what is important is that v is a polynomial of %, %
and e—the specific polynomial in this definition is the end result of the computation in the
proof.

The following definition is used in Section in dealing with the large fiber case in the

refined setting.

Definition 2.19. For a coordinate i and a pair of alternatives a and b, define Ff’b to be the
set of ranking profiles o such that x*° (o) satisfies

P (f(5) = topges (4)

GeF (x‘i{? (a))) >1 - 2ky.

Clearly F" is the union of fibers of the form F (2*?), and also F (<1, Iff)) C EMif
and only if F' <<—1,:c‘i’l7>> C Fi“’b.

)

2.5.5 Boundaries of boundaries

In the refined graph setting, just like in the general rankings graph setting, we also look at
boundaries of boundaries. B
For a given vector ™" of preferences between a and b, we can think of F (zf’f ) as a

b

subgraph of the original refined rankings graph S, i.e., two ranking profiles in F (zfz) are

adjacent if they differ by one adjacent transposition in exactly one coordinate. Since both
of the ranking profiles are in F (zc_”zb >, this adjacent transposition keeps the order of a and
b in all coordinates, and moreover it keeps a and b adjacent in coordinate i.

We choose to slightly modify this graph: the vertex set is still F (za_’f >, but we modify

the edge set by adding new edges. Suppose that o € F' (za_’f ) and

C a C
O-Z: a ) 0‘/: b ; O',,/: d
b k c ! a
d d b

Define in this way o’ = (0},0_;) and ¢” = (0/,0_;), and add (o,0’) and (o,0”) to the edge
set. So basically, we consider the block of a and b in coordinate 7 as a single element, and
connect two ranking profiles in F' (zf’f ) if they differ in an adjacent transposition in a single
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coordinate, allowing this transposition to move the block of a and b in coordinate i. We call

this graph G <zflb> = (F (zaf) E (sz)), where E (zflb) is the edge set.

2

When we write 0, (Bi (zf’f )), we mean the edge boundary of B; (2" ) in the graph
a,b

G (zf’?’>, and similarly when we write 0 (BZ- (z

7

B; (za_’b) in the graph G (zi’?’).

)), we mean the vertex boundary of

7 3

2.5.6 Local dictators, conditioning and miscellaneous definitions

In the general rankings graph setting we defined a dictator on a subset of the alternatives,
but in the refined rankings graph setting we need to define so-called local dictators.

Definition 2.20 (Local dictators). For a coordinate i and a subset of alternatives H C [k],
define LDzH to be the set of ranking profiles o such that the alternatives in H form an adjacent
block in o;, and permuting them among themselves in any order, the outcome of the SCF f
1s always the top ranked alternative among those in H. If o € LDfI, then we call o a local
dictator on H in coordinate 1.

Also, for a pair of alternatives a and b, define

LD, (a,b) = | J LD!**,
c¢{a,b}

the set of local dictators on three alternatives, two of which are a and b, in coordinate 7.

In dealing with local dictators, we will condition on the top of a particular coordinate
being fixed. We therefore introduce the following notation.

Definition 2.21 (Conditioning). For any coordinate i € [n] and any vector v of alternatives,
we define
Py () =P ([0 (1), o (v])) = v),
where |v| denotes the length of the vector v. For example, pl ()=P(-|o1(1) =a) and
PP =P (|(01 (1), 01(2),01(3)) = (a,b,¢).
We use the following notation in the proof of Theorem [2.5]

Definition 2.22 (Majority function). For a function f whose domain X is finite and whose
range is the set {a,b}, define Maj (f) by

a if #lzeX:f(r)=a}2#{zecX: [f(z)=0},

aj = !
. {b if #lreX:f(a)=a} <#F{r€X:f(z)=0b}.
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2.6 Quantitative Gibbard-Satterthwaite theorem for
one voter

In this section we prove our quantitative Gibbard-Satterthwaite theorem for one voter, The-
orem [2.4] As mentioned before, we present this proof before proving Theorem [2.35] because
the proof of Theorem follows the lines of this proof, with slight modifications needed to
deal with having n > 1 coordinates.

For the remainder of this section, let us fix the number of voters to be 1, the number of
alternatives k > 3, and the SCF f, which satisfies D (f, NONMANIP) > . Accordingly, we
typically omit the dependence of various sets (e.g., boundaries between two alternatives) on
f.

An additional notational remark: since our SCF is on one voter only, we omit the sub-
scripts that denote the coordinate we are on. For example, we write simply Inf®® instead of
Inf??, etc.

We present the proof in several steps.

2.6.1 Large boundary between two alternatives

The first thing we have to establish is a large boundary between two alternatives. This can
be done just like in Lemma [2.19] except there are two small differences. On the one hand,
the assumption of the lemma, namely that D (f, NONMANIP) > &, is weaker than that
of the original lemma. On the other hand, here we only need one big boundary, unlike in
Lemma , where Isaksson et al. [40, 41] showed that there are two big boundaries in two
different coordinates. The following lemma formulates what we need.

Lemma 2.20. Recall that f is a SCF on 1 voter and k > 3 alternatives which satisfies
D (f,NONMANIP) > ¢. Let 0 € Sy, be selected uniformly. Then either

4e

or there exist alternatives a,b € [k] such that a # b and
a,o;|a: 26
Infesiletl > 5 (2.23)

Proof. The proof is just like the proof of Lemma First, suppose that Inf®%* > i—i for
some pair of alternatives a # b, and some transposition z # [a : b]. Then by Lemma [2.17]
for any point (o,0’) € B*%* at least one of o or ¢’ = 2o is a 2-manipulation point. Then

4e
i
and dividing with k! gives (2.22). So for the remainder of the proof we may assume that
Inf*% < 2 for every a # b and z # [a : b].

|My| > |B*"*| =2 kI - Inf*"* > —Fl,
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For every a € [k], we have D (f, top{a}) >e,80P(f(0) =a)
there exists an alternative, say a € [k], such that P (f (o) = a)
we have

—¢. On the other hand,
. So for this alternative

Var (11f (o) = a]) = 7,

and consequently using |40} 41, Corollary 6.5] and [40, |41, Proposition 2.3] we have

Z Zlnfa’b;w = Z Inf*® > %Val"(l [f (o) =a]) > %.

weT b#a weT

Hence there must exist some w € T and b # a such that Inf®** > %, but by our assumption

we must have w = [a : b]. O
If (2.22) holds, then we are done, so in the following we assume that (2.23]) holds.

We know that o is on B*% if f (o) = a and f ([a: bl o) = b. We know that if b 2 q,
then o is a 2-manipulation point, so if this happens in more than half of the cases when o
is on B*%[t then we have

2¢e
P(O’ € Mg) Z ﬁ’

in which case we are again done. So we may assume in the following that

2¢e
P(oc € B) > " (2.24)
where .
B := {a:f(o):a,f([a:b]a):b,a>b}.
2.6.2 Division into cases
We again divide into two cases.
We introduce the set F' of permutations where a is directly above b:
F = {aeSk:aébandb;a, Wherea’:[a:b]a}.
One of the following two cases must hold.
Case 1: Small fiber case. We have
P(UEB|UEF)§1—4—Z. (2.25)
Case 2: Large fiber case. We have
P(oeBlocF)>1——. (2.26)

4k
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2.6.3 Small fiber case

In this subsection we assume that holds.

We first formalize that the boundary 0 (B) of B is big (recall the definition of 0 (B) from
Section . The proof uses the canonical path method, as successfully adapted to this
setting by Isaksson et al. [40, |41].

Lemma 2.21. If (2.25)) holds, then

P (o €9 (B)) > 2%1@ (0 € B). (2.27)
Proof. Let B¢ = F'\ B. For every (0,0') € B x B¢, we define a canonical path from o to o,
which has to pass through at least one edge in J, (B). Then if we show that every edge in
0. (B) lies on at most r canonical paths, then it follows that |0, (B)| > |B||B°| /r.

So let (0,0") € B x B°. We apply the path construction of |40, |41, Proposition 6.4.], but
considering the block formed by a and b as a single element. Since this path goes from o
(which is in B) to ¢’ (which is in B¢), it must pass through at least one edge in 0, (B).

For a given edge (m,7’) € 0. (B), at most how many possible (0,0’) € B x B° pairs are
there such that the canonical path between o and o’ defined above passes through (7, 7')? We
learn from [40} 41, Proposition 6.4.] that there are at most (k — 1)* (k — 1)1/2 < k? (k — 1)!/2
possibilities for the pair (o, 0”).

Recall that }F} = (k — 1)!. By our assumption we have |B| < (1 — &) (k—1)!, and so
|B¢| > 47 (k — 1)!. Therefore

0Bl 2 g T 2 a1
Now in G every ranking profile has k — 2 < k neighbors, which implies . m
Corollary 2.22. If holds, then
2
P(oc€d(B)) > AT (2.28)
Proof. Combine Lemma [2.21| and (2.24)). O

Next we want to find manipulation points on the boundary 0 (B). The next lemma tells
us that if we are on the boundary 0 (B), then either we can find manipulation points easily,
or we are at a local dictator on three alternatives.

Lemma 2.23. Suppose that o € O(B). Then
e cither o € LD (a,b),

e or there exists ¢ € Mj such that & is equal to o or [a: bl o except that the position of
a third alternative ¢ might be shifted arbitrarily.



CHAPTER 2. A QUANTITATIVE GIBBARD-SATTERTHWAITE THEOREM 37

Proof. Since 0 € 0 (B) C B, we know that f (o) = a, and if 0’ = [a : b] o, then f (¢/) = b.
Let m € B¢ denote the ranking profile such that (o, 7) € 9. (B), and let 7’ = [a : b] 7. Since
& B, (f(x), f (7)) # (a,b). Then, by Lemma[2.17] if f () # f (7’), then one of 7 and 7’
is a 2-manipulation point. So assume f () = f (7).

There are two cases to consider: either o and 7 differ by an adjacent transposition not
involving the block of a and b, or they differ by an adjacent transposition that moves the
block of a and b.

In the former case, it is not hard to see that one of o, ¢, m, or 7’ is a 2-manipulation
point, by Lemma [2.17]

If 0 and 7 differ by an adjacent transposition that involves the block of a and b, then
there are again two cases to consider: either this transposition moves the block of a and b
up in the ranking, or it moves it down.

If the block of a and b is moved up to get from o to 7, then we must have f (7) = a, or
else o or 7 is a 3-manipulation point. Then we must have f (7') = f (7) = a, in which case
7' is a 3-manipulation point, since f (¢’) = b.

The final case is when the block of a and b is moved down to get from o to m, and
a third alternative, call it ¢, is moved up, directly above the block of a and b. Now if
f(r) =d ¢ {a,b,c}, then o or 7 is a 3-manipulation point. If f(7) = f(7’') = a, then 7’
is a 3-manipulation point, whereas if f (7) = f(7’) = b, then 7 is a 3-manipulation point.
The remaining case is when f(7w) = f(n') = ¢. Now if f([b:c]o) #aor f(la:c]o’) # D,
then we again have a 3-manipulation point close to o. Otherwise o € LD (a, b). ]

The following corollary then tells us that either we have found many 3-manipulation
points, or we have many local dictators on three alternatives.

Corollary 2.24. If (2.25) holds, then either

52

P (a € LD{“’I”C}> =P(0 €LD(a,)) > 5 (2.29)
c¢{a,b}
or
52

2.6.3.1 Dealing with local dictators

So the remaining case we have to deal with in this small fiber case is when ([2.29) holds, i.e.,
we have many local dictators on three alternatives.

Lemma 2.25. Suppose that o € LD} for some alternative ¢ ¢ {a,b}. Let o’ be equal to
o except that the block of a, b, and ¢ is moved to the top of the coordinate. Then

e cither o’ € LD{®be}
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e or there exists a 3-manipulation point 6 which agrees with o except that the positions
of a, b, and ¢ might be shifted arbitrarily.

Proof. W.l.o.g. we may assume that in o alternative a is ranked above b, which is ranked
above ¢. Now move a to the top using a sequence of adjacent transpositions, all involving a;
we call this procedure “bubbling” a to the top. If at any point during this the outcome of
f is not a, then we have found a 2-manipulation point. Now bubble up b to right below a,
and then bubble up ¢ to be right below b. Again, if at any point during this the outcome of
f is not a, then there is a 2-manipulation point. Otherwise we now have a, b, and ¢ at the
top (in this order), with the outcome of f being a. Now permuting alternatives a, b, and ¢
at the top, we either have a 3-manipulation point, or ¢’ € LD{%*<}, O

Corollary 2.26. If (2.29) holds, then either

2

Cgb}P (0 e LD [5(1),0(2),0(3)} = {a,b, c}) > # (2.30)

or
2

P(O’ c Mg) Z m
Proof. Lemma tells us that when we move the block of a, b, and ¢ up to the top, we
either encounter a 3-manipulation point, or we get a local dictator on {a, b, c} at the top.
If we get a 3-manipulation point, by the describtion of this manipulation point in the
lemma, there can be at most k® ranking profiles that give the same manipulation point.
If we arrive at a local dictator at the top, then there could have been at most £ different

places where the block of a, b, and ¢ could have come from. O
Now ([2.30)) is equivalent to
2
Sop (0 e LD (0 (1),0(2),0(3)) = (a,b, c)) > ﬁ (2.31)
c¢{a,b}

We know that

P(o(1).0/(2).0(3) = (0:b.0) = =775 <

and so ([2.31]) implies (recall Definition [2.21))

2
Z plabe) (0 c LD{aJw}) > 1454 = (2.32)
c¢{a,b}

Now fix an alternative ¢ ¢ {a, b} and define the graph G0 = (V(a,bp), E(a,b,c)) to have
vertex set

‘/(a,b,c) = {U € Sk : (U (1> O (2) 14 (3)) = (CL, b, C)}
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and for o,m € Vigp let (o, ) € E(ap, if and only if o and 7 differ by an adjacent trans-
position. So G(qp,) is the subgraph of the refined rankings graph induced by the vertex set
Viap,e)- (If k=3 or k =4, then this graph consists of only one vertex, and no edges.)

Let

T (a,b,c) = Vigpe N LD

and let 0. (T (a,b,c)) and O (T (a,b,c)) denote the edge- and vertex-boundary of T (a, b, c)
in G(q,,0), respectively.

The next lemma shows that unless 7" (a, b, c) is almost all of V(, ), the size of the bound-

ary O (T (a,b,c)) is comparable to the size of T (a,b,c). The proof uses a canonical path
argument, just like in Lemma [2.21]

Lemma 2.27. Let ¢ ¢ {a,b} be arbitrary. Write T =T (a,b,c) for simplicity. If
P2 (0 € T) < 1 — 6,

then

plabe) (0 €0(T)) > Plasbic) (ceT). (2.33)

%] =

Proof. Let T° = Viap.)\T (a, b, c). For every (o,0") € T'xT*°, we define a canonical path from
o to o', which has to pass through at least one edge in 0. (T"). Then if we show that every
edge in 0, (T') lies on at most r canonical paths, then it follows that |0, (T')| > |T||T¢| /r.

So let (0,0") € T'x T°. We apply the path construction of [40, 41, Proposition 6.4.], but
only to alternatives in [k] \ {a, b, c}.

The analysis of this construction is done in exactly the same way as in Lemma [2.21} in
the end we get that there are at most k? (k — 3)! paths that pass through a given edge in
0. (T).

Recall that |Vigpe| = (k—3)! and that by our assumption |T| < (1—6) (k- 3)!, so
|T¢| > § (k — 3)!. Therefore

|T||T¢| o
(7)) > -2 s Oy
0.7 > g > 3 7]
Now every vertex in V{4 has k —4 < k neighbors, which implies (2.33]). ]

The next lemma tells us that if o is on the boundary of a set of local dictators on {a, b, ¢}
for some alternative ¢ ¢ {a,b}, then there is a 2-manipulation point & which is close to o.

Lemma 2.28. Suppose that o € O (T (a,b,c)) for some ¢ ¢ {a,b}. Then there exists 6 € My
which equals zo for some adjacent transposition z that does not involve a, b, or c, except
that the order of the block of a, b, and ¢ might be rearranged.

Proof. Let m be the ranking profile such that (o, 7) € 0. (T (a, b, ¢)), and let z be the adjacent
transposition in which they differ, i.e., 7 = zo. Since m ¢ T (a, b, ¢), there exists a reordering
of the block of a, b, and ¢ at the top of 7 such that the outcome of f is not the top ranked
alternative. Call the resulting vector 7’. W.lo.g. let us assume that 7/ (1) = a. Let us also
define ¢’ := z7’. Now 7’ is a 2-manipulation point, since f (¢’) = a. ]
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The next corollary puts together Corollary and Lemmas and
Corollary 2.29. Suppose that (2.30) holds. Then if for every c ¢ {a,b} we have

P (5 € T (a,b,¢)) <1 — ——
then
3
Proof. We know that (2.30]) implies
2
a,b,c
Z P4 (g € T (a,b,c)) > TAdE

c¢{a,b}

Now using the assumptions, Lemma with 6 = and Lemma [2.28) we have

_&
100k’

P(oelM)> ) 1 pase) (ceM)> Y L plato (0 € 0(T (a,b,c)))

3 6t
c#{a,b} c¢{a,b}
°_plabe) (¢ e T (a.b i 2
> —— > > . [l
= ¢{Zb} 600k (0 €T(ab.0)) 2 cornoims = 15k

So again we are left with one case to deal with: if there exists an alternative ¢ ¢ {a, b}
such that P> (0 € T (a,b,¢)) > 1 — 5. Define a subset of alternatives K C [k] in the
following way:

K :={a,b} U {c e [k]\ {a,b} : P9 (o0 € T (a,b,c)) > 1 — 108016} .
In addition to a and b, K contains those alternatives that whenever they are at the top with
a and b, they form a local dictator with high probability.
So our assumption now is that |K| > 3.
Our next step is to show that unless we have many manipulation points, for any alterna-
tive ¢ € K, conditioned on ¢ being at the top, the outcome of f is ¢ with probability close
to 1.

Lemma 2.30. Let c € K. Then either

PO (f(0) =) 21— — (2.34)

" P (o € M) > (2.35)
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Proof. First assume that ¢ ¢ {a, b}.

Let o be uniform according to P(), i.e., uniform on S conditioned on o (1) = c. Define
o', where ¢’ is constructed from o by first bubbling up alternative a to just below ¢, using
adjacent transpositions, and then bubbling up b to just below a. Clearly ¢’ is distributed
according to P®?) i.e., it is uniform on Sy conditioned on (o (1), (2),0 (3)) = (c,a,b).

Since ¢ € K, we know that P(¢:®b) (a € LD{“’b’c}) > 1 — 1555+ This also means that

€
100k

Now we can partition the ranking profiles into three parts, based on the outcome of the SCF
f at o and o’

P <a' c LD{“””C}> ~1-—

Iy={o: f (o) #c}.

If P (1) > 1— 5, then holds. Otherwise we have P (I, U I3) >
PO (I3) < 157, we have P (L) > ;&

Now if o € I, then we know that there is a 2-manipulation point along the way as we go
from o to ¢’. That is, to every o € I, there exists ¢ € M, such that ¢ is equal to o except
perhaps a and b are shifted arbitrarily. So there can be at most k? ranking profiles o giving

the same 2-manipulation point ¢, and so we have

. .
=05 and since

P© (1) > °

1
P M,) > ~P©) My) > L
(0 €M) 2 PP o € M) 2 = 00k

1
k3
showing (12.35)).

Now suppose that ¢ € {a, b}, w.l.o.g. assume ¢ = a. We know that |K| > 3 and so there

exists an alternative d € K \ {a,b}. We can then do the same thing as above, but we now
bubble up b and d. O

We now deal with alternatives that are not in K: either we have many manipulation
points, or for any alternative d ¢ K, the outcome of f is not d with probability close to 1.

Lemma 2.31. Let d ¢ K. IfP(f (0) =d) > 7, then

52

100%9°
Proof. Let o be such that f (o) = d. Bubble up d to the top, and call this ranking profile
o'. Now if f(0’) # d, then we know that there exists a 2-manipulation point ¢ along the

way, i.e., a 2-manipulation ¢ which agrees with o except perhaps d is shifted arbitrarily.
Consequently, either

P(O‘GMQ) Z

9
P(O’EMQ) Z @,
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in which case we are done, or

€
Plo:f(o)=[f(0")=d) = .

8k
Next, let us bubble up a to just below d, and then bubble up b to just below d. Denote
this ranking profile by ¢(@*%  and analogously define g(@®t) g(@bd) gladb) = 5b.ad) = apd
o®%2)  Either we encounter a 2-manipulation point & along the way of bubbling up to
o(@) (5 agrees with o except d is at the top, and a and b might be arbitrarily shifted), or

the outcome of the SCF f is d all along. So we have that either

d7a7b) a1d7b) a‘7b7d)

Now start from o' . First swap a and d to get o' , then swap d and b to get o ,
and finally bubble d and b down to their original positions in o, except for the fact that a is
now at the top of the coordinate. Call this profile . Since ¢ is uniformly distributed, & is
distributed according to Pga) , 1.e., uniformly conditional on & (1) = a. Now note that one of

the following three events has to happen. (These events are not mutually exclusive.)

= {1 (649) = 1 (04) = a}.

I ={f (o) #aj},

I3 = {0 : 3 6 € M, which is equal to o except a is shifted
to the top, and b and d may be shifted arbitrarily}.

Since a € K, we know by Lemma that (unless we already have enough manipulation
points by the lemma) we must have

Consequently

o “ £ £ 17¢e
P(L1UIs [ (o) = f(o)) = [ (") = [ (oY) = d) > 16k 50k 400k’

and so either

17¢
Ploc M) >
(o€ M) 2 oo

in which case we are done, or

P(o: f (o) = f (oY) =d, f(c“"D) = f (') =a) > 8107()2
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Next, we can do the same thing with b on top, and we ultimately get that either

€
P M-
(o€ M) 2 55075
in which case we are done, or
P(a,b,@( (a.b.d) LD{mbd}) :p< (ab.d) LD{abd}> c 2.36
e g0 ~ 1600k (2.36)

Define G449y and {44y analogously to G, ) and Tqy,), respectively.

Suppose that holds. We also know that d ¢ K, so Lemma applies, and
then Lemma [2.28 shows us how to find manipulation points. We can put these arguments
together, just like in the proof of Corollary [2.29] to show what we need:

1 1
P (o € My) > ﬁwb’d) (o0 € My) > @P(“’b’d) (0 € 0(T (a,b,d)))
2
> _°_pabd (5 e T (a,b,d c [
= 600k8 (o€ T(a,b.d) 2 15575

Putting together the results of the previous lemmas, there is only one case to be covered,
which is covered by the following final lemma. Basically, this lemma says that unless there are
enough manipulation points, our function is close to a dictator on the subset of alternatives

K.

Lemma 2.32. Recall that we assume that D (f, NONMANIP) > ¢. Furthermore assume
that | K| > 3, that for every ¢ € K we have

(c) — ) > 1 -
P(flo)=c) 21~ ¢ (2.37)
and that for every d ¢ K we have
€
P(f (o) =d) < -
Then

Proof. First note that

P (f (o) # topg (o)) =P (f (o) ¢ K) + P (f (0) # topk (9) , f (o) € K).

We know that
e <D (f,NONMANIP) <P (f (o) # topk (0))

and also that c
P(f(o) ¢ K) < (k—I|K]) - <

l\.’)l(‘f)
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which together imply that

P (f (o) # topg (o), f (o) € K) =

Let o be such that f(0) # topg (¢) and f (o) € K. Now bubble top, (o) up to the top in
o, call this ranking profile . Clearly then topy (6) = topy (o).

There are two cases to consider. If f (o) # f (), then there is a 2-manipulation point
along the way from o to 7, i.e., a 2-manipulation point ¢ such that & agrees with o except
perhaps some alternative c¢ is arbitrarily shifted. Otherwise f (o) = f (), and so f(G) #
topg (7).

Consequently we have that either holds, or that

P(o: f(0) # topg (7)) = (2.39)

»lklm

By the construction of &, we know that & is uniformly distributed conditional on 7 (1) € K.
Consequently, by (2.37)), we have that

which contradicts with - since 50k < a ]

This concludes the proof of the small fiber case.

2.6.4 Large fiber case

In this subsection we assume that (2.26) holds. We show that we either have a lot 2-
manipulation points or we have a lot of local dictators on three alternatives.
Our first step towards this is the following lemma.

Lemma 2.33. Suppose that (2.26]) holds. Then

P@) (g € B) > 1— Z. (2.40)

Proof. Let B¢ = F'\ B. Our assumption (2.26) implies that P (0 € B¢ | o€ F < 47, which

means that |B¢| < = k 1) , and so

(a, e(k—1)! ¢
P (0 ¢ B) < =2~ 1
which is equivalent to ([2.40)). O

The next lemma (together with Section [2.6.3.1) concludes the proof in the large fiber
case.
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Lemma 2.34. Suppose that (2.26)) holds and recall that our SCF f satisfies the condition
D (f,NONMANIP) > ¢. Then either

P(o e M) > — (2.41)

" P(c € LD (a,b)) > —. (2.42)

Proof. By Lemma we know that holds.

Let 0 € Si, be uniform. Define o’ by being the same as o except alternatives a and b
are moved to the top of the coordinate: ¢’ (1) = a and ¢’ (2) = b. Clearly ¢’ is distributed
according to P(@? (). Also define 0" = [a : b] 0’

We partition the set of ranking profiles S mto three parts:

Iy = {0 € Sk 1 f(0) =topyey (), (f (0), f (6")) = (a.b)},
L = {0 € S : f(0) # topyay (), (f (0) . f (6")) = (a.b)},
Iy:={o € S : (f(0'), f(0")) # (a,0)}.

By (2.40) we know that P (0 € I3) < . We also know that P (0 € [;) < 1 — ¢, since
D (f,NONMANIP) > ¢. Therefore we must have

3¢ €

P L) > — > —.
(O’E 2) 1 5
U

Let us partition [, further, and write it as I, = I} (ch{a’b}lgﬁ), where

1= {r€L: f(0) # topguy (0) . f (0) € {a.0}}

and for any ¢ ¢ {a, b},
L.={cely: f(o)=c}.

Suppose that o € I5. W.lo.g. let us assume that a is ranked higher than b by o, and
therefore f (0) = b, since o € I5. Then we can get from o to ¢’ by first bubbling up a to the
top, and then bubbling up b to just below a. Since f (o) = b and f (¢/) = a, there must be
a 2-manipulation point 6 along the way, which is equal to o except perhaps the positions of
a and b are arbitrarily shifted.

Now suppose that o € I, for some ¢ ¢ {a,b}. We distinguish two cases: either c is
ranked above both a and b in o, or it is not.

If not, then say a is ranked above ¢ in ¢. Bubble a all the way to the top, and then
bubble b as well, all the way to the top, just below a. Since f (¢) = ¢ and f (¢’) = a, there
must be a 2-manipulation point ¢ along the way, which is equal to o except perhaps the
positions of @ and b are arbitrarily shifted.

If ¢ is ranked above both a and b in ¢, then the argument is similar. First bubble up a and
b to just below ¢, and denote this ranking profile by &, then permute these three alternatives
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arbitrarily, and then bubble a and b to the top. It is not hard to think through that either
there is a 2-manipulation ¢ along the way, which is then equal to o except perhaps the
positions of a and b are arbitrarily shifted, or else ¢ € LD{abe},

Combining these cases we see that either (2.41)) or (2.42)) must hold. O

So if (2.41) holds then we are done, and if (2.42)) holds, then we refer back to Sec-
tion [2.6.3.1,, where we deal with the case of local dictators on three alternatives.

2.6.5 Proof of Theorem 2.4 concluded

Proof of Theorem[2.4 Our starting point is Lemma which implies that holds
(unless we already have many 2-manipulation points). We then consider two cases, as indi-
cated in Section 2.6.2

We deal with the small fiber case, when holds, in Section m First, we have
that Lemma Corollary Lemma and Corollary show that either there are
many 3-manipulation points, or there are many local dictators on three alternatives. We then
deal with the case of many local dictators in Section [2.6.3.1 Lemma [2.25 Corollary [2.26]
Lemmas and [2.28] Corollary 2.29] and Lemmas [2.30] [2.31] and [2.32] together show that
there are many 3-manipulation points if there are many local dictators on three alternatives,
and the SCF is e-far from the family of nonmanipulable functions.

We deal with the large fiber case—when holds—in Section[2.6.4] Here Lemma [2.34]
shows that either we have many 2-manipulation points, or we have many local dictators
on three alternatives. In this latter case we refer back to Section 2.6.3.1] to conclude the
proof. O

2.7 Inverse polynomial manipulability for any
number of alternatives

In this section we prove the theorem below, which is the same as our main theorem, Theo-
rem [2.2] except that the condition of D (f, NONMANIP) > ¢ from Theorem is replaced
with the stronger condition D ( f NONMANIP) > e

Theorem 2.35. Suppose that we have n > 2 wvoters, k > 3 alternatives, and a SCF f :
Si— [k] satisfying D (f, NONMANIP) > . Then

P(oeM(f)>P(oeM(f)>p (%%) (2.43)

for some polgnomz’al p, where o € S} is selected uniformly. In particular, we show a lower
bound of 15eoms -

An immediate consequence is that

11
P ((o,0") is a manipulation pair for f) > q (5, -, E) ,
n
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for some polynomial q, where o € S} is uniformly selected, and o' is obtained from o by
uniformly selecting a coordinate i € {1,...,n}, uniformly selecting j € {1,...,k— 3}, and
then uniformly randomly permuting the following four adjacent alternatives in o;: o;(j),
i (j+1),0,(j +2), and o; (j + 3). In particular, the specific lower bound for P (o € My (f))
implies that we can take q (5, %, %) = m.

For the remainder of the section, let us fix the number of voters n > 2, the number of
alternatives k > 3, and the SCF f, which satisfies D ( f NONMANIP) > e. Accordingly, we

typically omit the dependence of various sets (e.g., boundaries between two alternatives) on

f.

2.7.1 Division into cases

Our starting point in proving Theorem is Lemma [2.19, Clearly if (2.20) holds then we
are done, so in the rest of Section [2.7| we assume that this is not the case. Then Lemma [2.19

tells us that (2.21)) holds, and w.l.o.g. we may assume that the two boundaries that the
lemma gives us have ¢ = 1 and j = 2. That is, we have

bl 4
P (0 on Bl’b’[ 'b}> > —67
n

4e

and P (0 on B;d;[‘*d]> >
n

where recall that o is on Bf’b;[“:b] if f(o)=aand f([a:b],0) ="0. If 0 is on Bf’l”[“:b] and

S a, then o is a 2-manipulation point, so if this happens in more than half of the cases
. a,b;[a:b]
when o is on B, , then we have
2e

P(oc e M) > —
(o 2)_nk7’

and we are done. Similarly in the case of the boundary between ¢ and d in coordinate 2. So
we may assume from now on that

P (a € Uz‘i’fBl (zfi’)) > % and P (0 e Uzi,ng <zf§l>) > %
The following lemma is an immediate corollary.
Lemma 2.36. Either
P <a € Sm (Bf’b;[“:b]» > % (2.44)
or
P (a € Lg (Bf’b;[‘“b]» > % (2.45)

and the same can be said for the boundary B;’d;[adl.
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We distinguish cases based upon this: either holds, or holds for the boundary
Bg’d;[ad}, or holds for both boundaries. We only need one boundary for the small fiber
case, and we need both boundaries only in the large fiber case. So in the large fiber case we
must differentiate between two cases: whether d € {a,b} or d ¢ {a,b}. First of all, in the
d ¢ {a,b} case the problem of finding a manipulation point with not too small (i.e., inverse
polynomial in n, k and e!) probability has already been solved by Isaksson et al. [40] 41],
so we are primarily interested in the d € {a,b} case. But moreover, we will see that our
method of proof works in both cases.

In the rest of the section we first deal with the small fiber case, and then with the large
fiber case.

2.7.2 Small fiber case

We now deal with the case when holds. We formalize the ideas of the outline in a
series of statements.

First, we want to formalize that the boundaries of the boundaries are big in this refined
graph setting as well, when we are on a small fiber. The proof uses the canonical path
method, as successfully adapted to this setting by Isaksson, Kindler and Mossel [40, |41], and
is very similar to the proof of Lemma [2.21] with some necessary modifications due to the
fact that we now have n coordinates.

Lemma 2.37. Fiz a coordinate and a pair of alternatives—for simplicity we choose coor-
dinate 1 and alternatives a and b, but we note that this lemma holds in general, we do not

assume anything special about these choices. Let za_’f be such that By (z‘if) 1s a small fiber

for Bf’b;[a:b]. Then, writing B = B, (zif) for simplicity, we have

P(oc€d(B)) >

Y
> =P(o€B). (2.46)

Proof. Let B¢ = F (zf’f) \ B. For every (0,0') € B x B°, we define a canonical path from

o to ¢, which has to pass through at least one edge in 0. (B). Then if we show that every
edge in 0, (B) lies on at most r canonical paths, then it follows that |0, (B)| > |B||B¢| /r.

So let (0,0") € B x B¢. We define a path from ¢ to ¢’ by applying a path construction in
each coordinate one by one, and then concatenating these paths: first in the first coordinate
we get from oy to o, while leaving all other coordinates unchanged, then in the second
coordinate we get from o9 to o}, while leaving all other coordinates unchanged, and so on,
finally in the last coordinate we get from o, to o),. In the first coordinate we apply the path
construction of |40} 41, Proposition 6.4.], but considering the block formed by a and b as a
single element; in all other coordinates we apply the path construction of [40, 41, Proposition
6.6.]. Since this path goes from o (which is in B) to ¢’ (which is in B¢), it must pass through
at least one edge in 0, (B).
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For a given edge (m,7’) € 0. (B), at most how many possible (0,0’) € B x B° pairs are
there such that the canonical path between o and ¢’ defined above passes through (7, 7")?
Let us differentiate two cases.

Suppose that 7 and 7" differ in the first coordinate. Then coordinates 2 through n of o
must agree with the respective coordinates of 7, while coordinates 2 through n of ¢’ can be
anything (up to the restriction given by o/ € B¢ C F (zf’f)), giving (%’)n_l possibilities.
Now fixing all coordinates except the first, [40, |41, Proposition 6.4.] tells us that there are at
most (k —1)* (k — 1)1/2 < k? (k — 1)! possibilities for the pair (o1, 0}). So altogether there
are at most k? (k — 1)! (%’)Wl paths that pass through a given edge in J, (B) in this case.

Suppose now that 7 and 7’ differ in the i*" coordinate, where ¢ # 1. Then the first i — 1
coordinates of o’ must agree with the first ¢—1 coordinates of 7, while coordinates i+1,...,n
of 0 must agree with the respective coordinates of w. The first ¢ — 1 coordinates of o, and

coordinates i+1,...,n of o/ can be anything (up to the restriction given by o,0’ € F (z“_f ) ),

giving (k — 1)! (%’) 2 possibilities. Now fixing all coordinates except the i*" coordinate, [40,
41|, Proposition 6.6.] tells us that there are at most k*k! possibilities for the pair (o;,0}).
So altogether there are at most 2k* (k — 1)! (%’)nil paths that pass through a given edge in
J. (B) in this case.

So in any case, there are at most 2k* (k — 1)! (%)n_l paths that pass through a given
edge in 0, (B).

Recall that ‘F <fo>’ = (k—1)! (%)n_l, and also |B¢| > v (k —1)! (%!)n_l since B is a

small fiber. Therefore

n—

0.8) > — BB 7
2t (k- 1) (5)" 2

Bl

Now in G <sz> every ranking profile has no more than nk neighbors, which implies (2.46).
O

Corollary 2.38. If (2.44) holds, then

a,b e
PloeUo( (1)) | 2 gom
a,b

—1

Proof. Using the previous lemma and ([2.44]) we have

PloclJo(Bi (=) | =2 B(rea(Bi(=4)))

a,b a,b
Z_1 Z_1

> 3 P(oeo (B (:21)))

z‘i’f:Bl (zf’f)QSm(Bf’b;[a:b])
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g a,b
> P(oceB ’
- Z Inkd (U 1 (’Z ))
z‘i‘f:Bl (zf’f)QSm(Bf’b;[a:b])
_ g a,b Ve
N 2nk5P (U € Sm <Bl )) Z 2n2k12 -
Next, we want to find manipulation points on the boundaries of boundaries.
Before we do this, let us divide the boundaries of the boundaries according to which
direction they are in. If 0 € 0 (31 (zif)) for some zf’f , then we know that there exists a

ranking profile 7 such that (o, 7) € 0, (Bl (z‘if)) We know that o and 7 differ in exactly

one coordinate, say coordinate j; in this case we say that ¢ is on the boundary of B; <zif>

in direction j, and we write o € 0, <31 <sz)> (This notation should not be confused with

that of the edge boundary.)
b

We can write the boundary of By (zfﬁ) as a union of boundaries in the different direc-

0B (20)) = Uiy (B (1))

but note that this is not (necessarily) a disjoint union, as a ranking profile o for which

tions:

o€l <31 <sz>) might lie on the boundary in multiple directions.

In particular, we differentiate between the boundary in direction 1 and the boundary in
all other directions. To this end we introduce the notation

8_1 (Bl (xi’?)) = U;LZQGJ- (Bl <1’le1)>) .
With this notation we have the following corollary of Corollary
Corollary 2.39. If (2.44) holds, then either

P (0 € U,usds (31 (ﬂ))) > ﬁ (2.47)
or

P (0 € U udy <31 (ﬁ{’))) > #212' (2.48)

Lemma 2.40. Suppose that the ranking profile o is on the boundary of a fiber for B(f’b;[a:b]

in direction j # 1, i.e.,
o e Uza,fa,1 (Bl <Zi’§)>) .

Then there exists a 3-manipulation point & which agrees with o in all coordinates except
perhaps coordinate 1 and some coordinate j # 1; furthermore 1 is equal to oy or [a : b oy,
except that the position of a third alternative ¢ might be shifted arbitrarily, and 6; is equal
to o; or zo; for some adjacent transposition z € T', except the position of b might be shifted
arbitrarily.
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Proof. Suppose that 2% (0) = 2. Since 0 € 0 <Bl (zf’f)) C B (zf’f), we know that
f(o)=a,and if o’ =[a:b], 0, then f (0') =b.
Let m = (mj,0_;) denote the ranking profile such that (o,7) € 0. <B1 (zf’f) . Let

n' := [a:b],7m. Since m ¢ B (z‘ff), (f(m), f (7)) # (a,b). Then, by Lemma [2.17 if
f(m) # f(x'), then one of m and 7’ is a 2-manipulation point.

So let us suppose that f(w) = f(n'). If f(n') = a, then one of ¢’ and 7’ is a 2-
manipulation point by Lemma [2.17] since 7' = z;0’ for some adjacent transposition z #
la :b]. If f(7) =0, then similarly one of o and 7 is a 2-manipulation point.

Finally, let us suppose that f (w) = ¢ for some ¢ ¢ {a,b}. In this case Lemma tells
us that there exists an appropriate 3-manipulation point &. O

Corollary 2.41. If (2.47) holds, then

P(oe M) > —0°

Proof. Lemma [2.40| tells us that for every ranking profile ¢ which is on the boundary of a
fiber for BY S50 some direction j # 1, there is a 3-manipulation point & “nearby”; the
lemma specifies what “nearby” means.

How many ranking profiles o may give the same 67 At most 2nk*, which comes from
the following: o and & agree in all coordinates except maybe two, one of which is the first
coordinate; there are n — 1 < n possibilities for the other coordinate; in the first coordinate,
g, is either oy or [a:b]oy (giving 2 possibilities), while some alternative ¢ (k —2 < k
possibilities) might be shifted arbitrarily (at most k possibilities); in the other coordinate
Jj # 1, 6; is equal to o; or zo; for some adjacent transposition z € T' (at most k possibilities),
except b might be shifted arbitrarily (k possibilities).

So putting this result from Lemma together with (2.47) yields (2.49)). O
The remaining case we have to deal with is when (12.48)) holds.

Lemma 2.42. Suppose that the ranking profile o is on the boundary of a fiber for Bf’b;[a:b]

i direction 1, i.e.,
o€ Uza,fal <Bl (Zi’f)) .

Then either o € LDy (a,b), or there exists a 3-manipulation point & which agrees with o
in all coordinates except perhaps in coordinate 1; furthermore &1 is equal to oy, or [a : b oy
except that the position of a third alternative ¢ might be shifted arbitrarily.

Proof. Just like the proof of Lemma [2.23] m

The following corollary then tells us that either we have found many 3-manipulation
points, or we have many local dictators on three alternatives in coordinate 1.
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Corollary 2.43. Suppose that (2.48)) holds. Then either

a,b,c Ve
Sop (0 e LD! }> —P(0 € LD; (@) > o (2.50)
c¢{a,b}
or e

2.7.2.1 Dealing with local dictators

So the remaining case we have to deal with in this small fiber case is when (2.50)) holds, i.e.,
we have many local dictators in coordinate 1.

Lemma 2.44. Suppose that o € LD‘l{a’b’C} for some alternative ¢ ¢ {a,b}. Define o' =
(07,0_1) by letting o} be equal to oy except that the block of a, b, and ¢ is moved to the top
of the coordinate. Then

e cither o' € LD{*",

e or there exists a 3-manipulation point 6 which agrees with o in all coordinates except
perhaps in coordinate 1; furthermore 61 is equal to oy except that the position of a, b,
and ¢ might be shifted arbitrarily.

Proof. Just like the proof of Lemma [2.25] n

Corollary 2.45. If (2.50) holds, then either

Cg{%}&» (7€ LDI"* {1 (1) 01 (2) 01 (3)} = {a,bc}) = L (2.51)
or
P (o€ M) > 16;—;{15
Proof. Just like the proof of Corollary [2.26] O
Now is equivalent to
Sop (0 e LD (1 (1),01(2), 01 (3)) = (a,b, c)) > %2—2&3 (2.52)
c#{a,b}

We know that

P((O’l (1) » 01 (2) 01 (3)) = (a7b7 C)) = k(k’ _ 1) (k _ 2)
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and so ([2.52)) implies (recall Definition [2.21))

(a,b,c) {a,b,c} Ve

Now fix an alternative ¢ ¢ {a, b} and define the graph G, ) = (1/(a7b7c), E(a7b7c)) to have
vertex set

Viase) ={o € 5 : (01(1),01(2),01(3)) = (a,b,¢)}

and for o, m € V(g let (0,7) € Eqp) if and only if o and 7 differ in exactly one coordinate,
and by an adjacent transposition in this coordinate. So G, is the subgraph of the refined
rankings graph induced by the vertex set V(g ).
Let
Ty (a,b,¢) := Vigpe N LD,

and let 0. (T7 (a,b,¢)) and 0 (T} (a,b,c)) denote the edge and vertex boundary of 77 (a, b, ¢)
in G(q,,0), respectively.

The next lemma shows that unless T} (a,b,c) is almost all of Vi,4.), the size of the
boundary 0 (T (a, b, c)) is comparable to the size of T3 (a, b, c).

Lemma 2.46. Let ¢ ¢ {a,b} be arbitrary. Write T =T (a,b,c) for simplicity. If
P (g € T) <1 -0,

then
P{“") (5 € 0(T)) > %Pi“’b’c) (ceT). (2.54)
Proof. The proof is essentially the same as the proof of Lemma [2.27], with a slight modifica-
tion to deal with n coordinates. Let T¢ = Viap.) \ T (a,b,c). For every (o,0") € T x T we
define a canonical path from o to ¢’ by applying a path construction in each coordinate one
by one, and then concatenating these paths. In all coordinates we apply the path construc-
tion of [40, |41, Proposition 6.4.], but in the first coordinate we only apply it to alternatives
in [k] \ {a,b,c}.
The analysis of this construction is done in exactly the same way as in Lemma [2.37}
in the end we get that [0, (T)| > & |T|. Now every vertex in V) has no more than nk

neighbors, which implies ([2.54]). O

The next lemma tells us that if ¢ is on the boundary of a set of local dictators on {a, b, c}
for some alternative ¢ ¢ {a,b} in coordinate 1, then there is a 4-manipulation point & which
is close to o. The proof is similar to that of Lemma but we have to take care of all n
coordinates.

Lemma 2.47. Suppose that o € 0 (Ti (a,b,c)) for some ¢ ¢ {a,b}. We distinguish two
cases, based on the number of alternatives.



CHAPTER 2. A QUANTITATIVE GIBBARD-SATTERTHWAITE THEOREM o4

If k = 3, then there exists a (3-)manipulation point 6 which differs from o in at most
two coordinates, one of them being the first coordinate.

If kK > 4, then there exists a 4-manipulation point & which differs from o in at most two
coordinates, one of them being the first coordinate; furthermore, &1 is equal to oy except that
the order of the block of a, b, and ¢ might be rearranged and an additional alternative d might
be shifted arbitrarily;, and in the other coordinate, call it j, 0, is equal to o; except perhaps
a, b, and c are shifted arbitrarily.

Proof. Let 7 be the ranking profile such that (o, 7) € 9. (T} (a, b, c)), let j be the coordinate
in which they differ, and let z be the adjacent transposition in which they differ, i.e., 7 = z;0.
Since 7 ¢ T} (a, b, ¢), there exists a reordering of the block of a, b, and ¢ at the top of 7; such
that the outcome of f is not the top ranked alternative in coordinate 1. Call the resulting
vector 7, and let 7' := (7}, 7_1). W.l.o.g. let us assume that 7} (1) = a. Let us also define
o' = z;m'. We distinguish two cases: j =1 or j # 1.

If 5 = 1 (in which case we must have k > 5), 7’ is a 2-manipulation point, since f (¢’) = a.

If j # 1, then there are various cases to consider. If the adjacent transposition z does
not move a, then either 7’/ or ¢’ is a 2-manipulation point. So let us suppose that z = [a : d]
for some d # a.

Clearly we must have f (1) = d, or else 7’ or ¢’ is a 2-manipulation point. Suppose first
that d € {b,c}. W.l.o.g. suppose that d = b.

Then take alternative ¢ in coordinate j of both ¢’ and 7/, and bubble it to the block of a
and b simultaneously in the two ranking profiles. If along the way the value of the outcome
of the SCF f changes from a or b, respectively, then we have a 2-manipulation point by
Lemma[2.17 Otherwise, we now have a, b, and ¢ adjacent in both coordinates 1 and j. Now
rearranging the order of the blocks of a, b, and ¢ in these two coordinates (which can be
done using adjacent transpositions), we either get a 2-manipulation point by Lemma ,
or we can define a new SCF on two voters and three alternatives, a, b, and c¢. This SCF
takes on three values and it is also not hard to see that the outcome is not only a function
of the first coordinate, so by the Gibbard-Satterthwaite theorem we know that this SCF has
a manipulation point, which is a 3-manipulation point of the original SCF f.

Now let us look at the case when d ¢ {b,c}. In this case we do something similar to
what we just did in the previous paragraph. In both ¢’ and 7/, first bubble up alternative
d in coordinate 1 up to the block of a, b, and ¢, and then bubble b and ¢ in coordinate j to
the block of a and d. All of this using adjacent transpositions. If the value of the outcome
of the SCF f changes from a or d, respectively, at any time along the way, then we have a
2-manipulation point by Lemma [2.17, Otherwise, we now have a, b, ¢, and d adjacent in
both coordinates 1 and j, and we can apply the same trick to find a 4-manipulation point,
using the Gibbard-Satterthwaite theorem. O]

The next corollary puts together Corollary and Lemmas and
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Corollary 2.48. Suppose that ((2.51)) holds. Then if for every c ¢ {a,b} we have

3

plebo) T (a.bc) <1— ——
1 (J SV (CL, ,C)) = 100]{7’

then
2

e
Ploe My) > ———.

(7€ M) 2 3i5g00n 17
Proof. We know that (2.51]) implies

a,b,c e
Z ]Pl (UGTl (a,b,c)) Z W
c¢{a,b}

Now then using the assumptions, Lemma with ¢ = 475 and Lemma [2.47, we have

1 (a,b,c) (a,b,c)
PloeM)> ). =P (ceM)> ) ELE (o0 € (T (a,b,c)))
c#{a,b} c¢{a,b}
2
€ (a,b,c) Ve
> __° _p €T (abc)>—1" O
= g:b} goonzez 1 (7 € Tila00) 2 g
So again we are left with one case to deal with: if there exists an alternative ¢ ¢ {a, b}
such that P (o € T} (a,b,c)) > 1 — Toor- Define a subset of alternatives K C [k] in the
following way:

K :={a,b} U {c e [K]\ {a, b} : P\"" (6 € Ty (a,b,c)) > 1 — 106()1{:} .
In addition to a and b, K contains those alternatives that whenever they are at the top of
coordinate 1 with a and b, they form a local dictator with high probability.
So our assumption now is that |K| > 3.
Our next step is to show that unless we have many manipulation points, for any alter-
native ¢ € K, conditioned on ¢ being at the top of the first coordinate, the outcome of f is
¢ with probability close to 1.

Lemma 2.49. Let c € K. Then either

. €
PY (flo) =) 2 1= oo (2.55)
or -
> . .
P(oc € M) > 1007 (2.56)
Proof. Just like the proof of Lemma [2.30] O

We now deal with alternatives that are not in K: either we have many manipulation
points, or for any alternative d ¢ K, the outcome of f is not d with probability close to 1.
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Lemma 2.50. Let d ¢ K. IfP(f (o) =d) > then

62

- 106 2k13

Proof. The proof is very similar to that of Lemma [2.31; we do the same steps in the first
coordinate as done in the proof of Lemma [2.31], and the fact that we have n coordinates only
matters at the very end.

Let o be such that f (o) = d. We will keep coordinates 2 through n to be fixed as o_;
throughout the proof. By bubbling alternatives d, a, and b in the first coordinate, we can
define o’, g(40a) gldab) gabd) gladb) 5bad) and ¢®ha) just as in the proof of Lemma m
Again, we can show that either

- 4k7

P(oc e My) >

€
P M.
(0 € M) 2 755575
in which case we are done, or
plabd) ( (abd) ¢ LD{abd}> P( (abd) o LD{abd}> >_ < 9 57
! 77 = 1600k (257)

Define G(q,qy and {44y analogously to G, and T{qp ), respectively.

Suppose that - ) holds. We also know that d ¢ K, so Lemma E applies, and
then Lemma [2.47] shows us how to find manipulation points. We can put these arguments
together, just hke in the proof of Corollary [2.48] to show what we need:

Po € My) 2 B (0 € My) > P (o € 9 (Ti (a,b, d)))

k3

~ 6nk®
2

€ a

> st (0 € Tiab.d) 2 1. .

Putting together the results of the previous lemmas, there is only one case to be covered,

which is covered by the following final lemma. Basically, this lemma says that unless there

are enough manipulation points, our function is close to a dictator in the first coordinate,
on the subset of alternatives K.

Lemma 2.51. Recall that we assume that D (f, NONMANIP) > ¢. Furthermore assume
that |K| > 3, that for every ¢ € K we have

P —)>1— — 2.
V(@ =021 (25%)
and that for every d ¢ K we have
€
P d) < —.
(flo)=d) <=
Then
> — .
P(oc € My) 4k2 (2.59)
Proof. Just like the proof of Lemma [2.32] O

To conclude the proof in the small fiber case, inspect all the lower bounds for P (o € My)
272

obtained in Section . and recall that v = 1032%.
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2.7.3 Large fiber case
We now deal with the large fiber case, when (12.45)) holds for both boundaries, i.e., when

Prets(5)) =

We differentiate between two cases: whether d € {a,b} or d ¢ {a,b}.

and

2.7.3.1 Casel

Suppose that d € {a, b}, in which case w.l.0.g. we may assume that d = a. That is, in the
rest of this case we may assume that

e g
IP( L (B“’b’[“'b}» > & 2.60
(S g 1 - nk7 ( )
and » .
P( cL (Ba’C; )) > 2.61
o g 2 - nk7 ( )

First, let us look at only the boundary between a and b in direction 1. Let us fix a vector
2*? which gives a large fiber B, (za_’f) for the boundary BI"? ie.. we know that

P (a € By (sz) ‘0 eF (sz)) >1—7. (2.62)
Our basic goal in the following will be to show that conditional on the ranking profile
o being in the fiber F (zf’f) (but not necessarily in F <sz)), with high probability the

outcome of the vote is topy,,y (1), or else we have a lot of 2-manipulation points or local
dictators on three alternatives in coordinate 1.
Our first step towards this is the following.

Lemma 2.52. Suppose that za_’i’ gives a large fiber By (zf’f) for the boundary Bf’b;[“:b]. Then

pi? <a € B, (zi{’) ‘0 €F (ﬁf)) >1— k. (2.63)

Proof. We know that

and so
Pﬁ“”’) (0 ¢ By (sz) ‘ oeF (sz)) = Pga’b) (a ¢ By (z‘if) ‘ occF (zif))
= (k=P (0 ¢ By (1) (1 (1).01(2) = (@) |7 € F (1) ) < (k= 1)7 < by
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The next lemma formalizes our goal mentioned above.

Lemma 2.53. Suppose that z‘i’i’ gives a large fiber By (zf’f) for the boundary Bf’b;[“:b]. Then
either
P (f(0) = topiuy (o) [0 € F (20)) > 12k (2.64)
or
P <a eMy|oeF (&{’)) > ;—k (2.65)
or
P (a € LD, (a,b) ‘ ceF (&{’)) > % (2.66)

Proof. The proof of this lemma is essentially the same as that of Lemma there are
only two slight differences. First, we use Lemma to know that (2.63]) holds. Second, we

take o0 € F (zf’i’) to be uniform, and we stay on the fiber F’ (sz) throughout the proof:
we modify only the first coordinate throughout the proof, in the same way as we did for

Lemma 2.340 We omit the details. O

Now this lemma holds for all vectors za_’f which give a large fiber B, (sz ) for the bound-

ary B(f’b;[a:b]. By (2.60) we know that
€
P(o: By (7 (0)) is alarge fiber) > ——.
o: By (2] (o)) is a large fiber ) > v
Now if (2.65)) holds for at least a third of the vectors zi’f that give a large fiber B; (zf’i’),

then it follows that

e
P Ms) >
(o € M) > 6nks

and we are done. If (2.66)) holds for at least a third of the vectors za_’f that give a large fiber
By <za_’f>, then similarly we have

YE
B(o€ LD () > = .

which means that also holds, and so we are done by the argument in Section .
So the remaining case to consider is when holds for at least a third of the vectors
2*? that give a large fiber B, <zfi’ :
We can go through this same argument for the boundary between a and c in direction 2
as well, and either we are done because

or
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or for at least a third of the vectors 2z that give a large fiber By (zfg) we have
P (f (0) = topg,e (02) |0 € F(2%5)) >1—2ky.

So basically our final case is if

a,b > )
P (a c I ) s (2.67)
and also .
F&%) > . )
P(o € Fy°) > ST (2.68)

Notice that being in the set FY' * only depends on the vector 2% (o) of preferences between
a and b, and similarly being in the set F3"“ only depends on the vector %€ (o) of preferences

n
between a and ¢. We know that { <xfb (o), xi (0)> } are independent, and for any given
i=1
1
5

i we know that |E (2 (o) 2%° (0))‘ = . Hence we can apply reverse hypercontractivity

(Lemma to get the following result.
Lemma 2.54. If (2.67)) and (2.68)) hold, then also
3
3

a,b a,c

Proof. See above. O]

The next and final lemma then concludes that we have lots of manipulation points.

Lemma 2.55. Suppose that (2.69)) holds. Then

3
P(o€ M) > — 4l

—_— — —. 2.
— 54n3k?T k3 (2.70)

Proof. First let us define two events:

I :={o: f(0) =topgp (01)},
L={o:f(0)= tOD (4.} (02)} -

Using similar estimates as previously in Lemma [2.11, we have
P (a ceLNnLNF"n F2> > P <0 e F*'n F2>
P <0 ¢1),0¢c Ff’bﬁFg"c) P (a ¢ Ir,0 € Ff"bsz‘l’c> .

The first term is bounded below via (2.69), while the other two terms can be bounded using
the definition of F™* and F{"°, respectively:

P<a¢11,aeFf”’mF;vC) §P<a¢fl,aeFf=”) §P<a¢ll

e Ff=”) < 2k,
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and similarly for the other term. Putting everything together gives us

3

5
P(oe hNLNFNE) > o —dhy.
Ifo e LNLNF" N FY then clearly we must have f (0) = a, and therefore 25 (¢) = 1
and 23 (¢) = 1. Now define ¢’ from ¢ by bubbling up b in coordinate 1 to just below a, and
bubbling up ¢ in coordinate 2 to just below a. Either we encounter a 2-manipulation point
along the way, or the outcome is still a: f (¢’) = a. If we encounter a 2-manipulation point

along the way for at least half of such ranking profiles, then we are done:

1 o g3 2y
PloeM)>—(—2 _opy)=—° 2
(0 €M) = 4 <54n3k21 7) BAPkE Tk

Otherwise, we may assume that

53
a) Z g 2

In this case define ¢’ := [a : b], 0’ and ¢" := [a oo’ If f(6') ¢ {a,b} or f (") ¢ {a,c},
then we automatically have that one of o', &', or &’ is a 2-manipulation point. If f (6') =b
and f(6”) = ¢, then by Lemma [2.18) we know that there exists a 3-manipulation point &
which agrees with o except perhaps a, b, and ¢ could be arbitrarily shifted in the first two
coordinates. The final case is when a € {f (¢'), f(6”)}. But we now show that this has
small probability, and therefore follows.

First let us look at the case of f(¢") = a. We have

P (a e LNLNF*Y A EY, f(o) =

P <o— €LNLNF NS f(o) =a,f(5) = a)

- ¥ P(geflmmF(<1,z"_{’)> DFS’?f(O’):a,f(&’):a)

2V F (20 ) SR

- ¥ P(aefmfmF;’c,f(a’):a,f(é’)z

20 () R
<P(oe (( %))
[ (o aeF<(1 i’f)))P(oEF((LZCj?)>>'

Now we know that ¢’ € F (( 1, 2% )) C F™" and we also know that

P(7@)#b[oeF((-1227))) < b

A
g
=
S
5

2P (2] ) S
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The number of ¢’s that give the same ¢’ is at most k2, and so we can conclude that
P (0 eLNLOAF"NFc f(o)=a,f(5) = a) < 4k,

and similarly
P (a eLNLNANF""NFYe f(o')=a, f(5") = a) < 4k,

which shows that

3 3

€
54n3k21

€ 9y

1
P(UEM“”)Zﬁ( > S R

— 2ky — 8/@37)
To conclude the proof in this case, recall that we have chosen v = W

2.7.3.2 Case 2

First, as in the previous case, we can look at simply the boundary between a and b in
direction 1, and conclude that either there are many manipulation points, or there are many

local dictators, or (2.67) holds. This holds similarly for the boundary between ¢ and d in
direction 2. Finally, just as in Section [2.3.3.2) we can show that (2.67)) and (2.68]) cannot

hold at the same time. We omit the details.

2.7.4 Proof of Theorem 2.35 concluded

Proof of Theorem |2.35. The starting point for the proof is Lemma [2.19, which directly im-
plies Lemma m (unless there are many 2-manipulation points, in which case we are done).
We then consider two cases, as indicated in Section [2.7.1]

We deal with the small fiber case in Section First, Lemmas [2.37], [2.40] and [2.42]
and Corollaries 2.38] 2.39] 2.41], and [2.43] imply that either there are many 3-manipulation
points, or there are many local dictators on three alternatives in coordinate 1. We then
deal with the case of many local dictators in Section 2.7.2.1] Lemma [2.44] Corollary [2.45]
Lemmas [2.46] amd [2.47], Corollary 2.48] and Lemmas [2.49] [2.50, and [2.51] together show that
there are many 4-manipulation points if there are many local dictators on three alternatives,
and the SCF is e-far from the family of nonmanipulable functions.

We deal with the large fiber case in Section [2.7.3] Here Lemmas [2.52], [2.53], [2.54], and [2.55|
show that if there are not many local dictators on three alternatives, then there are many
3-manipulation points. In the case when there are many local dictators, we refer back to
Section to conclude the proof. O
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2.8 Reduction to distance from truly nonmanipulable
SCF's

Proof of Theorem[2.5. Our assumption means that there exists a SCF ¢ € NONMANIP
such that D (f,g) < a. We distinguish two cases: either g is a function of one coordinate,
or g takes on at most two values.

Case 1. g is a function of one coordinate. In this case we can assume w.l.o.g. that
g is a function of the first coordinate, i.e., there exists a SCF h : S, — [k] on one coordinate
such that for every ranking profile o, we have g (o) = h (07).

We know from the quantitative Gibbard-Satterthwaite theorem for one voter that for any
3 either D (h, NONMANIP (1,k)) < 8, or P(0 € My (h)) > 1505

In the former case, we have that

D (g, NONMANIP (n, k)) < D (h, NONMANIP (1, k)) < 8,

and so consequently
D (f, NONMANIP (n,k)) < a+ 5.

In the latter case, we have that

53
]P(U S M3 (g)) = ]P(U S M3 (h‘)) = 10516’
and so consequently
53
P(o€ M;(f)) > 105516 — bnka,

since changing the outcome of a SCF at one ranking profile can change the number of 3-
manipulation points by at most 6nk. Now choosing § = 100nk%a!/? shows that either
or holds.

Case 2. g is a function which takes on at most two values. W.l.o.g. we may
assume that the range of g is {a,b} C [k], i.e., for every ranking profile o € S}’ we have
g (o) € {a,b}.

There is one thing we have to be careful about: even though ¢ takes on at most two
values, it is not necessarily a Boolean function, since the value of ¢ (¢) does not necessarily
depend only on the Boolean vector z%° (7).

We now define a function h : S}' — {a,b} that is close in some sense to g and which
can be viewed as a Boolean function h : {a,b}" — {a,b} because h (o) depends on o only
through 2%° (o). (The vector %% (o) € {—1,1}" encodes which of a and b is preferred in
each coordinate, and a vector in {a,b}" can encode the same information.) For a given
ranking profile o, let us consider the fiber on which it is on, F (x“7b (0)), and let us define
g|F(maﬂb(o)) to be the restriction of g to ranking profiles in the fiber F' (z*°(¢)). Then define

(see Definition [2.22)
h (o) := Maj <g|F(xa’b(a))> :
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By definition, h (o) depends on ¢ only through 2%® (¢), so we may also view h as a Boolean
function h : {a,b}" — {a,b}.

For any given 0 < § < 1, we either have D (g, h) < ¢, in which case D (f,h) < a+ 4, or
if D (g,h) > §, then we show presently that

Plo€ My (f)) > 1o
Choosing § = 8n%k%«a then shows that either holds, or D (f,h) < 9n?kCa.

Let us now show . We use a canonical path argument again, but first we divide the
ranking profiles according to the fibers with respect to preference between a and b.

Let us consider an arbitrary fiber F’ (Za’b), and divide it into two disjoint sets: into those
ranking profiles for which the outcome of g and h agree, and those for which these outcomes
are different. That is,

— nka. (2.71)

F (Za,b) —_ Fmaj (Za,b) U Fmin (Za,b) 7
where

Foal (208 = Lo e F (%) 1 g(0) =
P (20) — (g € F () : 9(0)

By construction, we know that

min a 1 a 1 k' "
i ) < 51 ) =5 ()

Now for every pair of profiles (o, 0’) € F™n (z“’b) X Fma) (z“’b) define a canonical path from o
to o’ by applying a path construction in each coordinate one by one, and then concatenating
these paths. In each coordinate we apply the path construction of [40, 41, Proposition 6.6.]:
we bubble up everything except a and b, and then finally bubble up the last two alternatives
as well.

For a given edge (m,7') € F™in (24) x Fmai (2%%) there are at most 2k* (£)" possible
pairs (o,0') € F™» (2%%) x F™ (2%%) such that the canonical path between o and o’
defined above passes through (7, 7). (This can be shown just like in the previous lemmas,
e.g., Lemma [2.37]) Consequently we have

’Fmin (Za,b)| }Fmaj (Za,b)| - |Fmin (za,b)‘

min a,b
|ae (F (Z ))‘ Z 2]{}4 (%)n ol 4]{74 )

where the edge boundary 0, (F min (z“’b)) is defined via the refined rankings graph restricted
to the fiber F' (z“’b). Summing this over all fibers we have that

min Za,b
S fon (mn ()| > S L 2y 21

zasb 2ab
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using the fact that D (g, h) > .

Now it is easy to see that if (o,0”) € 9. (F™ (2*)) for some z*?, then either o or ¢’ is a
2-manipulation point for g. In the refined rankings graph every vertex (ranking profile) has
n (k — 1) < nk neighbors, so each 2-manipulation point can be counted at most nk times in

the sum on the left hand side of (2.72)), showing that

)
- 4 ]{:57

from which follows immediately, since changing the outcome of a SCF at one ranking
profile can change the number of 2-manipulation points by at most nk.

So either we are done because holds, or D (f,h) < 9n’kSa; suppose the latter
case. Our final step is to look at h as a Boolean function, and use a result on testing
monotonicity [33].

Denote by D the distance of h when viewed as a Boolean function from the set of
monotone Boolean functions. Let 0 < € < 1 be arbitrary. Then either D < ¢, in which case

D (h, NONMANIP) < D < ¢ and therefore D (f, NONMANIP) < 9n%k%a + ¢, or D > ¢. In
the latter case we show that then

P(oc e My(g)) >

P(oc € My(f)) > fTZ — 9’k a. (2.73)
Choosing € = 5n*k®a then shows that either or holds.

Let us now show . Let us view h as a Boolean function, and denote by p(h)
the fraction of pairs of strings, differing on one coordinate, that violate the monotonicity
condition. Goldreich, Goldwasser, Lehman, Ron, and Samorodnitsky showed in 33, Theorem
2] that p (h) > 2.

Now going back to viewing h as a SCF on k alternatives, this tells us that there are
at least 52" pairs of fibers, which differ on one coordinate, that violate monotonicity. For
each such pair of fibers, whenever a and b are adjacent in the coordinate where the two
fibers differ, we get a 2-manipulation point. Such a 2-manipulation point can be counted
at most n times in this way (since there are n coordinates where a and b can be adjacent).
Consequently, we have

€ k! 1 2
My(h)|>=-2"-2(k—1 - — k!
=522 (B) L2 gy,
ie.,
2e
P(oc € My (h)) > —
(0 € My () 2 =
from which (2.73)) follows immediately, since changing the outcome of a SCF at one ranking
profile can change the number of 2-manipulation points by at most nk. O]

Proof of Theorem[2.9. First we argue without specific bounds. Suppose on the contrary
that our SCF f does not have many 4-manipulation points. Then f is close to NONMANIP
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by Theorem [2.35] Consequently, by Theorem 2.5, f is close to NONMANIP, which is a
contradiction.
Now we argue with specific bounds. Assume on the contrary that

815

P(o e My(f)) < 1039767 166 °
Then by Theorem we have that D ( fs NONMANIP) < m, and consequently by
Theorem [2.5{ we have D (f, NONMANIP) < ¢, which is a contradiction. O

2.9 Open problems

We conclude with a few open problems that arise naturally, some of which have already been
asked by Isaksson et al. [40, 41].

e In Section [2.1.3| we mentioned that our techniques do not lead to tight bounds. It
would be interesting to find the correct tight bounds. When discussing tight bounds
there are various different ways to measure the manipulability of a function: in terms
of the probability of having manipulating voters, in terms of the expected number
of manipulating voters, in terms of the number of manipulative edges (either in the
refined or non-refined graph), etc.

e A related question is to find, in some natural subsets of functions, the one that mini-
mizes manipulation. For example, among anonymous SCFs, which function minimizes
the expected number of manipulating voters? For example, for plurality, the proba-
bility that a ranking profile is manipulable is © (1/4/n), and if it is manipulable, then
© (n) voters can manipulate, so consequently the expected value of the number of vot-
ers who can manipulate individually is © (y/n). Is it true that for all anonymous SCF's,
this expectation is 2 (y/n)?

e What if the distribution over rankings is not i.i.d. uniform? It would be interesting to
consider a quantitative Gibbard-Satterthwaite theorem, and also the questions asked
above, in this setting.
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Chapter 3

Coalitional manipulation:
a smooth transition
from powerlessness to absolute power

3.1 Introduction

While in the previous chapter we focused on a single voter manipulating the outcome of the
election, in this chapter we are interested in the coalitional manipulation problem, where a
group of voters can change their votes in unison, with the goal of making a given candidate
win. Various variations of this problem are known to be N"P-hard under many of the common
SCFs |20 |78}, /10].

Crucially, this line of work focuses on worst-case complexity, but, as mentioned before,
a recent line of research on average-case manipulability has been questioning the relevance
of such worst-case complexity results. The goal of this alternative line of work is to show
that there are no “reasonable” voting rules that are computationally hard to manipulate
on average. Specifically, the goal is to rule out the following informal statement: there are
“good” voting rules that are hard to manipulate on average under any “sufficiently rich”
distribution over votes.

Taking this point of view, showing easiness of manipulation under a restricted class of
distributions—such as i.i.d. votes or even uniform votes (the impartial culture assumption)—
is interesting, even if these do not necessarily capture all possible real-world elections. Specif-
ically, if we show that manipulation is easy under such distributions, then any average-case
hardness result would necessarily have to make some unnatural technical assumptions to
avoid these distributions. Studying such restricted distributions over votes is indeed exactly
what some recent papers have done.

For the coalitional manipulation problem, Procaccia and Rosenschein [64] first suggested
that it is trivial to determine whether manipulation is possible for most coalitional manip-
ulation instances, from a typical-case computational point of view; one can make a highly
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informed guess purely based on the number of manipulators. Specifically, they studied a
setting where there is a distribution over votes (which satisfies some conditions), and con-
centrated on a family of SCFs known as positional scoring rules. They showed that if the
size of the coalition is o (y/n), then with probability converging to 1 as n — oo, the coalition
is powerless, i.e., it cannot change the outcome of the election. In contrast, if the size of the
coalition is w (y/n) (and o (n)), then with probability converging to 1 as n — oo, the coalition
is all-powerful, i.e., it can elect any candidate. Later Xia and Conitzer |77] proved an analo-
gous result for so-called generalized scoring rules, a family that contains almost all common
voting rules. See also related work by Peleg [61], Slinko [69], Pritchard and Slinko [62], and
Pritchard and Wilson [63]. We discuss additional related work in Section [3.1.2]

Our primary interest in this chapter is to understand the critical window that these
papers leave open, when the size of the coalition is © (1/n). Specifically, we are interested
in the phase transition in the probability of coalitional manipulation, when the size of the
coalition is ¢y/n and ¢ varies from zero to infinity, i.e., the transition from powerlessness to
absolute power.

In the past few decades there has been much research on the connection between phase
transitions and computationally hard problems (see, e.g., [31, |17, 3]). In particular, it is
often the case that the computationally hardest problems can be found at critical values of
a sharp phase transition (see, e.g., [34] for an overview). On the other hand, smooth phase
transitions are often found in connection with computationally easy (polynomial) problems,
such as 2-coloring [2] and 1-in-2 SAT [71]. Thus understanding the phase transition in this
critical window may shed light on where the computationally hardest problems lie.

Recently, Walsh [|72] empirically analyzed two well-known voting rules—veto and single
transferable vote (STV)—and found that there is a smooth phase transition between the
two regimes. Specifically, Walsh studied coalitional manipulation with unweighted votes
for STV and weighted votes for veto, and sampled from a number of distributions in his
experiments, including i.i.d. distributions, correlated distributions, and votes sampled from
real-world elections. Our main result complements and improves upon Walsh’s analysis in
two ways; while Walsh’s results show how the phase transition looks like concretely for veto
and STV, we analytically show that the phase transition is indeed smooth for any generalized
scoring rule (including veto and STV) when the votes are i.i.d. This suggests that deciding
the coalitional manipulation problem may not be computationally hard in practice.

3.1.1 Our results

Before presenting our results, we first formally specify the setup of the problem. Again
we consider n voters electing a winner among k alternatives via a SCF f : S} — [k]. We
denote a ranking profile by ¢ = (01,...,0,) € Sp, and for a candidate a, define W, =
{o € S}'| f (0) = a}, the set of ranking profiles where the outcome of f is a. Our setup and
assumptions are the following.

Assumption 3.1. We assume that the number of candidates, k, is constant.
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Assumption 3.2. We assume that the SCF f is anonymous, i.e., that it treats each voter
equally.

Assumption 3.3. We assume that the votes of voters are i.i.d., according to some distri-
bution p on Sy. Furthermore, we assume that there exists § > 0 such that for every m € Sy,
we have p(m) > 6 (necessarily 6 < 1/k!).

If we were to assume only these, then our setup would include uninteresting cases, such
as when f is a constant—i.e., no matter what the votes are, a specific candidate wins.
Another less interesting case is when the probability of a given candidate winning vanishes
as n — oco—we can then essentially forget about this candidate for large n (in the sense that
a coalition of size {2 (n) would be necessary to make this candidate win). To exclude these
and focus on the interesting cases, we make an additional assumption which concerns both
the SCF and the distribution of votes.

Assumption 3.4. We assume that there exists € > 0 such that for every n and for every
candidate a € [k], the probability of a being elected is at least € > 0, i.e., P(W,) > ¢
(necessarily € < 1/k).

All four assumptions are satisfied when the distribution is uniform (i.e., under the im-
partial culture assumption) and the SCF is close to being neutral (i.e., neutral up to some
tie-breaking rules); in particular, they hold for all commonly used SCFs. The assumptions
are somewhat more general than this, although the i.i.d. assumption remains a restrictive
one. However, as discussed earlier, even showing easiness of manipulation under such a
restricted class of distributions is interesting.

As mentioned before, we are interested in the case when the coalition has size ¢y/n for
some constant c. Define the probabilities

q, (c):=P ( some coalition of size cy/n can elect any candidate ) ,

g, (c) =P ( some coalition of size cy/n can change the outcome of the election ) ,
r,(c) =P ( a specific coalition of size cy/n can elect any candidate ) ,

Tn(c) =P ( a specific coalition of size cy/n can change the outcome of the election ) ,

q(c):=1limgq (¢), q(c):=1lmg,(c), r(c):=limr,(c), 7T(c):=lim 7, (c),

= n—oo —N n—o0 n—00 n—00
provided these limits exist. Clearly ¢ (c) < g, (c), 1, (¢c) < Tu(c), 1,(c) < ¢ (c), and
7 (0) <, (0)

Before we describe our results, which deal with these quantities, we first explain how
these relate to the various variants of the coalitional manipulation problem. In the coalitional
manipulation problem the coalition is fixed, and thus the relevant quantities are r, (¢) and
7 (¢). Closely related is the problem of determining the margin of victory, which is the
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minimum number of voters who need to change their votes to change the outcome of the
election. Also related is the problem of bribery, the minimum number of voters who need
to change their votes to make a given candidate win. The main difference between these
problems is that in coalitional manipulation the coalition is fixed, whereas in the latter two
problems the coalition is not fixed. Hence the relevant quantities for studying the latter two
are ¢ (c) and g, (c). Our tools also allow us to deal with other related quantities (such as
microbribery [28]), but we focus our attention on the four quantities described above.

Our first result analyzes the case when the size of the coalition is ¢y/n for large c¢. We
show that if ¢ is large enough, then with probability close to 1, a specific coalition of size c\/n
can elect any candidate. This holds for any SCF that satisfies the above (mild) restrictions.

Theorem 3.1. Assume that Assumptions and [3.4) hold. For any n > 0 there
exists a constant ¢ = ¢ (n,d,¢,k) such that r, (¢) > 1 —n for every n. In particular, we can
choose

¢ = (4/6) log (2K!/n) | /1og (2k/m) + /log (2/2) .

It follows that
lim liminfr, (c) = 1.
cC—00 M—r00

This result extends previous theorems of Procaccia and Rosenschein [64], and Xia and
Conitzer [77], from scoring rules and generalized scoring rules, respectively, to anonymous
SCFs.

Our second result deals with the case when the size of the coalition is ¢y/n for small ¢,
and the transition as ¢ goes from 0 to co. Here we assume additionally that f is a generalized
scoring rule (to be defined in Section [3.3.1.1)); this is needed because there exist (pathological)
anonymous SCFs for which the result below does not hold (see the beginning of Section
for an example).

Theorem 3.2. Assume that Assumptions[3.1], [3.9, [3.3, and[3.4] hold, and furthermore that

f s a generalized scoring rule. Then:
(1) The limits q(c), G(c), r(c), and 7 (c) ewist.
(2) There exists a constant K = K (f,d) < oo such that g (c) < Kc; in particular,

limg (c) = 0.

c—0

(3) For all0 < ¢ < oo, we have 0 < q(c) <q(c) <1and0 <r(c) <7(c) < 1. Furthermore,
the functions q (- ), G(+), r(-), and 7 () are all continuously differentiable with bounded
derivative.

In words, Part [2| means that if ¢ is small enough then with probability close to 1 no
coalition of size ¢y/n can change the outcome of the election, and the statements about
7 and r in Part |3 mean that the coalitional manipulation problem has a smooth phase
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transition: as the number of manipulators increases, the probabilities that a coalition has
some power, and that it has absolute power, increase smoothly. Parts|lfand[2|of the theorem
simply make a result of Xia and Conitzer [77] more precise, by extending the analysis to
the ©(y/n) regime. More importantly, in the proofs of these statements we introduce the
machinery needed to establish Part [3] which is our main result.

Since the coalitional manipulation problem does not have a sharp phase transition, The-
orem can be interpreted as suggesting that realistic distributions over votes are likely to
yield coalitional manipulation instances that are tractable in practice, even if the size of the
coalition concentrates on the previously elusive ©(y/n) regime; this is true for any generalized
scoring rule, and in particular for almost all common social choice functions (an exception
is Dodgson’s rule). This interpretation has a negative flavor in further strengthening the
conclusion that worst-case complexity is a poor barrier to manipulation.

However, the complexity glass is in fact only half empty. The probability that the margin
of victory is at most ¢y/n is captured by the quantity g,,, hence Part [3[ of Theorem also
implies that the margin of victory problem has a smooth phase transition. As recently
pointed out by Xia [73], efficiently solving the margin of victory problem could help in post-
election audits—used to determine whether electronic elections have resulted in an incorrect
outcome due to software or hardware bugs—and its tractability is in fact desirable.

The methods we use are flexible, and can be extended to various setups of interest
that do not directly satisfy our assumptions above, for instance single-peaked preferences.
Consider a one-dimensional political spectrum represented by the interval [0, 1], and fix the
location of the candidates. Assume that voters are uniformly distributed on the interval,
independently of each other. For technical reasons, this distribution does not satisfy our
assumptions, since there will be rankings m € Sy such that p(m) = 0; however, our tools
allow us to deal with this setting as well. For instance, if the locations of the k£ candidates
are {ﬁ, %, . 2’;—;1}, then our results hold (with appropriate quantitative modifications).
Similarly, if the locations were something else, then there would exist a subset of candidates
who have an asymptotically nonvanishing probability of winning, and the same results hold
restricted to this subset of candidates.

Finally, we discuss the role of tie-breaking in our setup, since this is often an important
issue when studying manipulation. However, since we consider manipulation by coalitions
of size ¢y/n, ties where there exist a constant number of voters such that if their votes are
changed appropriately there is no longer a tie, are not relevant. Indeed, our tools allow us
to extend the results of Theorem to a class of SCF's slightly beyond generalized scoring
rules, and, in particular, these allow for arbitrary tie-breaking rules (see Section for
details).

3.1.2 Additional related work

As discussed at the beginning of Chapter 2] there is a recent line of research with an average-
case algorithmic flavor that suggests that manipulation is indeed typically easy. A different
approach, initiated by Friedgut, Kalai, Keller and Nisan [29] 30|, and culminating in the work
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presented in Chapter [ studies the fraction of ranking profiles that are manipulable, and
also suggests that manipulation is easy on average. We refer to the survey by Faliszewski and
Procaccia |27] for a detailed history of the surrounding literature. See also related literature
in economics, e.g., the work of 35} |16, [56].

Recent work by Xia [73] is independent from, and closely related to, our work. As
mentioned above, Xia’s paper is concerned with computing the margin of victory in elections.
He focuses on computational complexity questions and approximation algorithms, but one
of his results is similar to Parts[I] and [2 of Theorem [3.2] However, our analysis is completely
different; our approach facilitates the proof of Part [3| of the theorem, which is our main
contribution. An even more recent (and also independent) manuscript by Xia |74] considers
similar questions for generalized scoring rules and captures additional types of strategic
behavior (such as control), but again, crucially, this work does not attempt to understand
the phase transition (nor does it subsume our Theorem |3.1)).

3.2 Large coalitions

Without further ado, we prove Theorem [3.1] The main idea is to observe that for i.i.d. dis-
tributions, the Hamming distance of a random ranking profile from a fixed subset of ranking
profiles concentrates around its mean. The theorem follows from standard concentration
inequalities.

Proof of Theorem[3.1. For 0,0’ € S}, define

n

d(0,0) = = 1o £ .

i.e., d(0,0')is 1/n times the Hamming distance of o and ¢’. If U is a subset of ranking profiles
and o is a specific ranking profile then define dyy (0) = min,.¢py d (0,0’). The function dy is
Lipschitz with constant 1/n, and therefore by McDiarmid’s inequality we have the following
concentration inequality:

P (|dy (o) — Edy| > ¢) < 2exp (—2¢%n) (3.1)

for any ¢ > 0 and U C S}!. Suppose U C S} has measure at least ¢, i.e., U is such

that P (o € U) > ¢, and take 7 such that 2exp (—2v*n) < ¢, e.g., let v = \/log (2/¢)/+/n.
Then (3.1) implies that there exists ¢ € U such that |dy (o) — Edy| < «, but since dyy (o) = 0,
this means that Edy < . So for such a set U, we have

P (dy (o) >~ +¢) < exp (—2c¢*n)
for any ¢ > 0. Choosing ¢ = B/y/n and defining B’ = B + \/log (2/¢) we get that

P (dy (0) > B'/v/n) < exp (—2B?). (3.2)
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In the language of the usual Hamming distance, this means that the probability that the
ranking profile needs to be changed in at least B’y/n coordinates to be in U is at most
exp (—2B?), which can be made arbitrarily small by choosing B large enough.
By our assumption, P (o € W,,) > ¢ for every a, and therefore by and a union bound
we get
P (Ja: dw, (0) > B'/v/n) < kexp (—2B%).

By choosing B = +/log (2k/n), this probability is at most 7/2.

Consider a specific coalition of size DB’y/n, where D = D (4, k) will be chosen later.
Using Chernoff’s bound and a union bound, with probability close to one, for every possible
ranking 7 the coalition has at least B’y/n voters with the ranking 7:

P (E|7r € S : coalition of size DB’y/n has less than B’\/n voters with ranking 7r)
< kIP (Bin (DB'\/n,8) < B'v/n) < klexp (— (1 — 1/D6§)* DB'v/nd/2)
< klexp (- (1 —1/D8)> Dé/2),

where Bin (DB’y/n, ) denotes a binomial random variable with parameters DB’y/n and ¢,
and where we used our assumption that for every voter the probability for every ranking is
at least 0 > 0. Choosing D = (4/6) log (2k!/n), this probability is at most 7/2.

By the anonymity of f, the outcome only depends on the number of voters voting ac-
cording to each ranking. Consequently, if o is such that it is at a distance of at most B'/y/n
away from each W,, and where for each ranking 7 there are at least B’/n voters in the
coalition with ranking 7, then the coalition is able to achieve any outcome. Using the above
and a union bound this happens with probability at least 1 — 7. O

3.3 Small coalitions and the phase transition

This section is almost entirely devoted to the proof of Theorem [3.2] but it also includes some
helpful definitions, examples, and intuitions.

Consider the following example of a SCF. For a € [k] let n,(¢) denote the number
of voters who ranked candidate a on top in the ranking profile . Define the SCF f by
f (o) =3F_an, (0) mod k. This SCF is clearly anonymous (since it only depends on the
number of voters voting according to specific rankings), and moreover it is easy to see that
any single voter can always elect any candidate.

This example shows that, in general, we cannot have a matching lower bound for the size
of the manipulating coalition on the order of \/n. However, this is an artificial example (one
would not consider such a voting system in real life), and we expect that a matching lower
bound holds for most reasonable SCF's.

Xia and Conitzer [77] introduced a large class of SCFs called generalized scoring rules,
which include most commonly occurring SCFs. In the following we introduce this class of
SCFs, provide an alternative way of looking at them (as so-called “hyperplane rules”), and
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show that for this class of SCFs if the coalition has size ¢y/n for small enough ¢, then the
probability of being able to change the outcome of the election can be arbitrarily close to

zero. At the end of the section we then prove the smooth transition as stated in Part [3] of
Theorem [3.2]

3.3.1 Generalized scoring rules, hyperplane rules, and their
equivalence

In this subsection we introduce generalized scoring rules and hyperplane rules, and show
their equivalence.

3.3.1.1 Generalized scoring rules

We now define generalized scoring rules.

Definition 3.1. For any y,z € R™, we say that y and z are equivalent, denoted by y ~ z,
if for every i,j € [m], we have y; > y; if and only if z; > z;.

Definition 3.2. A function g : R™ — [k]| is compatible if for any y ~ z, we have g (y) =
9(2).

That is, for any function ¢ that is compatible, g (y) is completely determined by the total
preorder of {yi,...,yn} (a total preorder is an ordering in which ties are allowed).

Definition 3.3 (Generalized scoring rules). Let m € N be a natural number, let f : S, — R™
be a function mapping a ranking to an m-tuple of real numbers (called a generalized scoring
function), and let g : R™ — [k] be a function mapping an m-tuple of reals to an integer in
[k], where g is compatible (g is called a decision function ). The functions f and g determine
the generalized scoring rule GS (f, g) as follows: for o € S}, let

GS(f,g)(0) =g (Z f (%)) -

From the definition it is clear that every generalized scoring rule (GSR) is anonymous.

3.3.1.2 Hyperplane rules

Preliminaries and notation. In the following, for a SCF let us write f = f,, i.e., let us
explicitly note that f is a function on n voters; also let us write ¢ = ¢™. Since the SCF
fn is anonymous, the outcome only depends on the numbers of voters who vote according
to particular rankings. Let D, denote the set of points in the probability simplex A
for which all coordinates are integer multiples of 1/n. Let us denote a typical element of
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the probability simplex A* by z = {2r}e s,- For a ranking profile 0", let us denote the
corresponding element of the probability simplex by x (¢"), i.e., for all 7 € S, we have

$(0n)w:%21[0i:”]~

By our assumptions the outcome of f,, only depends on x (¢™), so by abuse of notation we
may write that f,, : A¥|p, — [k] with £, (™) = f,, (x (o™)).
We are now ready to define hyperplane rules.

Definition 3.4 (Hyperplane rules). Fiz a finite set of affine hyperplanes of the simplex
A*: Hy, ... H,. FEach affine hyperplane partitions the simplex into three parts: the affine
hyperplane itself and two open halfspaces on either side of the affine hyperplane. Thus the
affine hyperplanes Hy, ..., H, partition the simplex into finitely many (at most 3°) regions.
Let F : A¥ — [k] be a function which is constant on each such region. Then the sequence of

SCF's {fn}nZP fn 2 S — [K], defined by

1s called a hyperplane rule induced by the affine hyperplanes Hy, ..., H, and the function F.

A function F : A® — [k] naturally partitions the simplex A* into k parts based on
the outcome of F. (For hyperplane rules this partition is coarser than the partition of A*
induced by the affine hyperplanes Hy,..., H;,.) We abuse notation and denote these parts
by {Wa},epy- The following definition will be useful for us.

Definition 3.5 (Interior and boundaries of a partition induced by F). We say that x € AF
s an interior point of the partition {Wa}ae[k] induced by F if there exists a > 0 such that for
all y € A* for which |x — y| < a, we have F (z) = F (y). Otherwise, we say that x € A* is
on the boundary of the partition, which we denote by B.

For a hyperplane rule the boundary B is contained in the union of the corresponding
affine hyperplanes. Conversely, suppose I : A¥ — [k] is an arbitrary function and the
sequence of (anonymous) SCFs {f,}, <., fn: S — [k| is defined by f, (¢") = F (xz (o™)). If
the boundary B of F is contained in the union of finitely many affine hyperplanes of A*!,
then F'is not necessarily a hyperplane rule, but there exists a hyperplane rule F such that F
and F agree everywhere except perhaps on the union of the finitely many affine hyperplanes.

3.3.1.3 Equivalence

Xia and Conitzer |76] gave a characterization of generalized scoring rules: a SCF is a gen-
eralized scoring rule if and only if it is anonymous and finitely locally consistent (see Xia
and Conitzer [76, Definition 5]). This characterization is related to saying that generalized
scoring rules are the same as hyperplane rules, yet we believe that spelling this out explicitly
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is important, because the geometric viewpoint of hyperplane rules is somewhat different, and
in this probabilistic context it is also more flexible.

Lemma 3.3. The class of generalized scoring rules coincides with the class of hyperplane
rules.

Proof. First, let us show that every hyperplane rule is a generalized scoring rule. Let us
consider the hyperplane rule induced by affine hyperplanes H, . .., H; of the simplex A* and
the function F' : A¥ — [k]. The affine hyperplanes of A¥ can be thought of as hyperplanes
of R* that go through the origin—abusing notation we also denote these by Hy, ..., H,. Let
Uy, . .., uy denote unit normal vectors of these hyperplanes.

We need to define functions f and ¢ such that for every ranking profile ¢ € S},
CGS(f,9) (6™) = F(x(0™). We will have f : S, — R and ¢ : R“™" — [k]. Coordi-
nates 1,...,¢ of f correspond to hyperplanes Hy, ..., H,, while the last coordinate of f will
always be 0 (this is a technical necessity to make sure that the function g is compatible).
Let us look at the coordinate corresponding to hyperplane H; with normal vector u;. For
m € S, define

(f (m); = (F (7)) g, = (f (7).,

;= (),

where the coordinates of R¥ are indexed by elements of Sj. Then

n n

(@) =D (flo); =D (uy),, =nlu;-z(0").

i=1 =1

The sign of (f(0™)); thus tells us which side of the hyperplane H; the point z (0") lies

on. We define g (y) for all y € R“™ such that y,.1 = 0; then the requirement that g be
compatible defines ¢ for all y € R*"!. For = € R, define sgn () tobe lif 2 >0, —1if x <0,
and 0 if x = 0.

To define g (y1,...,ys,0), look at the vector (sgn(y1),...,sgn(ye)). This vector deter-
mines a region in A" in the following way: if sgn(y;) = 1, then the region lies in the
same open halfspace as wu;, if sgn(y;) = —1, then the region lies in the open halfspace
which does not contain u;, and finally, if y; = 0, then the region lies in the hyperplane
H;. Now we define g (yi,...,y,,0) to be the value of F' on the region of A¥ defined by
(sgn(y1),...,sgn(ye)). The value of g (v1,...,ys 0) is well-defined, since F' is constant in
each such region. Moreover, if we take y ~ z with y,.1 = 2,1 = 0, then necessarily
(sgn(y1),...,s8n(ye)) = (sgn(z1),...,sen(2¢)), and thus g (y) = g (2): so g is compatible
(this is where we used the extra coordinate).

Now let us show that every generalized scoring rule is a hyperplane rule. Suppose a
generalized scoring rule is given by functions f : Sy — R™ and ¢ : R™ — [k]. For a ranking
profile " € Sf, define f(0") := 3", f(0:)) = n) g [ (m) (2 (0™)),; in this way we can
view f as a function mapping Ngo \ {0} to R™ (and hence can also view GS(f,g) as a

function mapping N4 \ {0} to [k]). Since this mapping is homogeneous, we may extend the
domain of f (and hence that of GS(f,g)) to @go \ {0} in the natural way.
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For a total preorder O, let Rp = {z € Q% \ {0} : f (¥) ~ O}. By definition, if 7,y € Ro
then g (f (z)) = g (f (v)), i.e., GS(f, g) is constant in each region Re. Each region Rp is a Q-
convex cone, i.e., if x,y € Rp and A € QN |0, 1], then Az + (1 — \) y € Ro, and furthermore
if p1 € Qs, then pux € Ro (both of these properties follow immediately from Definition [3.1).
Thus we can write Q% \ {0} as the disjoint union of the Q-convex cones {Ro},. The only
way to do this is by taking finitely many hyperplanes of R* and cutting Q¥,\ {0} using
these hyperplanes; a precise statement of this can be found in Section [3.4] This essentially
follows from a result by Kemperman [45, Theorem 2]—to keep the chapter self-contained we
reproduce in Section his results and proof, and show how the statement above follows
from his results. Since our function is homogeneous, we need only look at the values of
GS (f, g) on the simplex A¥. By the above, the simplex is divided into regions {R@ N Ak!}o
via affine hyperplanes of A* and the function GS(f,g) is constant on Rp N A* for each
total preorder O, so GS (f, g) is indeed a hyperplane rule. O

3.3.1.4 Examples

Most commonly used SCF's are generalized scoring rules / hyperplane rules, including all po-
sitional scoring rules, instant-runoff voting, Coombs’ method, contingent vote, the Kemény-
Young method, Bucklin voting, Nanson’s method, Baldwin’s method, Copeland’s method,
maximin, and ranked pairs. Some of these examples were already shown by Xia and
Conitzer [77, [76], but nevertheless in Section we detail explanations of many of these
examples. The main reason for this is that the perspective of a hyperplane rule arguably
makes these explanations simpler and clearer. A rule that does not fit into this framework is
Dodgson’s rule, which is not homogeneous (see, e.g., [13]), and therefore it is not a hyperplane
rule.

3.3.2 Small coalitions for generalized scoring rules

We now show that for generalized scoring rules, a coalition of size ¢y/n for small enough
¢ can only change the outcome of the election with small probability. By the equivalence
above, we can work in the framework of hyperplane rules.

We consider two metrics on A*: the L! metric, denoted by d; or ||-||;, and the L? metric,
denoted by ds or [|-||,- The L' metric is important in this setting, since changing the votes
of voters corresponds to moving in the L' metric on A*; this connection is formalized in the
following lemma.

Lemma 3.4. Let 0", 7" € S;'. Then di (z (o), z (")) < 2dy (o, 7"), where dy denotes
Hamming distance, i.e., dy (o™, 7) =Y " | 1(0o; # 7;]. Furthermore, if y € D,,, then there
exists 7" € Sy such that x (7") =y and dy (z (o) ,y) = 2dp (o™, 7").

Proof. Let 7° = o™, and for i = 1,...,n, define the ranking profile 7 as

7Ti:(7'17...,7'1',0'1'4_1,...,0'”)_
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By definition, 7 = 7. The desired inequality then follows from the triangle inequality:

di (x(0"), 2 (") = dy (2 (7°) ;2 (7)) <D da (2 (77") 2 (7))
i=1
2 2

= —1lo; # 7] = —du (", 7").

Zan s # il n (0", ")
For the second part of the lemma, construct 7" as follows. For each m € Sy, let I, =
{ien):o;, =7} If x(0"), < yx, then for every i € I, let 7, = w. If 2 (0"), > y,, then
choose a subset of indices I C I of size |I.| = ny,, and for every i € I/, let 7, = 7. Finally,

define the rest of the coordinates of 7" so that = (7") = y. The construction guarantees that
then d; (z (o™),y) = 2dy (o™, 7). O

~n
It is therefore natural to define distances from the boundary B using the L' metric:

Definition 3.6 (Blowup of boundary). For a > 0, we define the blowup of the boundary B
by « to be
B ={y e A" : 3z € B such that ||z —y|, < a}.

In order for some coalition to be able to change the outcome of the election at a given
ranking profile, the point on the simplex corresponding to this ranking profile needs to be
sufficiently close to the boundary B; this is formulated in the following lemma.

Lemma 3.5. Suppose we have n voters, a coalition of size m, and the ranking profile is
o™ € S, which corresponds to the point x (o) € AM on the probability simplex. A necessary
condition for the coalition to be able to change the outcome of the election from this position
is that x (™) € B*?™/m. Conversely, if (o) € BY2m=K)/" then there exists a coalition of
size m that can change the outcome of the election.

Proof. For any ranking profile 77 that the coalition can reach, we have dy (0", 7") < m,
and so by Lemma (3.4 we have d; (z (o), z (7)) < 22, If z (o") ¢ B™*™/", then for every
ranking profile 7 which the coalition can reach, x (¢™) and = (7™) are in the same region
determined by the hyperplanes, and so F'(z (7")) = F (z(0")), i.e., the coalition cannot
change the outcome of the election.

Now suppose that z (0") € BT¥?m=#)/n Then there exists y € B such that we have
di (z(0™),y) < 2=F. Since y € B, there exists § € D, such that d; (y,9) < £ and
F(y) # F (x(¢™)). By the triangle inequality, d; (z (¢"),y) < 27’”, and then by the second
part of Lemma there exists 7" € S} such that = (7") = ¢ and dy (6™, 7") < m. The
coalition consisting of voters with indices in I := {i € [n]: 0; # 7;} can thus change the
outcome of the election. ]

Corollary 3.6. If we have n voters, the probability that some coalition of size m can change
the outcome of the election is bounded from below by P (z (o) € BYEm= /") and from above
by P (:c (o) € BT/ ") , where o™ is drawn according to the probability distribution satisfying
the conditions of the setup.
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Gaussian limit. Due to the i.i.d.-ness of the votes, the multinomial random variable z (¢")
concentrates around its expectation, and the rescaled random variable

converges to a normal distribution, with zero mean and specific covariance structure. For our
analysis it is better to use this Gaussian picture, and thus we reformulate the preliminaries
above in this limiting setting. First, let us determine the limiting distribution.

Lemma 3.7. We have & (0") =, N (0,%), where the covariance structure is given by ¥ =
diag (p) — pp™, where recall that p is the distribution of a vote.

Proof. 1t is clear that E (Z (¢™)) = 0. Computing the covariance structure, we first have that

B(2) = Y Plo=moy=m) = (1= ) p( + 1p(a),

2,j=1

from which we have Var (z;) = = (p(7) — p (7r)2) and thus Var (i) = p (7) — p (r)*>. Then
similarly for m # 7’ we have

Erare) = 5 > Pl =moy =) = 5 S p@p(w) = (1- 1 ) p(mp(r),

=1 i#]

from which we have that Cov (2, #~) = —2p (7) p (7') and thus Cov (i, Z~) = —p (7) p (7).
[

Note that, because of the concentration of z (¢™) around its mean, and our assumption
that for every n and for every candidate a € [k], we have P (f (¢") =a) > ¢, it is neces-
sary that for every a > 0 and for every candidate a € [k] there exists y € A* such that
ly —E (2 (a1))]l; < @ and F(y) = a. )

Denote by p the distribution of N (0, %) and let X denote a random variable distributed
according to p. Note that p is a degenerate multivariate normal distribution, as the support
of 1 concentrates on the hyperplane Hy where the coordinates sum to zero. (This is because
Dones, L(0"), =0.)

The underlying function F : A¥ — [k] corresponds to a function F : R* |5, — [k] in the
Caussian limit, and this function F' partitions R |, into k parts based on the outcome of

F. We denote these parts by {Wa} - We need the following definitions and properties
aclk
of boundaries, analogous to those above.

Definition 3.7 (Interior and boundaries of a partition). We say that & € R |g, is an
interior point of the partition {Wa} induced by F if there exists o > 0 such that for

a€[k]

all §j € RM |y, for which || — ||, < a, we have F (%) = F (§). Otherwise, we say that
i e RM |, is on the boundary of the partition, which we denote by B.
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Lemma 3.8. If the boundary B comes from a hyperplane rule, i.e., B is contained in the
union of € affine hyperplanes in AR then B is contained in the union of { hyperplanes of
R |g,, where £ < 0.

Proof. Two things can happen to an affine hyperplane H of A* when we take the Gaussian
limit: (1) if E(z (7)) € H, then translation by E (z (7)) takes H into a hyperplane H of

R¥ R" | g,, and since H goes through the origin, scaling (in particular by /n) does not move
this hyperplane; (2) if E (z (7)) ¢ H, then translation by E (z (7)) takes H into an affine
hyperplane H of R¥ |1, that does not go through the origin, and then scaling by y/n moves
H to an affine hyperplane of R* |z, whose L? distance from the origin is proportional to \/n,
so in the n — oo limit this affine hyperplane “vanishes”. O

Definition 3.8 (Blowup of boundary). For a > 0, we define the blowup of the boundary B
by a to be

Bte = {g e R* |y, : 3% € B such that || — gll; < Oé} .

Let us focus specifically on a coalition of size ¢y/n for some (small) constant ¢. Corol-
lary [3.6] implies the following.

Corollary 3.9. For hyperplane rules the limit of the probability that in an election with n
voters some coalition of size cy/n can change the outcome of the election is (X' € B“C).

The following claim, together with Corollary [3.9] tells us that for hyperplane rules a
coalition of size cy/n can change the outcome of the election with only small probability,
given that c¢ is sufficiently small, proving Part [2] of Theorem [3.2]

M
Claim 3.10. Suppose that our SCF is a hyperplane rule, and in particular let {HZ} be a

. N i=1
collection of hyperplanes in R* |y, such that B C \J\, H;. Then

~ 2 M
u <X e B+C> < \ﬁ—c
/5
Proof. By our condition and a union bound we have
~ ~ M ~ ~
u(XE B+C) < Z,u(X eHjC).
i=1

For a hyperplane H in R¥ |, denote (one of) the corresponding unit normal vector(s) (in
the hyperplane Hy) by w. Then

O={ieR"|g u-i=0}
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and since L' distance is always greater than L? distance, we have

H*e C {x € R* |y, : 37 € H such that || — 7|, < c} ={zeR" |y, Ju-7| <c}.

Since X is a multidimensional Gaussian r.v., u- X is a one-dimensional Gaussian r.v. (which
is centered). Therefore

u(f(éf[“) §,u<u-X€[—c,c]

We have that )
Var (u . )2') =E (u . X’) =E (uTXXTu) = u''Su,

and so all that remains to show is that

min  u'Yu > 0,
w:llul|=1,ull

where 1 is the k!-dimensional vector having 1 in every coordinate.

Let A1 (X) > X (X) > -++ > A (X) denote the eigenvalues of ¥. Since X is positive
semidefinite, all eigenvalues are nonnegative. We know that 0 is an eigenvalue of X (the
corresponding eigenvector is 1), so Mgy (X) = 0. By the variational characterization of eigen-
values we have

min  u’ Yu = A\p_1 (2),

wi|lul|=1,ull
and so we need to show that A\g_1 (X) > d. To do this we use Weyl’s inequalities.

Lemma 3.11 (Weyl’s inequalities). For an m x m matriz M, let \y (M) > Xy (M) > -+ >
Am (M) denote its eigenvalues. If A and C are m x m symmetric matrices then

N (A+C) <

<N (A)+ X1 (O) if 1<,
N(A+C) >

Ai
i (A) + Xj—ipm (C) if 1>

We use Weyl’s inequality for A = diag (p) and C = —pp”. The eigenvalues of A are
{P (7)} s, all of which are no less than 4. Since C has rank 1, all its eigenvalues but one are
zero, and the single nonzero eigenvalue is Ay (C') = —pT'p. Since ¥ = diag (p) —pp? = A+C,
Weyl’s inequality tells us that

Aei1 (2) = At (diag (p) + Aw—t (—pp") =6 +0=6. O

This implies that we have a lower bound of €2 (/n) for the size of the coalition needed in
order to change the outcome of the election for hyperplane rules. As mentioned before, most
commonly occurring SCFs are in this class of rules: see Section for many examples.
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3.3.2.1 “Almost” hyperplane rules

Furthermore, the Gaussian limiting setting above is not sensitive to small changes to the
voting rule for finite n. Consequently, for SCFs that are “almost” hyperplane rules (in a
sense we make precise below), the same conclusion holds: a coalition of size 2 (1/n) is needed
in order to be able to change the outcome of the election with non-negligible probability.
In particular, the same result holds for SCFs with arbitrary tie-breaking rules for ranking
profiles which lie on one of the hyperplanes (e.g., the tie-breaking rule can depend on the
number of voters n).

Definition 3.9 (“Almost” hyperplane rules). Fiz a finite set of affine hyperplanes of the
simplex A¥: Hy,... H,. These partition the simplex into finitely many regions. Let F :
A¥ — [K] be a function which is constant on each such region, and let B denote the in-
duced boundary. Then the sequence of SCFs {fn},~1, fo : Si — [k, is called an “almost”

hyperplane rule if for every o™ such that x (c™) ¢ B+O(1/‘/E), we have

This SCF is called an “almost” hyperplane rule induced by the affine hyperplanes Hy, ..., Hy
and the function F.

Lemma 3.12. Suppose that the sequence of SCFs {fn},~, fu : Si — [k], is an “almost”
hyperplane rule defined by £ hyperplanes. Then in the Gaussian limiting setting the boundary
B is contained in the union of { hyperplanes of R™ |p,, where { < ¢.

Proof. For finite n, the induced boundary of f, in the simplex A* is contained in o/ ‘/5),
by definition. Since in the Gaussian limit we scale by /n, the blowup by o (1/y/n) of the
boundary B disappears in the limit, and hence we are back to the situation of Lemma [3.8]
Consequently, the affine hyperplanes corresponding to our “almost” hyperplane rule either
“disappear to infinity” or become hyperplanes of R* Fire O

Corollary 3.13. Corollary[3.9 and Claim [3.10 hold for “almost” hyperplane rules as well.

3.3.3 Smoothness of the phase transition

In this final subsection our goal is to show Parts [1| and |3| of Theorem The existence of
the limits in Part [I] follows immediately from the Gaussian limit described above; we do not
detail this, but rather give formulas for these limiting probabilities. These then imply the
properties described in Part |3| of the theorem.

In the following let the hyperplane rule be given by affine hyperplanes Hi, ..., H; of A"
and the function F': A¥ — [E]; in the limiting setting denote by Hy,...,H ; the correspond-
ing hyperplanes of R¥ |, and denote by F : R® |y, — [k] the corresponding function.
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3.3.3.1 The quantities g and ¢

For # € R¥ |y, define

a(z):= _inf dy(z,9), f(z):=max inf di(Z,7).
FR@)AF @) a€[k] §:F (§)=a

From the previous subsection it is then immediate that we can write
a(c):,u<)~(:oz<)~() §20>,

a(e)=p(X:8(X) <2).

It is important to note that the boundary B is contained in the union of finitely many
hyperplanes, H, ..., H; 7, and thus the regions where F' is constant are convex cones which
are the intersection of finitely many halfspaces. Consequently « () is either d; (Z,0), where
0 denotes the origin of R¥, or it is d; (i’,FL) for some 1 < j < ¢, where d; (:E,IZ[]- =

mfgeH

and from every hyperplane scales as well (i.e., d; (AZ,0) = Ad; (Z,0) and d; </\:%,I:Ij> =

dy (Z,7). If we scale & by some positive constant A, then the distance from the origin

Ady (f, ]:Ij)), and thus for every A > 0, we have a (AZ) = A (Z). Consequently, if we write

& = ||Z||, 5, where § € S¥~1 and S*~! denotes the (k! — 1)-sphere (not to be confused with
Sy, the set of ranking profiles on n voters and k candidates), then we have o (%) = ||Z||, a ().
The same scaling property holds for 5 as well, and hence we have

10 (5[], (5) 2. o
(c)zu( :HXH25< )gzc . (3.4)

Recall that our condition that for every a € [k], we have P (f (o) = a) > ¢, implies that for
every 1 > 0 and for every a € [k] there exists & € R |y, such that ||#]|, < n and F (%) = a.
Consequently for every # € R |, we must have o (Z) < d, (#,0) and 3 (Z) < d (,0). In
particular, for 3 € S¥~1 we have d, (3,0) < Vk!d, (3,0) = Vk! and so a (3),5(5) < vk
This immediately implies that for every ¢ > 0 we have

B

Q(c)zu(ff:(

x|l <
2

To show that g (c¢) < 1, note that since the boundary is contained in the union of finitely
many hyperplanes, there exists §* € S¥~! such that « (5*) > 0. By continuity of a, there
exists a neighborhood U C S¥~1 of 5* such that for every § € U, o (8) > « (§8*) /2. For any

z such that z/ ||z]|, € U and ||Z|, > a—) we have

e a(§%)

a(3) 2 = 2c.

a(z) = [[2]lya @/ [12],) >
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So consequently

q(c)gl—u(X:X/HX‘LGU, X

4c>
> — ) < 1.

2 a(§)

Finally, the fact that ¢ (c) and g (c) are continuously differentiable follows from the formu-
las (3.3)) and (3.4), since g (c) and g (c) are both written as the Gaussian volume of a subset

of R™|4,, and in both cases this subset grows continuously as ¢ increases. The derivative of
both ¢ (c) and g (c) is bounded at zero (by Corollary and Claim [3.10), while as ¢ — oo
the derivative approaches zero, and since the derivative is continuous, it must be bounded
by a constant for the whole half-line.

3.3.3.2 The quantities 7 and r

In the previous setup when the coalition of size ¢y/n was not specified, the ranking profile
could be changed arbitrarily within a Hamming ball of radius ¢y/n. On the probability
simplex A" this corresponded to an L' ball of radius 2¢/y/n, and in the rescaled limiting
setting it corresponded to an L' ball in R* |m, of radius 2c. When the coalition of size
cy/n is specified, things are slightly different. In particular, when we look at the probability
distribution on the probability simplex A* induced by the distribution on ranking profiles
(or, in the limiting setting, the Gaussian distribution on R |p,), then we have lost track of
the votes of any specific coalition. Nonetheless, the Gaussian limiting setting still provides
formulas for the limiting probabilities r (¢) and 7 (c).

We can first draw a random ranking profile for the other n — ¢y/n voters not in the
coalition, 6™~ *V" and then the voters in the coalition can set their votes arbitrarily. The
question is, how can the coalition affect the outcome of the vote? In particular, (a) can they
change the outcome of the election, and (b) can they elect any candidate?

The ranking profile 6"~ ¢V" corresponds to a point (a”*c\/ﬁ) on the probability simplex
A* and by setting their votes the coalition can move this point on the probability simplex
in some neighborhood of z (J”_C\/ﬁ). We omit the calculation for finite n and only present
the result in the limiting setting.

Suppose that the limiting ranking profile of the voters other than the coalition corresponds
to the point # € R |z,. Then the set of points the coalition can reach is the following:

R.(7) = {g eR” |, : V7 € S : i — T + cp () > 0} .
We can then define
¢ (Z) := inf {7 : 3§ € R, (%) such that F(§) # F (f)} ,

Y (Z) := inf {'y :Va € [k] 3§ € R, () such that F (§) = a} )
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and it follows immediately that we can then write
F(c)z,u()?:go(f() §c>,
E(C)ZM<X:¢<X> Sc).
In the same way as in Section one can argue that ¢ and v scale: if A > 0 then
© (AT) = Ap (Z) and ¥ (AZ) = M) (Z). Hence we have
7(c)=p (f( : HXHQQO <§> < c) , (3.5)
f(c):u<X: Hf( 2w<§> Sc). (3.6)
For every 0 < ¢ < oo we have T (¢) < g (c) < 1 (using Section [3.3.3.1]). Let us now show that

also r (¢) > 0. We claim that for all § € S¥~!|p,, we have 1 (5) < 2. This follows from the
fact that if § € S¥~1, then S¥~1|, C R: (5), which is true because if § € Sk=1 o then

for all m € Sy, we have 3, — 5, + %p (m)>—-1—-1+ %5 = 0. Thus we have

r(¢) ZM(X %], < 5‘5) -0

as claimed.

Finally, the fact that r (¢) and 7 (¢) are continuously differentiable follows from the for-
mulas and using an argument given above: r(c) and 7 (c) are written as the
Gaussian volume of subsets of R¥ |, and these subsets grow continuously as ¢ increases.
The derivative of both 7 (¢) and T (c) is bounded at zero (by Corollary [3.9 and Claim [3.10)),
while as ¢ — oo the derivative approaches zero, and since the derivative is continuous, it
must be bounded by a constant for the whole half-line. O]

3.4 Decomposing R? as the disjoint union of finitely
many convex cones: only via hyperplanes

For self-containment, we reproduce here the main definitions and results of Kemperman [45]
that make precise the claim used in the proof of Lemma that the only way to decompose
4, \ {0} into the disjoint union of finitely many Q-convex cones is via hyperplanes. Kem-
perman’s paper deals with convex sets in general, but here we summarize the results about
convex cones that are relevant to us. Kemperman’s results pertain to finite dimensional
linear spaces and we will state them in this form; in the end we show how results for RZ,
follow immediately from these, and as a consequence we also obtain the claim used in the
proof of Lemma, |3.3]
Let us start with the main definitions. In the following, all linear spaces are over the reals
and are finite dimensional. Let X be a linear space. A convex cone is a subset K C X such
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that z,y € K and A > 0 imply z +y € K and Az € K. (We do not require that 0 € K.)
For a set A C X, denote its affine hull by aff (A), its convex hull by cvx (A), and its closure
by ¢l (A). Note that if K C X is a convex cone, then aff (K) is a linear subspace of X.

We define two special types of convex cones: basic convex cones and elementary convex
cones.

Definition 3.10 (Basic convex cone). Let K be a convexr cone in a finite dimensional linear
space X. We say that K is a basic convex cone (in X ) if K is a member K = Ky of some
partition

X = KoUK U. .. UK,

of X into finitely many disjoint convex cones {K;}._,.

Note that any linear subspace Y of X is a basic convex cone, from which it immediately
follows that K is a basic convex cone in X if and only if it is a basic convex cone in aff (K).
In order to define elementary convex cones, we need a few more definitions.

Definition 3.11 (Open polyhedral convex cone). Let K be a convex cone in a finite dimen-
sional linear space X. We say that K is an open polyhedral convex cone relative to X if K
can be expressed as the intersection of finitely many open halfspaces Hy, ..., Hy, of X, each
of which has the origin on its boundary. The whole linear space X 1is an open polyhedral
conver cone with ¢ = 0.

Definition 3.12 (Relatively open polyhedral convex cone). Let K be a convex cone in a
finite dimensional linear space X. Then K 1is a relatively open polyhedral convex cone if
either K =0 or K is an open polyhedral convex cone relative to aff (K).

Definition 3.13 (Elementary convex cone). Let K be a convex cone in a finite dimensional
linear space X. We say that K is an elementary convex cone if K can be represented as a
disjoint union of finitely many relatively open polyhedral convex cones.

To understand these definitions better, let us consider an example. We can write R =
(—00,0) U[0, 00), and so it is immediate that both (—o0,0) and [0, 00) are basic convex cones.
Clearly (—o00,0) and (0,00) are open polyhedral convex cones, and therefore elementary
convex cones too. While {0} is not an open polyhedral convex cone in R, it is a relatively
open polyhedral convex cone. Consequently [0,00) is an elementary convex cone as well,
since we can write [0,00) = {0}U(0,00). In particular, elementary convex cones are not
necessarily open.

The main result of Kemperman concerning convex cones is the following [45, Theorem 2.

Theorem 3.14. Let K be a convex cone in R?. Then K is a basic convex cone if and only
if it is an elementary convexr cone.

In Lemma [3.3| we only use the “only if” direction, and we thus leave the proof of the “if”
direction as an exercise for the reader.
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Proof of “only if” direction. Let X be a finite dimensional linear space and let K be a basic
convex cone in X of dimension d = dim (K) = dim (Y'), where Y = aff (K). We prove by
induction on d the following:

(i) The relative interior of K, denoted by K, is a relatively open polyhedral convex cone.

(ii) If K° # Y, then denote by Fy,..., F, the (d — 1)-dimensional hyperplanes in Y cor-
responding to the finitely many faces of the polyhedron cl (K) = cl(K°). Then the
convex cones F; N K, where i = 1,...,/, are elementary convex cones of dimension at
most d — 1 (but they need not be disjoint).

(iii) The convex cone K is also an elementary convex cone.

If K = (), then properties (i) - (iii) hold. If d = 0, then necessarily K = {0}, since K is
a convex cone, and again K satisfies properties (i) - (iii) above.

So we may assume that d > 1 and that each basic convex cone of dimension at most d — 1
satisfies properties (i) - (iii) above. Since K is a basic convex cone, there exists a partition

Y = KUK, U. .. UK, (3.7)

of Y into finitely many disjoint convex cones {K j};:(ﬁ with Ky = K. We may assume that
r > 0 is minimal, and hence the K; are non-empty. Note that K is also non-empty since
dim (K) = dim (Y).

If r =0 then K = Ky =Y and the properties (i) - (iii) above are immediately satisfied,
so we may assume that » > 1. For j = 1,...,r, let H; be a hyperplane in Y which separates
the convex cone K = K with non-empty interior K° from the non-empty convex cone K;.
(Such hyperplanes exist by the hyperplane separation theorem, and, moreover, each such
hyperplane goes through the origin, because each K; contains at least one point from every
open ball around the origin, since each K is a cone.) Let HJQ be the associated open half
space in Y which contains the interior K° of K. Let

L’ =H{n---NnH.

Then LY is a polyhedral convex cone, which is open relative to Y, and contains the interior
K% of K.

We claim that L% = K% It is enough to show that L° C K, because then L’ C K°
follows from the definition of K°. Suppose on the contrary that there exists z € L° such
that z ¢ K. Then from the partition there must exist an index 1 < j <r with x € Kj.
This implies that = ¢ Hj and thus = ¢ L%, which is a contradiction. This proves (i).

Now let us show (ii). By , we can write the linear space F; as the disjoint union of
the convex cones F; N K, where j = 0,...,7, and thus F; N K is a basic convex cone and
hence, by induction, an elementary convex cone.

Finally, let us show that K is an elementary convex cone. Since K is a polyhedral convex
cone which is open relative to Y, it only remains to show that K \ K° can be written as a
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finite disjoint union of relatively open polyhedral convex cones. By (ii), we can write K \ K°
as the finite union of elementary convex cones:

K\K°=U_ (FFNK),

so what remains is to show that we can write this as a finite disjoint union of relatively
open polyhedral convex cones. We may assume w.l.o.g. that F; N K # () for all 7 and that
(F,NK) € (F;NK) for all i # j (otherwise we can leave out £; N K from the union).

We claim that then for every 1,

relint (F; N K) C (KN K)\|J(FENFNK), (3.8)
J#i

from which it immediately follows that relint (F; N K) Nrelint (F; N K) = () for ¢ # j. To
show , let the two open halfspaces on either side of the hyperplane Fj be denoted by
F and F; . W.lo.g. assume that K N F; = (). Since (F;NK) € (F; N K), we must have
(EENK)NFf#0. Let z € (FNK)NF; and let y € F; N F;N K. Since F; N K is convex,
the interval from z to y is contained in F; N K, but because (F; N K) N F;” = {), no points
on this line past the point y can be in F; N K; hence y ¢ relint (F; N K).

Since F;N K is a basic convex cone, relint (F; N K) is a relatively open polyhedral convex
cone by induction. If F; N K = aff (F; N K) then relint (F; N K) = F; N K. If not, then
denote by Fj1,...,F;y, the hyperplanes in aff (F; N K) corresponding to the finitely many
faces of the polyhedron cl (F; N K). By induction, the convex cones F;; N F; N K, where
j=1,...,¢;, are elementary convex cones, and we can write

KA\ K" = (U relint (7,0 K) ) | (U UL (R N FOK))

What remains to be shown is that Uf_, Ufi:l (F;; N F; N K) can be written as a finite disjoint
union of relatively open polyhedral convex cones; this follows by iterating the previous
argument. OJ

Let us now show that Rio is a basic convex cone in R%. Fori = 1,...,d, define the closed

halfspace Hi20 = {x eR?: ;> O} and its complement H0 = {3: eR?: ;< O}, and from
these define the convex cones

Ki=HN---nHNH, i=1,....d.

Then we can write R? as the disjoint union of the convex cones Rio and K1,..., K4, showing
that indeed RZ, is a basic convex cone. This implies that if we can write R%, as the disjoint
union of the convex cones C,...,C,, then each C; is a basic convex cone, and hence, by
Theorem [3.14] an elementary convex cone.

Now let us turn to the claim in the proof of Lemma . In Lemma , we write ng \ {0}
as the disjoint union of finitely many Q-convex cones: Q% \ {0} = CoUC,U...UC,. For
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i=0,...,r let C; = cvx (C;). Tt is known (see, e.g., [79]) that C; = Q¥ NC;. The C; are
therefore disjoint convex cones which satisfy

CoUCU...UC, CRY, (3.9)

and

a (éo) Ucl (él) U---ud (C) = RY,. (3.10)

Our goal is to show that each C; is an elementary convex cone. Conditions (3.10) and (3.9)
are very similar to the definition of a basic convex cone; in this spirit let us introduce the
following definition.

Definition 3.14 (Basic convex cone up to closure). Let Ky be a convexr cone in a finite
dimensional linear space X. We say that Ky is a basic convex cone up to closure (in X ) if
there exist disjoint convex cones Ky, ..., K, such that

KUK U...UK, C X

and
cl (Kop)Ucl (K)U---Ucl(K,) = X.

Since RZ, is a basic convex cone, the C; above are basic convex cones up to closure.

In fact, every basic convex cone up to closure is an elementary convex cone; the proof is
exactly the same as the one shown above for the “only if” direction of Theorem [3.14] one just
needs to replace “basic convex cone” with “basic convex cone up to closure” everywhere in
the proof, and make the appropriate changes. Moreover, the other direction of Theorem [3.14]
implies that actually every basic convex cone up to closure is a basic convex cone.

Hence the C; are elementary convex cones, which is what we need in Lemma

3.5 Most voting rules are hyperplane rules: examples

In the following we show that the following voting rules are all hyperplane rules: positional
scoring rules, instant-runoff voting, Coombs’ method, contingent vote, the Kemény-Young
method, Bucklin voting, Nanson’s method, Baldwin’s method, and Copeland’s method.

e Positional scoring rules. Let w € R* be a weight vector. Given a ranking profile
vector o, the (normalized) score of candidate a € [k] is s, = 1 37w (0; ' (a)). The
positional scoring rule associated to the weight vector w elects the candidate who has
the highest score. (In case of a tie, there is some tie-breaking rule, but we do not
care about this here.) We denote such a SCF on n voters by f/. Examples include
plurality (with weight vector w = (1,0,0,...,0)), Borda count (with weight vector
w=(k—1,k—2,...,0)) and veto (with weight vector w = (1,1,...,1,0)).
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To a sequence of SCFs {f},., we can associate a function F’ : A¥ — [k] in the
following way. For a candidate a € [k] and x € A¥, define the (normalized) score

S0 (1) = D e, Txw (17" (a)), and let

F¥(x) := argmax s, (x),
aclk]

if this arg max is unique, and if it is not unique, then there is some tie-breaking rule.
This construction guarantees that f = F*|p,. For candidates a # b, define

H,p:= {m c A" s, (2) = s (ZL‘)} ,

which is an affine hyperplane of the probability simplex A*. Clearly the boundary BY
is contained in the union of (g) such affine hyperplanes:

B"C |J Ha
a#be(k]

e Instant-runoff voting. If a candidate receives absolute majority of first preference
votes, then that candidate wins. If no candidate receives an absolute majority, then
the candidate with fewest top votes is eliminated. In the next round the votes are
counted again, with each ballot counted as one vote for the advancing candidate who
is ranked highest on that ballot. This is repeated until the winning candidate receives
a majority of the vote against the remaining candidates.

The boundary corresponds to two kinds of situations: either (1) there is a tie at the
top at the end, when only two candidates remain; or (2) there is a tie for eliminating a
candidate at the end of one of the rounds. Technically situation (1) is also contained in
situation (2), since at the very end one can view choosing a winner as eliminating the
second placed candidate. One can see that if candidates a and b are tied for elimination
after candidates C' C [k] \ {a, b} (where C' = () is allowed) have been eliminated, then

necessarily
)DINED SENIFSSD SR SR (311
C'eC{r(1),...m(|C")}=C", ¢'eC{n(1),...,m(|C"]) } c,
(|C’\+1) a Tl'(|C/|+1)

Consequently, denoting by s, ¢ (z) the quantity on the left hand side of (3.11]), the
boundary B is contained in the union of at most k22* affine hyperplanes:

B C U U {z e AP 5,0 (z) =spe(2)}

a#b CC[k]\{a,b}

e Coombs’ method. This is similar to IRV, but the elimination rule is different. If
a candidate receives absolute majority of first preference votes, then that candidate
wins. If no candidate receives an absolute majority, then the candidate who is ranked
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last by the most voters is eliminated. In the next round the votes are counted again,
with each ballot counted as one vote for the advancing candidate who is ranked highest
on that ballot. This is repeated until the winning candidate receives a majority of the
vote against the remaining candidates.

The boundary corresponds to two kinds of situations: either (1) there is a tie at the
top at the end, when only two candidates remain; or (2) there is a tie for eliminating a
candidate at the end of one of the rounds. Technically situation (1) is also contained in
situation (2), since at the very end one can view choosing a winner as eliminating the
second placed candidate. One can see that if candidates a and b are tied for elimination
after candidates C' C [k] \ {a,b} (where C' = () is allowed) have been eliminated, then
necessarily

> > Te= ) > Ty (3.12)

C'CC {x(k),...,m(k—|C'|+1)}=C", el {n(k),..., m(k—|C'|+1)}=C",
w(k—|C'|)=a m(k—|C’|)=b

Consequently, denoting by s, ¢ (x) the quantity on the left hand side of (3.12)), the
boundary B is contained in the union of at most k22* affine hyperplanes:

B C U U {:U € A" s, 0 (x) = s (x)} .

azb OC[k]\{a,b}

e Contingent vote. This is also similar to IRV, except here all but two candidates
get eliminated after the first round. If a candidate receives absolute majority of first
preference votes, then he/she wins. If no candidate receives an absolute majority, then
all but the top two leading candidates are eliminated and there is a second count, where
the votes of those who supported an eliminated candidate are redistributed among the
two remaining candidates. The candidate who then achieves absolute majority wins.

Here the boundary B corresponds to two kinds of situations: either (1) there are two
distinct top candidates, and when the votes of the voters who voted for other candidates
are redistributed, then the two top candidates are in a dead heat; or (2) there are two
or more candidates who receive an equal number of votes in the first round. Both of
these situations can be described as subsets of affine hyperplanes, and so B is contained
in the union of at most k (k — 1) affine hyperplanes:

BQU re AR Z T+ Z Ty = Z Tr+ Z Tr

ab mr(1)=a mer(1)¢{a,b},a3b mm(1)=b mr(1)¢{a,b} b>a
U U re A Z Tr = Z Tr
a#b mr(l)=a mm(1)=b
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¢ Kemény-Young method. Denote by K the Kendall tau distance, which is a metric
on permutations which counts the number of pairwise disagreements between the two
permutations, i.e.,

K (1,1) = Z 1[a and b are in the opposite order in 71 and 7],
{a,b}

where the sum is over all unordered pairs of distinct candidates. Given a ranking
profile o™, the Kemény-Young method selects the ranking which minimizes the sum of
Kendall tau distances from the votes:

T = argminZK (03,7),

T i=1

and then the winner of the election is declared to be 7* (1). For us it will be convenient
to write 7" as

" = arg minz (0" K (7, 7).

Here if we are on the boundary B then there must exist two rankings 7, and 75 such
that 71 (1) # = (1) and >z, K (m,7) = > 2K (7, 72). Thus B is contained in the
union of at most (k') affine hyperplanes:

B C U {IGAk!:Z$wK(W,T1 Z:Eﬂ WTQ}

T1F#T2

e Bucklin voting. First, every candidate gets a point from all the voters who ranked
them at the top. If there is a candidate who has a majority (i.e., more than n/2 points),
then that candidate wins. If not, then every candidate gets a point from all the voters
who ranked them second. If there is a candidate who has more than n/2 points after
this, then the candidate with the most points wins (there might be multiple candidates
with more than n/2 points after a given round). This process is iterated until there is
a candidate with more than n/2 points.

Here a point on the boundary B corresponds to a situation where some pair of can-
didates have the same number of points after some number of rounds. Therefore B is
contained in the union of at most k* (k — 1) /2 affine hyperplanes:

peyUres L ¥ w- ¥

a#bm=1 Zl7r7r Zl7r7r7,)b

e Nanson’s method. This is Borda count combined with a variation of the instant-
runoff voting procedure. First, the Borda scores of all candidates are computed, and
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then those candidates with Borda score no greater than the average Borda score are
eliminated. Then the Borda scores of each remaining candidate are recomputed, as if
the eliminated candidates were not on the ballot. This is repeated until there is a final
candidate left.

The boundary corresponds to situations when a candidate’s Borda score exactly equals
the average score after some candidates have been eliminated. For C' C [k], denote by
Sq,c () the score of candidate a after exactly the candidates in C' have been eliminated
(sa,c (%) is a linear function of {z} ¢ ), and denote by 5¢ (x) the average score of
remaining candidates after exactly the candidates in C' have been eliminated. The
boundary B is contained in the union of at most k2* affine hyperplanes:

B C U U {z e A" s.c(x) =50 ()}

a€lk] CClk]\{a}

e Baldwin’s method. This is essentially Borda count combined with the instant-runoff
voting procedure. First, the Borda scores of all candidates are computed, and then the
candidate with the lowest score is eliminated. Then the Borda scores of each remaining
candidate are recomputed, as if the eliminated candidate were not on the ballot. This
is repeated until there is a final candidate left.

The boundary corresponds to ties for eliminating a candidate at the end of one of the
rounds. Borrow the notation s, ¢ (x) from the previous example. The boundary B is
thus contained in the union of at most k22* affine hyperplanes:

BC U U {z e AP 5,0 (z) =spe(2)}.

ab CCIk]\{a,b}

e Copeland’s method. This is a pairwise aggregation method: every candidate gets
1 point for each other candidate it beats in a pairwise majority election, and 1/2 a
point for each candidate it ties with in a pairwise majority election. The winner is
the candidate who receives the most points. This method corresponds to cutting the
simplex A* up into finitely many regions via (’2“) affine hyperplanes, and in each region
the winner is the candidate with the most points.

While in the previous examples tie-breaking rules were not an issue, here it does become
important. We do not care about tie-breaking rules when we are on an affine hyperplane
where two candidates tie each other in a pairwise majority election. However, there are
open regions in the intersection of halfspaces defined by the affine hyperplanes where
candidates are tied at the top with having the same scores. In this case, in order for
Copeland to be a hyperplane rule, we need to break ties in favor of the same candidate
for the whole region. (This is also how Xia and Conitzer break ties for Copeland’s
method in [77].)



CHAPTER 3. COALITIONAL MANIPULATION 93

Using this tie-breaking rule Copeland’s method is indeed a hyperplane rule, since the
boundary is contained in the union of at most (g) affine hyperplanes:

BQU xEAk!:ZxW:Z%

azb W:a;b ﬂ:b;a
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Chapter 4

The influence of the seed in growing
networks

4.1 Introduction

In Part [II] of the thesis we study statistical inference questions in growing networks, and in
particular we are interested in the following question. Suppose we generate a large graph
according to some model of randomly growing graphs—can we say anything about the initial
(seed) graph? A precise answer to this question could lead to new insights for the diverse
applications of randomly growing graphs, for instance in the area of control. There have
been several heuristic approaches to this question, and experimental evidence of the seed’s
influence already exists in the literature, see, e.g., |39, |57, |68]. In this chapter we initiate
the theoretical study of the seed’s influence. For sake of simplicity we focus on trees, in
particular those grown according to linear preferential attachment and uniform attachment,
though the questions we study are of interest more broadly.

In general, one can define a sequence of randomly growing graphs as follows. For n >
k > 2 and a graph T on k vertices, define the random graph G(n,T) by induction. First,
set G(k,T) =T. Then, given G(n,T), G(n+1,T) is formed from G(n,T) by adding a new
vertex and some new edges according to some adaptive rule. We focus on randomly growing
trees, where at each time step a single edge is added connecting the new vertex to an existing
one. In particular, we study preferential attachment and uniform attachment trees, which
we now define.

For a tree T denote by dr(u) the degree of vertex u in T, A(T') the maximum degree
in 7', and cf(T) € N¥ the vector of degrees arranged in decreasing order." We refer to J(T)
as the degree profile of T. For n > k > 2 and a tree T' on k vertices we define the random
tree PA(n,T) by induction. First, let PA(k,T) = T. Then, given PA(n,T), PA(n + 1,T) is
formed from PA(n,T) by adding a new vertex u and a new edge uv where v is selected at

1We artificially continue the vector of degrees with zeros after the |T|'" coordinate to put all degree
profiles on the same space.
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random among vertices in PA(n,T') according to the following probability distribution:

dpa(n,1) ()

Po=i|PA®T)) = Jrtis

This model was introduced in [48] under the name Random Plane-Oriented Recursive Trees
but we use here the modern terminology of Preferential Attachment graphs, see [6] [11].

Uniform attachment trees are even more simply defined. For n > k > 2 and a tree
T on k vertices, we define the random tree UA (n,T) by induction as follows. First, let
UA (k,T) =T. Then, given UA (n,T), UA (n+ 1,7T) is formed from UA (n,T) by adding a
new vertex u and adding a new edge uv where the vertex v is chosen uniformly at random
among vertices of UA (n,T), independently of all past choices.

We want to understand whether there is a relation between 7' and G(n,T’) when n
becomes very large. We investigate three ways to make this question more formal, which
correspond to three different points of view on the limiting graph obtained by letting n go
to infinity.

4.2 Notions of influence and main results

The least refined point of view is to consider the graph G(oo,T") defined on a countable set
of vertices that one obtains by continuing the graph growing process indefinitely. In the case
of preferential attachment trees, Kleinberg and Kleinberg [46] observed that the seed does
not have any influence in this sense: indeed, for any tree T', almost surely, PA (oo, T) will be
the unique isomorphism type of tree with countably many vertices and in which each vertex
has infinite degree. In fact, this statement holds for any model where the degree of each
fixed vertex diverges to infinity as the tree grows; this is the case for uniform attachment
trees as well.

Next we consider the much more subtle and fine-grained notion of a weak local limit
introduced in [8]. This notion of graph limits contains information about local neighborhoods
of a typical vertex (see Section for a precise definition), and is more powerful than the
one considered in the previous paragraph as it can, e.g., distinguish between models having
different limiting degree distributions. The question is thus whether we can say anything
about T" using only local statistics of G(n,T).

The weak local limit of the preferential attachment graph was first studied in the case of
trees in [66] using branching process techniques, and then later in general in 9] using Pdlya
urn representations. These papers show that PA(n,Sy) tends to the so-called Pélya-point
graph in the weak local limit sense, where S, is the 2-vertex star, i.e., two vertices connected
by a single edge. Our first theorem utilizes this result to obtain the same for an arbitrary
seed:

Theorem 4.1. For any tree T the weak local limit of PA(n,T) is the Pdlya-point graph
described in |9] with m = 1.
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This result says that “locally” (in the Benjamini-Schramm sense) the seed has no effect.
The intuitive reason for this result is that in the preferential attachment model most nodes
are far from the seed graph and therefore it is expected that their neighborhoods will not
reveal any information about it.

In the case of uniform attachment trees it is even simpler to see that the seed has no
effect locally. This follows from the fact that with high probability all vertices in UA(n,T')
have degree at most logarithmic in n, so any finite neighborhood of a vertex has size at most
polylogarithmic in n.

Finally, we consider the most refined point of view, which we believe to be the most
natural one for this problem as well as the richest one (both mathematically and in terms
of insights for potential applications). First, we rephrase our main question in the termi-
nology of hypothesis testing. Given two potential seed graphs S and 7', and an observation
R which is a graph on n vertices, one wishes to test whether R ~ G(n,S) or R ~ G(n,T).
Our original question then boils down to whether one can design a test with asymptoti-
cally (in n) nonnegligible power. This is equivalent to studying the total variation distance
between G(n,S) and G(n,T), where recall that the total variation distance between two

random variables X and Y taking values in a finite space X with laws p and v is defined as
TV (X,Y) =13, cv|u(z) — v (z)|. Thus we naturally define

0(5,T) := 7111320 TV(G(n,S),G(n,T)), (4.1)
where G(n, S) and G(n,T) are random elements in the finite space of unlabeled graphs with
n vertices. This limit is well-defined because TV(G(n,S),G(n,T)) is nonincreasing in n
(since if G(n,S) = G(n,T), then the evolution of the random graphs can be coupled such
that G(n’,S) = G(n/,T) for all n’ > n) and always nonnegative.

One can propose a test with asymptotically nonnegligible power (i.e., a nontrivial test)
if and only if §(S,7) > 0. We believe that in fact this is the case for natural models
of randomly growing graphs (except in trivial situations). In particular, due to the work
presented in this thesis, and also the paper by Curien et al. [21], we now know that this is
true for preferential attachment and uniform attachment trees. Let dps and dya, respectively,
denote the limiting total variation distance as in in the case of preferential attachment
and uniform attachment trees, respectively.

Theorem 4.2. For any trees S and T that are nonisomorphic and have at least 3 vertices,
we have that opa(S,T) > 0.

Theorem 4.3. For any trees S and T that are nonisomorphic and have at least 3 vertices,
we have that dya(S,T) > 0.

In some cases our methods can say more. As a proof of concept we show the following
results, which state that the limiting total variation distance between a fixed tree and a star
can be arbitrarily close to 1 if the star is large enough. Let Sy denote the k-vertex star, i.e.,
the tree where a central vertex is connected to all k£ — 1 other vertices.
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Theorem 4.4. For any fized tree T' one has
lim 5PA (Sk,T) = 1.
k—o00

Theorem 4.5. For any fized tree T one has
lim 6UA (Sk,T) = 1.
k—o0

4.3 Discussion

4.3.1 Chronological history of main results

In joint work with Sébastien Bubeck and Elchanan Mossel [14], which forms Chapter [5| of
this thesis, we initiated the theoretical study of the influence of the seed in preferential
attachment trees. We conjectured that Theorem holds, and showed that it indeed does
provided that the seed trees S and T have different degree profiles.

— —

Theorem 4.6. Let S and T be two finite trees on at least 3 vertices. If d(S) # d(T'), then
5PA (S, T) > 0.

We prove this theorem in Chapter 5, and in fact our proof shows a stronger statement,
namely that different degree profiles lead to different limiting distributions for the (appro-
priately normalized) maximum degree. The smallest pair of trees that our method cannot
as of yet distinguish is depicted in Figure

S SNSRI I

-

Figure 4.1: Two trees with six vertices and d(S) = d(T).

Following the posting of our results and conjectures on the preprint server arXiv, in
a beautiful work, Curien et al. [21] proved that our conjecture is indeed true, i.e., that
Theorem[4.2/holds. Their proof utilizes some of the ideas presented in Chapter[5] in particular
by using statistics which are very similar to those we consider in Section [5.3.2l The proof
approach of [21] is much more abstract than ours. By constructing and analyzing a large
family of martingales, they are able to show that the limiting distribution of these martingales
must differ when starting from two different trees. Omne of the advantages of the more
computational proof presented in Chapter[5]is that it allows to more easily derive quantitative
bounds for the limiting total variation distance in cases where our results show that the
distance is nonzero.

Building on both of these previous works, we then studied the influence of the seed in
uniform attachment trees, showing that the seed does indeed have an influence, as described
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in Theorem (see also Theorem [£.5). This is joint work with Sébastien Bubeck, Ronen
Eldan, and Elchanan Mossel [15], and forms Chapter [6] of this thesis. We next describe how
preferential attachment and uniform attachment are related.

4.3.2 Comparison of preferential attachment and uniform
attachment

The main idea in both works on preferential attachment trees (Chapter |5 and [21]), mo-
tivated by the rich-get-richer property of the preferential attachment model, is to consider
various statistics based on large degree nodes, and to show that the initial seed influences
the distribution of these statistics.

Consider, for instance, the problem of differentiating between the two seed trees in Fig-
ure[4.2] On the one hand, in S the degree of v, is greater than that of v,., and this unbalanced-
ness in the degrees likely remains as the tree grows according to preferential attachment. On
the other hand, in 7" the degrees of v, and v, are the same, so they will have the same
distribution at larger times as well. This difference in the balancedness vs. unbalancedness
of the degrees of vy, and v, is at the root of why the seed trees S and T are distinguishable in
the preferential attachment model. A precise understanding of the balancedness properties
of the degrees relies on the classical theory of Pdolya urns.

In the uniform attachment model the degrees of vertices do not play a special role. In
particular, in the example of Figure 4.2 v, and v, will have approximately similar degrees in
a large tree grown according to the uniform attachment model, irrespective of whether the
seed tree is S or T. Nonetheless, we are able to distinguish the seed trees S and T, but the
statistics we use to do this are based on more global balancedness properties of these trees.

An edge of a tree partitions the tree into two parts on either side of the edge. For most
edges in a tree, this partition has very unbalanced sizes; for instance, if an edge is adjacent
to a leaf, then one part contains only a single vertex. On the other hand, for edges that
are in some sense “central” the partition is more balanced, in the sense that the sizes of the
two parts are comparable. Intuitively, the edges of the seed tree will be among the “most
central” edges of the uniform attachment tree at large times, and so we expect that the seed
should influence the global balancedness properties of such trees.

Consider again the example of the two seed trees S and T in Figure [£.2] The edge e
partitions the tree into two parts: a subtree under v, and a subtree under v,. In S these
subtree sizes are unbalanced, and this likely remains the case as the tree grows according
to uniform attachment. On the other hand, in 7" the subtree sizes are equal, and they will
likely remain balanced as the tree grows. Again, Pdlya urns play an important role, since
the subtree sizes evolve according to a classical Pélya urn initialized by the subtree sizes
in the seed tree. The difference in the balancedness vs. unbalancedness of the subtree sizes
is at the root of why S and T are distinguishable in the uniform attachment model. To
prove Theorem we need to analyze statistics based on more general global balancedness
properties of such trees, but the underlying intuition is what is described in the preceding
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S T

Preferential attachment. The degrees of vy and v, are unbalanced in S but balanced in T,
and this likely remains the case as the trees grow according to preferential attachment. This
is at the root of why S and T" are distinguishable as seed trees in the preferential attachment
model.

Uniform attachment. The sizes of the subtrees under v, and v, are unbalanced in S
but balanced in T, and this likely remains the case as the trees grow according to uniform
attachment. This is at the root of why S and T are distinguishable as seed trees in the uniform
attachment model.

Figure 4.2: Distinguishing between two trees requires different approaches for the uniform
and the preferential attachment models.

paragraphs.

To formalize this intuition we essentially follow the proof scheme developed in [21]. How-
ever, the devil is in the details: since the underlying statistics are markedly different—in
particular, statistics based on degrees are local, whereas those based on balancedness prop-
erties of subtree sizes are global-—some of the essential steps of the proof become different.
We provide a more detailed comparison to the work of [21] in Section , after we present
our proof.

4.3.3 Further related work

A tree with node set [n] := {1,...,n} is called recursive if the node numbers along the unique
path from 1 to j increase for every j € {2,...,n}. A stochastic process of random growing
trees where nodes are labeled according to the time they are born is thus a sequence of
random recursive trees. If we choose a recursive tree with node set [n] uniformly at random,
then the resulting tree has the same distribution as UA (n). A random tree grown according
to the preferential attachment process starting from a single node is also known as a random
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plane-oriented recursive tree, see [4§].

There is a large literature on random recursive trees and their various statistics; we refer
the reader to the book by Drmota [24]. Of particular interest to the question we study here
are recent works on a boundary theory approach to the convergence of random recursive trees
in the limit as the tree size goes to infinity, see [26] and [36]. The main difference between
these and the current work is that they consider labeled and rooted trees, whereas we are
interested in what can be said about the seed given an unlabeled and unrooted copy of the
tree.

4.4 Future directions and open problems

We conclude this chapter with suggestions for future directions and a collection of open
problems.

1. Our results so far are essentially about the testing version of the problem. Can anything
be said about the estimation version? Perhaps a first step would be to understand the
multiple hypothesis testing problem where one is interested in testing whether the seed
belongs to the family of trees 77 or to the family 7.

2. Starting from two seeds S and T with different spectrum, is it always possible to
distinguish (with nontrivial probability) between PA(n, S) and PA(n,T') with spectral
techniques? What about for uniform attachment and other models? More generally, it
would be interesting to understand what properties are invariant under modifications
of the seed.

3. Is it possible to give a combinatorial description of the metrics dps and dya?

4. Under what conditions on two tree sequences (7%), (Ry) do we have limy_,o (1), Ri) =
1?7 In Theorems [4.4] and we showed that a sufficient condition for dps and dya is
to have T, = T and Ry = Si. If T}, and Ry, are independent (uniformly) random trees
on k vertices, do we have limy_, o, E0(Ty, Rx) = 1 for 6 = dpa and 6 = Jya?

5. What can be said about the general preferential attachment and uniform attachment
models, when multiple edges are added at each step? What about other models of
randomly growing graphs?

6. A simple variant on the model studied in this paper is to consider probabilities of
connection proportional to the degree of the vertex raised to some power a. For o =1
and a = 0 the results of this thesis and those of [21] show that different seeds are
distinguishable. What about for other a? Is d,(S,T7) > 0 whenever S and T are
nonisomorphic and have at least three vertices? (Here 4, is defined analogously to dpa
and oya for general o.) What can be said about ¢, (S,7T') as a function of a? Is it
monotone in a7 Is it convex?
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When o > 1, i.e., in the case of superlinear preferential attachment, we expect the
seed to have an influence in the strongest sense, i.e., that if S and 7" are nonisomorphic
trees on at least three vertices, then

TV (PA, (00, S) , PA, (00, T)) > 0. (4.2)

When a > 1, Oliveira and Spencer [58] give a precise description of the infinite tree
PA,, (00, S3), which contains exactly one vertex of infinite degree, with all other vertices
having finite degree. From this it is possible to give a similar description of the infinite
tree PA, (00, S) for any seed tree S. We believe that from this description it is possible
to deduce that holds for e > 1, but have not pursued this question further.
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Chapter 5

Preferential attachment trees

5.1 Overview

This chapter is devoted to proving the results described in the previous chapter on the
influence of the seed in preferential attachment trees. To simplify notation, in this chapter
we let § = 5PA-

In the next section we derive results on the limiting distribution of the maximum de-
gree A(PA(n,T)) that are useful in proving Theorems and [4.4] which we then prove in
Section [5.3.1 In Section we describe a particular way of generalizing the notion of
maximum degree which we believe should provide an alternative way to prove Theorem [£.2]
At present we are missing a technical result which we state separately as Conjecture in
the same section. The proof of Theorem is in Section [5.4], while the proof of a key lemma
described in Section [5.2]is presented in Section [5.5]

5.2 Useful results on the maximum degree

We first recall several results that describe the limiting degree distributions of preferential
attachment graphs (Section , and from these we determine the tail behavior of the
maximum degree in Section [5.2.2] which we then use in the proofs of Theorems [4.6] and [£.4]
Throughout the chapter we label the vertices of PA(n,T) by {1,2,...,n} in the order in
which they are added to the graph, with the vertices of the initial tree labeled in decreasing
order of degree, i.e., satisfying dr(1) > dp(2) > --- > dp (|T]) (with ties broken arbitrarily).
We also define the constant
I'(2a — 2)

¢(a,0) = 5o (a—1/2)T (b)’ (5:1)

which will occur multiple times.
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5.2.1 Previous results
5.2.1.1 Starting from an edge

Moéri [49] used martingale techniques to study the maximum degree of the preferential at-
tachment tree starting from an edge, and showed that A(PA(n,Sy))/v/n converges almost
surely to a random variable which we denote by D.x (S2). He also showed that for each
fixed i > 1, dpa(n,s,) (1) /v/n converges almost surely to a random variable which we denote
by D; (S2), and furthermore that Dyay (S2) = max;>1 D; (S3) almost surely. In light of this,
in order to understand Dyyax (S2), it is useful to study {D; (S2)},~,. Méri [49] computes the
joint moments of {D; (S2)},~,; in particular, we have (see [49] eq. (2.4)]) that for i > 2,

D=0 (1+7)

ED: (S = L(i—1+1%)

(5.2)

Using different methods and slightly different normalization, Pekéz et al. [59] also study
the limiting distribution of dpa(n,s,) (¢); in particular, they give an explicit expression for the
limiting density. Fix s > 1/2 and define

2 x? 1 22
ks () =T (s)4/ ;exp (_2_s> U (S -1, % 2_3) 1ios0y,

where U (a,b, z) denotes the confluent hypergeometric function of the second kind, also
known as the Kummer U function (see [l Chapter 13]); it can be shown that this is a
density function. Pekoz et al. [59] show that for ¢ > 2 the distributional limit of

. . 1/2
dpagnsy (1) ] (Edpan.sy) (1))

has density ;1 (they also give rates of convergence to this limit in the Kolmogorov metric).
Let W denote a random variable with density xs. The moments of W (see [59, Section 2])
are given by

3>T/2 L(s)T(1+7) (5.3)
s+ ’

B, = <§ T (

N3

and thus comparing (5.2)) and (5.3) we see that D; (S5) 4 V2/ (i —1)W,_; fori > 2.

5.2.1.2 Starting from an arbitrary seed graph

Since we are interested in the effect of the seed graph, we desire similar results for PA(n,T)
for an arbitrary tree 7. One way of viewing PA(n,T) is to start growing a preferential
attachment tree from a single edge and condition on it being T" after reaching |T| vertices;
PA(n,T) has the same distribution as PA(n, S;) conditioned on PA (|T|,S;) = T. Due to
this, the almost sure convergence results of [49] carry over to the setting of an arbitrary
seed tree. Thus for every fixed i > 1, dpa,,r) () //1 converges almost surely to a random



CHAPTER 5. PREFERENTIAL ATTACHMENT TREES 105

variable which we denote by D; (T), A (PA (n,T)) /y/n converges almost surely to a random
variable which we denote by Dpax (T'), and furthermore Dy (T') = max;>1 D; (T') almost
surely.

In order to understand these limiting distributions, the basic observation is that for
any ¢ such that 1 < ¢ < |T, the pair (2(n— 1) — dpanr) (1), dpagnr) (1)) evolves accord-
ing to a Pdlya urn with replacement matrix (2 ¢) starting from (2 (|T'| — 1) — dr (i) , dr (7).
Indeed, when a new vertex is added to the tree, either it attaches to vertex i, with prob-
ability dpam,r) (1) / (2n — 2), in which case both dpa(,,r) (i) and 2 (n — 1) — dpa(n,1) (7) in-
crease by one (and hence why the second row of the replacement matrix is (1 1)), or oth-
erwise it attaches to some other vertex, in which case dpap, T)( i) does not increase but
2(n —1) — dpagn,r) (i) increases by two (and hence why the first row of the replacement
matrix is (2 0)). Janson [42] gives limit theorems for triangular Pélya urns, and also pro-
vides information about the limiting distributions; for instance [42, Theorem 1.7] gives a
formula for the moments of D; (T"), extending for arbitrary trees T for every ¢ such
that 1 <4 < |T|, we have

,_ T(T =)D (e () +1)
S = T @y (T -1 ) .

and for ¢ > |T'| we have ED; ()" =T (i —1)T' (1 +r) /T (i — 1 +7/2), just like in (5.2).

The joint distribution of the limiting degrees in the seed graph, (D1 (T),...,Dp (T)),
can be understood by viewing the evolution of (dpA 1) (1), dpamm) ( \T])) in the follow-
ing way. When adding a new vertex, first decide whether it attaches to one of the initial ||
vertices (with probability Z 7l L dpan,1) (1) / (2n — 2)) or not (with the remaining probabil-
ity); if it does, then mdependently pick one of them to attach to with probability proportional
to their degrees. In other words, if viewed at times when a new vertex attaches to one of the
initial |T'| vertices, the joint degree counts of the initial vertices evolve like a standard Pélya
urn with |T'| colors and identity replacement matrix.

Let Beta (a, b) denote the beta distribution with parameters a and b (with density propor-
tional to 27 (1 — )" 1(,e0.1)3), let Dir (v, ... a;) denote the Dirichlet distribution with
density proportional to '~ -~x?s_ll{xe[m]s’z;lxi:l}, and write X ~ GGa(a,b) for a
random variable X having the generalized gamma distribution with density proportional to
x“*le*xbl{mo}. On the one hand, the pair ( (n—1)— Z L dpagn,m) (1) Z L dpa(n,m) (i )>
evolves according to a Pélya urn with replacement matrix (% 9) starting from (0, 2(|7| — 1)).
Janson [42] gives the limiting distribution of Z L dpa(n,1) (1) //1 (see Theorem 1.8 and Ex-

ample 3.1): Z‘Tl D;(T) < 2Zp|, where Zjp| ~ GGa (2|T| —1,2). On the other hand, it is
known that in a standard Poélya urn with identity replacement matrix the vector of propor-
tions of each color converges almost surely to a random variable with a Dirichlet distribution
with parameters given by the initial counts. These facts, together with the observation in
the previous paragraph, lead to the following representation: if X and Z7 are independent,



CHAPTER 5. PREFERENTIAL ATTACHMENT TREES 106

X ~Dir(dr(1),....dp (|T])), and Zjr ~ GGa (2|T| — 1,2), then

(Dy(T),..., Dy (T)) £ 2Zi5y X. (5.5)

Recently, Pekoz et al. [60] gave useful representations for (Dy (T'),..., D, (T)) for general r,
and the representation above appears as a special case (see [60, Remark 1.9]).

5.2.2 Tail behavior

In order to prove Theorem our main tool is to study the tail of the limiting degree
distributions. In particular, we use the following key lemma.

Lemma 5.1. Let T be a finite tree.

(a) LetU C {1,2,...,|T|} be a nonempty subset of the vertices of T', and letd =, ., dr ().
Then

P (Z D; (T) > t) ~c(|T|,d) ¢ 2T oxp (12 /4) (5.6)

€U
as t — oo, where the constant c is as in (5.1)).!

(b) For every L > |T| there exists a constant C (L) < oo such that for every t > 1 we have
ZIP’ < CO(L)t**exp (—17/4) . (5.7)

We postpone the proof of Lemma to Section [5.5] as it results from a lengthy compu-
tation. As an immediate corollary we get the asymptotic tail behavior of Dy (T').

Corollary 5.2. Let T be a finite tree and let m := [{i € {1,...,|T|}:dr (i) = A(T)},
where recall that A (T) is the mazimum degree in T. Then

P (Diax (T) > t) ~m x ¢ (|T|, A (T)) ¢ 27280 exp (2 /4) (5.8)
as t — oo, where the constant c is as in ([5.1).

Proof. Recall the fact that Dyax (T') = max;>; D; (T') almost surely. First, a union bound
gives us that

m |T| %)
P (Dpax (T) > 1) gz )+ Y PDi(T)>t)+ Y P(Di(T)>1).
i=1 i=m+1 i=|T|+1

IThroughout the paper we use standard asymptotic notation; for instance, f (t) ~ g (t) as t — oo if

lim; o0 f(2) /g () =1



CHAPTER 5. PREFERENTIAL ATTACHMENT TREES 107

Then using Lemma we get the upper bound required for (5.8)): the first sum gives the
right hand side of ([5.8)), while the other two sums are of smaller order. For the lower bound
we first have that

P (Dpax (T') > t) Zi ) >t) _zm: in: P(D;(T)>t,D;(T)>1). (5.9)

Lemma [5.1(a) with U = {4, j} implies that for any 1 < i < j < m, we have

P(D;(T) > t,D; (T) > t) <P(D; (T) + D; (T) > 2t) < Cj; (T) ' HTHAD exp (—12)

(5.10)

for some constant C; ; (T') and all ¢ large enough. The exponent —t?, appearing on the right
hand side of , is smaller by a constant factor than the exponent —t?/4, appearing
in the asymptotic expression for P (D; (T) > t) (see (5.6])). Consequently the second sum
on the right hand side of is of smaller order than the first sum, and so we have that
P (Diax (T) > 1) > (1 =0 (1)) X7, P(D; (T) > t) ast — oo. We conclude using Lemmal5.1]
[

5.3 Distinguishing trees using the maximum degree

In this section we first prove Theorems and , both using Corollary (see Sec-
tion . Then in Section we describe a particular way of generalizing the notion of
maximum degree which we believe should provide an alternative way to prove Theorem [1.2]
At present we are missing a technical result, see Conjecture below, and we prove Theo-
rem [4.2] assuming that this holds. Although Curien et al. [21] have now proven Theorem [4.2]
we believe this alternative approach could be of interest by itself due to its simplicity, and
it may also lead to better bounds. Moreover, as described at the end of the section, the
statistics used by [21] are very similar to the ones we considered, and it would be interesting
to understand this connection better.

5.3.1 Proofs

Proof of Theorem[{.6. We first provide a simple proof of distinguishing two trees of the same
size but with different maximum degree, and then show how to extend this argument to the
other cases.
Case 1: |S|—A(S) # |T| — A(T). W.lLo.g. suppose that |[S| — A(S) < |T| — A(T).
Clearly for any ¢ > 0 and n > max{|S|, |T'|} one has
TV (PA (n, S), PA (n,T)) = TV (A (PA (n, 5)) , A (PA (n, T)
> P (A (PA (n,S)) > t\/ﬁ) —-P (A (PA (n,T)) > t\/ﬁ) :

Taking the limit as n — oo this implies that
5 (S, T) > sup [P (Dnax (S) > t) — P(Dpax (T) > t)]. (5.11)

t>0
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By Corollary[5.2 and the fact that |S|—A (S) < |T|— A (T) we have that P (Dyax (S) > t) >
P (Dmax (T') > t) for large enough ¢, which concludes the proof in this case.

Case 2: [S| # |T|. W.lLo.g. suppose that |S| < |T|. If |S| — A(S) # |T| — A(T) then
by Case 1 we have that § (S,T) > 0, so we may assume that |S| — A (S) = |T| — A (T). Just
as in the proof of Case 1 we have that

5 (S, T) > sup [P (Dmax (T) > t) = P (Dmax (S) > 1)]. (5.12)

t>0

Corollary provides the asymptotic behavior for P (Duax (I') > ¢) in the form of (5.8),
where m > 1.

To find an upper bound for P (Dyax (S) > t), first notice that A (PA (|T],5)) < A(T),
with equality holding if and only if all of the |T'| — |S| vertices of PA (|T|,S) that were
added to S connect to the same vertex i € {1,2,...,|5|} and dg (i) = A (S). Consequently,
it A(PA(|T],S)) = A(T), then there is exactly one vertex j € {1,2,...,|T|} such that
dpar),s) () = A(T). This, together with Corollary shows that on the one hand

P (Duax (S) > t| A (PA(T],S)) < A(T)) = o (¢ AT1H22M exp (—12/4))
as t — oo, and on the other hand

P (Dpax (S) > t|A(PA(|T],S5)) = A(T))
< (14o0)e(|T|,A(T)) 1= HTH2AD) exp (—t*/4)

as t — oo. Consequently we have that

P (Dimax (5) > t)
< (L+0(1)P(A(PA(T],S)) = A(T)) e (||, A(T)) ¢ 721220 exp (~17/4)

as t — 0o, which combined with the tail behavior of Dy, (T') gives that

P (D (T) > t) — P (Dypx (S) > 1)
> (1-0(1))P(A(PA(IT], S)) < A(T)) e (|T], A (T)) 27250 exp (—/4)

as t — oo. To conclude the proof, notice that P (A (PA (|T|,S5)) < A (T)) is at least as great
as the probability that vertex |S| + 1 connects to a leaf of S, which has probability at least
1/(218| - 2).

Case 3: |S| = |T, different degree profiles. Let z € {1,...,|T|} be the first index
such that dg(z) # dr(z) and assume w.l.o.g. that dg(z) < dr(z). First we have that

P(Dpax (T) >t) >P(Fi€[z—1]: D;(T) >t)+P(D,(T) > t)
—ZXEP(DZ(T) >t,D;(T) >1t)

i=1
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and

P (Dpax (S) > 1) <P (Ji € [z—1]: D; (S) > t) +Z]P’

Now observe that one can couple the evolution of PA(n,T") and PA(n, S) in such a way that
the degrees of vertices 1,...,z — 1 stay the same in both trees. Thus one clearly has

P(Fielz—1]:D;(T)>t)=P(Jic[z—1]: D;(S) > 1).
Putting the three above displays together one obtains
P (Dpax (T) > t) — P (Dyax (S) > t)

z—1

>P(D.(T)>t)— Y P(D.(T) >t D;(T ZIP’

i=1
Now using Lemma one easily gets (for some constant C' > 0) that

P (D, (T) > t) ~ ¢ (|T|, dp(2)) t' T2 exp (—2/4)
z—1

> P(D.(T)>t,Di(T) > ) <> P(D.(T)+ D; (T) > 2t)

i=1
< Z (1+o00)c(T|,dr(2) + dp(i)) (26) T2 +dr @) oy (—t?),
ZIP’ ) > t) < Ot 225 () oxp (—12/4) .
In particular, since dg(z) < dr(z) and t* exp(—t%) = o(exp(—t?/4)) for any «, this shows
that
P (Duax (T) > ) = P (Dyax (S) > 1) > (1 — 0 (1)) e (|T| . drp(2)) T2 exp (—£2/4)
which, together with (5.12)), concludes the proof. O

Proof of Theorem[{.4 As before we have that
8 (Sk, T) > sup [P (Dmax (Sk) > t) = P (Dpax (T) > t)]

t>0

> P (Dmax (Sy) > \/E/2> P (Dmax (T) > \/E/2) . (5.13)

By Corollary , we know that the second term in (5.13)) goes to zero as k — oo for
any fixed T. We can lower bound the first term in (5.13) by P (D1 (Sk) > \/E/2) =

1-P (Dl (Sk) < \/E/Q) From (5.4) we have that the first two moments of D; (Sg) are
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ED; (S;) = T' (k) /T (k —1/2) and ED; (S;)> = I'(k+ 1) /T (k) = k. From standard facts
about the I" function and Stirling series one has that 0 < ED; (S;) — vk —1 < (6vVk — 1)71
and then also

Var (D; (Sy)) = ED; (Sp)* — (EDy (Sk))> <k —(k—1) = 1.

Therefore Chebyshev’s inequality implies that limy_,. P (D1 (Sk) < Vk / 2) =0. O

5.3.2 Towards an alternative proof of Theorem

Our proof of Theorem above relied on the precise asymptotic tail behavior of Dy« (T'),
as described in Corollary [5.2] In order to distinguish two trees with the same degree profile
(such as the pair of trees in Figure , it is necessary to incorporate information about
the graph structure. Indeed, if S and 7" have the same degree profiles, then it is possible to
couple PA (n, S) and PA (n,T) such that they have the same degree profiles for every n.

Thus a possible way to prove Theorem is to generalize the notion of maximum degree
in a way that incorporates information about the graph structure, and then use similar
arguments as in the proofs above. A candidate is the following.

Definition 5.1. Given a tree U, define the U-maximum degree of a tree T, denoted by
AU (T)7 as
Ay (T) = max Z dr (i (u)),

ueV (U)

where V (U) denotes the vertex set of U, and the mazximum is taken over all injective graph
homomorphisms from U to T. That is, @ ranges over all injective maps from V (U) to V (T)
such that {u,v} € E(U) implies that {¢ (u),¢ (v)} € E(T), where E (U) denotes the edge
set of U, and E (T) is defined similarly.

When U is a single vertex, then Ay = A, so this indeed generalizes the notion of maxi-
mum degree.

Intuitively, the main contributor to the tail of Ap (PA (n,7)) should be the homomor-
phism that maps T' to the vertices making up the initial seed. In other words, the tail should
behave like the tail of the sum of the degrees of the initial vertices. On the other hand, if S
is not isomorphic to 7' (and assume for simplicity that |S| = |T'|), then any homomorphism
from T to PA (n,S) must use a vertex that is not part of the seed. Because of this, one ex-
pects that the tail of Ap (PA (n,S)) is lighter than the tail of Ay (PA (n,T)). In particular,
we conjecture the following.

Conjecture 5.1. Suppose that S and T are two nonisomorphic trees of the same size. Then

lim sup P (AT (PA (n,9)) > t\/ﬁ) =0 (tQ‘T‘_g exp (—t2/4))

n—o0

ast — o0.
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If this conjecture were true, then Theorem also follows, as we now show.

Proof of Theorem[{.9 assuming Conjecture [5.1] holds. Assume that |S| = |T|; if |S| # |T|
then we already know from Theorem that § (S,7) > 0. As in the proof of Theorem [4.6]
for any t > 0 and n > max {|S],|T|} we have that

TV (PA (n,S),PA (n,T)) > TV (Ar (PA (n,S)), Ap (PA (n,T)))
> P (Ar (PA (n,T)) > ty/n) — P (Ar (PA (n,S)) > tv/n),

5.14)
Since ¢ (1) =i for 1 < i < |T is an injective graph homomorphism from 7" to PA (n,T'), we
have that

and consequently

t>0 n—oo n—00

5 (S, T) > sup {lim inf P (A7 (PA (n,T)) > t4/n) — limsup P (A7 (PA (n, S)) > tv/n)
(

7]
lim inf P (A7 (PA (n,T)) > t+/n) > lim inf P Zl dpagnry (1) > tv/n
7]

By Lemma [5.1| we know that

||
P[> Di(T)>t| ~ec(T|,2/T| —2) " exp (—2/4)
i=1

as t — 0o, which together with (5.14) and Conjecture [5.1| shows that 6 (S, T") > 0. O

We note that the statistics considered by [21] are very similar to the ones considered
above based on the U-maximum degree. More precisely, instead of taking a maximum over
homomorphisms, they take a sum over them, and instead of taking a sum over vertices,
they take a product over them. (They also consider decorated trees, which essentially means
raising the degrees appearing in the statistic to appropriate powers.) Furthermore, while we
considered the tail behavior of statistics based on the U-maximum degree, they constructed
appropriate martingales, for which they needed to estimate the first two moments of these
statistics. Understanding the connection between these two related approaches would be
interesting.
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5.4 The weak limit of PA(n,T)

In this section we prove Theorem (4.1} For two graphs G and H we write G = H if G and
H are isomorphic, and we use the same notation for rooted graphs. Recalling the definition
of the Benjamini-Schramm limit and the Pélya-point graph (see [8] and [9, Section 2.3 and
Definition 2.1]), we want to prove that

Tim P (B, (PA (n,T), k. (T)) = (H,9)) = P (B, (T, (0)) = (H,y)),
where B, (G,v) is the rooted ball of radius r around vertex v in the graph G, k,(7T) is
a uniformly random vertex in PA(n,T), (H,y) is a finite rooted tree, and (7, (0)) is the
Pélya-point graph (with m = 1).

We construct a forest F' based on T as follows. To each vertex v in T we associate dr(v)
isolated nodes with self loops, that is, F' consists of 2(|7| — 1) isolated vertices with self
loops. Our convention here is that a node with k regular edges and one self loop has degree
k + 1. The graph evolution process PA(n, F') for forests is defined in the same way as for
trees, and we couple the processes PA(n,T) and PA(n+|T|—2, F') in the natural way: when
an edge is added to vertex v of T in PA(n,T) then an edge is also added to one of the dr(v)
corresponding vertices of F'in PA(n+ |T| —2, F'), and furthermore newly added vertices are
always coupled. We first observe that, clearly, the weak limit of PA(n + |T'| — 2, F') is the
Pélya-point graph, that is,

T B (B, (PA (n+ [T| 2, F) .k, (F)) = (H.y)) = B (B, (T.(0)) = (H.9))
where k,,(F') is a uniformly random vertex in PA(n+|T'| -2, F'). We couple k, (F') and k,(T")
in the natural way, that is, if k,(F) is the t'! newly created vertex in PA(n+|T|—2, F), then
kn(T) is the t'" newly created vertex in PA(n,T). To conclude the proof it is now sufficient
to show that

lim P (B, (PA (n + |T| — 2, F) , ky (F)) # By (PA (n,T) , ky (T))) = 0.

n—o0

The following inequalities hold true (with a slight—but clear—abuse of notation when we
write v € F') for any u > 0,

P (BT (PA (n + ’T’ - 27 F) ) kn (F)) 7& Br (PA (na T) > kn (T)))
<P(3ve Fst.ve B, (PA(n+|T| =2, F), ky (F)))
<P (E'U eF, dPA(n+\T|72,F) (?}) < u)
+P(Fve B (PA(n+|T|=2,F), ky (F)) s.t. dpagnsir)—2,r) (V) > u) .

It is easy to verify that for any u > 0, we have

lim P (HU € F, dPA(n+|T|—2,F) (U) < U) =0.

n—o0
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Furthermore since B, (PA (n+ |T| —2,F),k, (F)) tends to the Pdlya-point graph we also
have

TLangOIP’ (Jv € B, (PA(n+|T| = 2,F),k, (F)) s.t. dpamt|r—2,r) (v) > u)
=P(Jv e B, (T,(0)) s.t. dr (v) > u).

By looking at the definition of (7, (0)) given in [9] one can easily show that
lim P(3v € B, (T,(0)) s.t. dr (v) > u) =0,

U—00

which concludes the proof.

5.5 Proof of Lemma [5.1]

In this section we prove Lemma . In light of the representation (5.5 in Section [5.2.1.2]
part (a) of Lemma follows from a lengthy computation, the result of which we state

separately.

Lemma 5.3. Fiz positive integers a and b. Let B and Z be independent random variables
such that B ~ Beta (a,b) and Z ~ GGa(a+b+1,2), and let V. =2BZ. Then

b+ 2
P(V>t)~c (%, a) t e b exp (—2/4) (5.15)

as t — oo, where the constant c is as in ([5.1).

Proof. By definition we have for ¢t > 0 that
o 1 F(CL + b) b—1 2 2

P(V>t)=P(2BZ >t)= / / L (1 - 2) A 2 TP d
/2 22y L'(@)T'(b) I (%b“)
o 2 2
= 1 — I (a,b)] =———<2Te ™ dz,
/t/2 [1 = T2z }F(%b—i-l)

where I,(a,b) = z;:é)g) " 9711 — )" Ldy is the regularized incomplete Beta function. For
positive integers a and b, 1ntegration by parts and induction gives that

a—1
b—1\ |
Lab)=1-Y (“ o >x] (1— 2)*t17
=0

J

Plugging this back in to the integral and doing a change of variables y = 2z, we get that

—(a+b) & 1 a+b_1 L
PV >1t) = a+b+1 Z( >/t tj(y—t) ot Jyexp(—y2/4)d

J=0
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Expanding (y — t)a+b_1_j we arrive at the alternating sum formula
(l+b a—1 (I+b_1_] .
a—l—b—l a+b—1—7 atb—1—j—k atb—1—
POV >1)= framny > ( )( 5 )(_1)+bukt+b1mk+h
]:0 k=0
(5.16)

where for m > 0 let .
Ay = / y™exp (—y*/4) dy
t

Thus in order to show ([5.15) it is enough to show that for every j such that 0 < j <a—1
we have

k tatb—1-2j exXp ( 2/4) )

(5.17)
To do this, we need to evaluate the integrals {Am}m>0 Recall that the complementary
error function is defined as erfc (z) = 1 — erf (z) = (2/y/7) [° exp (—u?) du, and thus Ay =
Vmerfe (t/2); also Ay = 2exp (—12/4). Integratlon by parts gives that for m > 2 we have
Ay = 2t"exp (—t2/4) + 2 (m — 1) A,,_5. Tterating this, and using the values for Ay and

Ay, gives us that for m odd we have
(m—DI  [/2)° - 18
(m—20—1)11\2) "~ (5.18)

a+b—1—j .
at+b—1-— atb—1—i—k atb_1— 20Hb=d(q +b—1—
Z ( ]) (_1) +o—1—j—k yatb-1 kAk+1 ( J)

k=0

‘3
0|

Ay =2t""exp (—17/4)

~
Il
o

and for m even we have

-1

w[3

o m—1 42
Ay =2t"""exp (—7/4) o\

=

In the following we fix j such that 0 < j <a—1and a+b— 1 — j is odd—showing (5.17))
when a + b — 1 — j is even can be done in the same way. In order to abbreviate notation we
let r = (a+b—2—7)/2. Plugging in the formulas (5.18)) and (5.19) into the left hand side

of (5.17) we get that
a+b—1—j .
a+b—-1- atb—1—j—k atbo1—
E: < . ])(_1)+b1]kt+b1kAk+l

k=0
2r+1
o + 1
_Z<rl: ) 1)PHE

2r + 1\ opiqai —~ (2r +1 .
_ ¢ r+1+7 QZA t2r+1+] (2€+1)A
Z ( ) 2041 + ez_; 920 4 1 2042
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2 1 , (20)!
_ Z ( r+ >t2r+1+32£2 exp (—12/4) Z gu_ \&E) =2 ” (20-2u
2r + 1\ gy (20+1 -
+€§(2£+1) exp (=/ Z 2£+1—2u)

T 2 1 .
S ( rt )tWﬂ—(w)gw (2¢+ 1)V/7 erfe (¢/2)
=0

20+ 1
r 2r+1 2T+1 - k’”
=2 —t2/4 {Arriti=2ugu Y [ R — 5.20
o (/4 ) Z( e 6w
— (2r+1 2145 —(20+1) 50+1
+Vmerfe (£/2) ) VI bt 21 (20 + 1)1 (5.21)
=0

An important fact that we will use is that for every polynomial P with degree less than n

o 3 (Z) (—1)" P(k) = 0. (5.22)

k=0
Consequently, applying this to the polynomial P(k) = k(k—2)---(k—2(u—1)) we get
that

2r+1

> () GO -2 20 1)

k=2u
2u—1

=3 (7)) k22w

:_;@211) (204 1)(20—1)---(204+1—2(u—1))

£=0

Thus we see that in the sum the cofficient of the term involving t>" %7 is zero, while
the coefficient of the term involving t*" 1172 for 1 < u < ris 2%l exp (—t%/4) times the
expression in ((5.23)). These are cancelled by terms coming from the sum in as we will
see shortly; to see this we need the asymptotic expansion of erfc to high enough order. In
particular we have (see [1, equations 7.1.13 and 7.1.24]) that

Verfe (t/2) = 2exp (—t*/4) ZZ (=)™ 2" (2n — D21 4 R (1), (5.24)

n=0
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where the approximation error R () satisfies
IR ()] < 272 (4r + D)t~ exp (—12/4) .
Plugging (5.24) back into (5.21]), we first see that the error term satisfies

2r+1 P2+ 1= (2041) 041 2j—1—
§ r 201 (20 + NN = O (P~ (atb) —t2/4 5.25
(®)l (% + 1) (20+1) ( exp ( / )) ( )

as t — 00. The main term of (5.21] m ) becomes the sum

d 2r 41 :
2exp (—t2/4) ZZ ( " )2“”“ (204 D! (20 — DI (—1)" 2riti—2(EntD)

For u such that 1 < u < r, the coefficient of the term involving ¢*117=2u jg 2u exp (—t2/4)
times

1M
L L

@2 I 1) (204 12 (u—1— ) — ) (—1)* 2,

which cancels out the coefficient of the same term coming from the other sum :5.20),
see (5.23). For u such that r < u < 2r, the coefficient of the term involving ¢2"+1+7=2u
is 2T exp (—t?/4) times

Z (32 —t i) 204+ DN (2 (u—1—10)— D (=)

_2(2”1) F1)(20-1) . ((20+1) = 2(u—1))

2r+1

:_2(2 H) (“1)fk(k—2)... (k—2(u—1) =0,

where we again used ((5.22)), together with the fact that « < 2r. Finally, the coefficient of
the term involving 17040 is 227+2 exp (—#2 /4) times

zr: (2T * 1) 20+ (22r—0)— 1! (_1)21“7@
/=0

20+ 1

2r+1

:_2(2 “) Dk (k—2) . (k — 4r)

2r+1
o +1
- Z ( * ) (—DF R = — (=D @2r + 1) = (2r + 1)1,

where we used (5.22) in the second equality. Since all other terms are of lower order
(see ([5.25))), this concludes the proof. ]
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Proof of Lemma[5.1. (a) If U # T, then d = >, ., dr (i) € {1,...,2|T| —3}. Similarly
to the third paragraph in Section we can view the evolution of ). ., dpa(n,r) (7)
in the following way. When adding a new Vertex ﬁrst decide whether it attaches to
one of the initial |T'| vertices (with probability Z L deamry (1) / (2n — 2)) or not (with
the remaining probability); if it does, then independently pick one of them to attach to
with probability proportlonal to their degree—a vertex in U is chosen with probability
Y icu dpa,m) (@ ( )/ Z L dpan,r) (7). This implies the following representation: we have that

> v Di (T) = 2BZ, where B and Z are independent, B ~ Beta (d,2|T| —2 —d), and
Z ~ GGa(2|T|—1,2). This also follows directly from the representation (5.5). Thus
is a direct consequence of Lemma

If U =T, then ), .., D;(T) £ 27, where Z ~ GGa (2|T| —1,2) (see Section |5.2.1.2)),
and then follows from a calculation that is contained in the proof of Lemma |5.3]

(b) To show we use the results of [59] as described in Section [5.2.1.1] In addition
we use the following tail bound of [59, Lemma 2.6], which says that for x > 0 and s > 1 we
have [k, (y) dy < 2k, (z). Consequently, for any i > |T'| we have the following tail bound:

}P’(Di(T)>t):IP’(VVi_1> Z‘_1t>:/oo ri—1 (y) dy

2 =T
St

2 — 2 i—1 2 1 #
< i t] =—+ —t2/4) (i —2)WU [i—2,=,— | .
<V ( 2) e (-/4) - 2w (i-2.3.5)

The following integral representation is useful for us |1, eq. 13.2.5]:

['(a)U(a,b, z) = / e (14 w)" ™ dw.
0

Consequently, we have

= 1 = © g 1 w "7
=2 (i —2,=,— | = ,— 2 N d
Sti-2w(i-25 ) = [Tet o ()

=3 =3
> 2 1 > w =2
= T dw
[ ()
© t2 1
:/ e_*“’ (1+w)dw
. T+w
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which shows (5.7)) for L = 3. Similarly, for L > 4 we have

i(i—2)!U (i—2,1,ﬁ> :/me—tfw;i(i—z) (L)ide
—I 24 0 wvl—i-wz.:L 1+w

/°° e 1 E=(E) TG0 ()T

= w
w14+ w 1/ (14 w)?
o L-3
t2 w
< AV (L-2) —— V1 d
_/0 e )<1+w) T

© 2y, _ 4L=2 % (L - 2)!
§/0 e TV (L —2)wr Pdw = ppT :

where the first inequality follows from dropping the nonpositive term (3 — L) (H%)Lfl, and

the second one follows because L > 4. This shows (5.7) for L > 4 and thus concludes the
proof. O]
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Chapter 6

Uniform attachment trees

6.1 Overview

This chapter is devoted to proving the results described in Chapter 4] on the influence of
the seed in uniform attachment trees. We begin in Section by providing some simple
examples that formalize the intuition described in Section We also prove Theorem
along the way. Section is entirely devoted to the proof of Theorem [4.3] although a few
technical estimates are deferred until Section [6.5] We conclude with a detailed comparison
of our proof to the work of Curien et al. [21] in Section [6.4 To simplify notation, in this
chapter we let d = dya.

6.2 Partitions and their balancedness: simple
examples

In this section we show on a simple example how to formalize the intuition described in
Section [4.3.2] We define a simple statistic based on this intuition, and after collecting some
preliminary facts in Section we show in Section that d (Py, Sy) > 0, where P,
and S, are the path and the star on four vertices, respectively. We conclude the section by
proving Theorem in Section [6.2.3] The goal of this section is thus to provide a gentle
introduction into the methods and statistics used to distinguish different seed trees, before
analyzing more general statistics in the proof of Theorem in Section [6.3]

For a tree T and an edge e € E(T), let T; and T3 be the two connected components of
T\ {e}. Define

g(T.e) = [T,

where |T'| denotes the number of vertices of T. Clearly, 0 < ¢g(T,e) < 1/16, and for
“peripheral” edges e, g (T, e) is closer to 0, while for more “central” edges e, g (T e) is closer
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to 1/16. Define the following statistic:
¢r) = Y o)
ecE(T)

The statistic G (") thus measures in a particular way the global balancedness properties of
the tree T', and “central” edges contribute the most to this statistic.

6.2.1 Preliminary facts

For all o, B,n € N, let B, 3., be a random variable such that B, g, —« has the beta-binomial
distribution with parameters (o, 5,n), i.e., it is a random variable satisfying

(k+a-Din—k+8-1a+p-1)(n
(TH—Oé—i-ﬁ—l)'(oz—l)'(ﬂ—l)l <l€)’ VkE{O,l,,n}

P(Bapn=a+k)=

The key to understanding the statistic G is the following distributional identity:

Lo

d
qg (UA(TL, S), 6) = EB\T1|,|T2\,n—|S|(n — B|T1\,|T2|,n—|S\)2> Ve - E (S) s (61)

where T} and T5 are defined, given e, as above, and 2 denotes equality in distribution. This
is an immediate consequence of the characterization of (B gn,n + (a4 8) — Ba ) as the
distribution after n draws of a classical Pélya urn with replacement matrix (§ ¢) and starting
state («, 3). Similarly, for edges not in the seed S we have

a 1 2
g(UA(n, S),e;) = ﬁBij’n_j_l(n — Bijn-j-1) (6.2)

where e; € E(UA (7 +1,5))\ E(UA(4,5)) and j € {|S],...,n —1}.
We use the following elementary facts about the beta-binomial distribution, which we

prove in Section [6.5.1}

Fact 6.1. For every p > 1 there exists a constant C(p) such that for all o, B, and n such
that n > a+ 3, we have

(E[B] 5—a—p)) < C(p)n (6.3)

a+p

Fact 6.2. There exists a universal constant C' > 0 such that whenever o, 8 > 1, n > a+ [,
and t > 0, we have

P (Ba,ﬂ,n—a—ﬁ <tn ) < (Cht. (64)

«
a+p
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6.2.2 A simple example

After these preliminaries we are now ready to show that 0 (Py, Sy) > 0. To abbreviate
notation, in the following we write simply P = P, and S = S;. In order to show that
d(P,S) > 0, it is enough to show two things:

lim inf |E [G (UA (n, P))] — E[G (UA (n,S))]| > 0, (6.5)
and
lim_)sup (Var [G (UA (n, P))] + Var [G (UA (n, S))]) < occ. (6.6)

The proof can then be concluded using the Cauchy-Schwarz inequality (for more detail on
this point, see the proof of Theorem E in Section

For j > 4 let ef denote the edge in UA (j 41 P) \UA (J, P), and define e similarly.
Towards , we ﬁrst observe that

g(UA(n,P),ef) gg(UA(n,S),eJS) , Vjed{4,...,n—1}.
Consequently, we have

E[G (UA (n, P))] — E[G (UA (n,9))] = > "E[g(UA (n,P),e)] = Y E[g(UA(n,S),e)].

ecP eeS

Moreover, note that P has two edges, e; and ey, such that P\ {e;} has two connected
components of sizes 1 and 3 for ¢+ = 1,2. Since this is true for all edges of the star S, we
conclude that

E[G (UA (n, P))] = E[G (UA (n,5))] = E[g (UA (n, P), e3)] = E[g (UA (1, 5), e1)],

where e3 is the remaining edge of P (i.e., the middle edge of the path). Using (/6.1]), we thus
have

E[G (UA (n, P))] = E[G (UA (n,S))]
1
= (E[B3gna(n— Bogyu-s)’] —E[Bis, 4 (n— Bizn-s)’])
B 2 +5n2+8n+5
N 140n3 ’

where the last equality is attained via a straightforward calculation using explicit formulae
for the first four moments of the beta-binomial distribution. We see that

lim (E[G (UA (n, P))] - E[G (UA (n, 5))]) = % # 0,

n—oo

which establishes (/6.5]).



CHAPTER 6. UNIFORM ATTACHMENT TREES 122

It remains to prove (6.6). We show now that limsup,_,., Var [G (UA (n, P))] < oo; the
proof that limsup,,_, . Var[G (UA (n,S))] < oo is identical. To abbreviate notation, write
T,, for UA (n, P). Similarly as above, for j > 4 let e; be the edge in T;4; \ T}, and let ey, e,
and ez be the edges of P in some arbitrary order. Using Cauchy-Schwarz we have that

Var [G (Z Var [g (T, e])]) . (6.7)

For any edge e; we clearly have 0 < ¢(T,,¢;) < 1, and so

3

Z Var [g (T, ¢;)] < 3. (6.8)

Next, fix j such that 4 < j <n — 1. Using formula (6.2)) we know that

d 1
g(Tnse5) =

B%] n—j— 1( - Bl,j,n7j71)2-
The estimate (6.3]) yields that E [BA‘

1 jm—ij— J < Cn*/j* where C' > 0 is a universal constant.
Consequently, we have

E[g(Tn,e;)’] <C/j* Vje{4,...,n—1},

which, in turn, implies that
Var [g (T, e;)] < C/j2.

Plugging this inequality and into establishes . This completes the proof of
) (P 4, 84) > 0.

The statistic G (-) cannot distinguish between all pairs of nonisomorphic trees; however,
appropriate generalizations of it can. An alternative description of G (-) is as follows. Let
T be a tree consisting of two vertices connected by a single edge. Up to normalization, the
quantity G (T) is equal to the sum over all embeddings ¢ : 7 — T of the product of the
squares of the sizes of the connected components of T\ ¢ (7). A natural generalization of this
definition is to take 7 to be an arbitrary finite tree. Moreover, we can assign natural numbers
to each vertex of 7, which determines the power to which we raise the size of the respective
connected components. In this way we obtain a family of statistics associated with so-called
decorated trees. It turns out that this generalized family of statistics can indeed distinguish
between any pair of nonisomorphic trees; for details see Section

6.2.3 Distinguishing large stars: a proof of Theorem

In the following we first give an upper bound on the probability that G (UA (n,T")) is small,
and then we give an upper bound on the probability that G (UA (n,Sk)) is not too small.
The two together will prove Theorem [4.5]
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First, fix a tree T and choose an arbitrary edge e; € E (T). Let 7] and T be the two
connected components of UA(n,T) \ {e1}, defined consistently such that 7; C Tj,, and

TY C TY., (and otherwise the order is chosen arbitrarily). We have

1 2 2 1 2 2
g(UA(nyT),el)zmlTél 7, ZFITZLI (n—|T,0)"

By equation (6.1) we have

|T,| - |T| a,n—|T|»

we then have that for all £ > 0,

T 2 1 T 2 2 Bg Can 2

Consider the event E,, = {|7)| < n/2} and note that if E, holds then g (UA (n,T),e;) >
IT!|” / (4n?). This, together with (6.9), gives

1

By repeating the above argument with 7 instead of 7, we also have

1
P <E§ N {g (UA (n,T),e1) < t4 |T\2 }) < CWVt, Yt >0,
and thus we conclude that

P (g (UA (n,T),e1) < t%) < 20V't, Vit > 0.

4T

Now since G (UA (n,T)) > g(UA (n,T),e1), and by setting z =t/ (4 |T\2), we finally get
that
P(G(UA (n,T)) < 2) <4C/z|T|, Vz>0. (6.10)

In order to understand the distribution of G (UA (n, Sk)) we first estimate its mean:

E[G (UA (n, 5))]

k-1 g
Tt E [Bik_l’"_k (n— Bl’k_l’”_k)ﬂ - Z n4E [B%J n—jo1 (N — Bl7j,n—j—1)2]
j=k
k—1 1 ol li ! —1 C’ 30/
= n? B (B jo1n-e] + EZE (Bl jn-j1] = T 2—2 <
Jj=k :k
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for some absolute constant C’. Now using Markov’s inequality with this estimate, and also
taking z = 3C"/v/k in the inequality (6.10)), we get that

HD(G(UA(n,Sk))ZBC’/\/E)S% and P(G(UA<n,T))<3C'/\/E)g%

for some absolute constant C”. This then immediately implies that § (S, T) — 1 as k — oo.

6.3 Proof of Theorem 4.3

After the intuition and simple examples provided in Section[6.2] in this section we fully prove
Theorem [£.3] As mentioned in Section [.3.2] the proof shares some features with the proof
in [21] for preferential attachment, but is different in several ways. These differences are
discussed in detail after the proof, in Section [6.4]

Notation. For a graph G, denote by V' (G) the set of its vertices, by E (G) the set of its
edges, and by diam (G) its diameter. For brevity, we often write v € G instead of v € V (G).
For integers k,j > 1, define the descending factorial [k]; =k (k—1)...(k —j + 1), and also
let [k], = 1. For two sequences of real numbers {a,},, and {b,}, -, we write a, < b, (to
be read as a,, is less than b, up to log factors) if there exist constants ¢ > 0, v € R, and
no such that |a,| < ¢ (log(n))” |by,| for all n > ngy. For a sequence {a,},~, of real numbers,
define A,a = a,41 — a, for n > 0. -

6.3.1 Decorated trees

A decorated tree is a pair T = (7, {) consisting of a tree 7 and a family of nonnegative integers
(¢ (v);v € 7), called labels, associated with its vertices; see Figure[6.1]for an illustration. Let
D denote the set of all decorated trees, D, the set of all decorated trees where every label is
positive, Dy the set of all decorated trees where there exists a zero label, and finally let D
denote the set of all decorated trees where there exists a leaf which has label zero.

Define |7| to be the number of vertices of 7, and let w (1) := > . ¢ (v) denote the total
weight of 7. For 7,7/ € D, let 7 < 7' if || < |7/| and w (1) < w(r') or |z| < |7’| and
w (1) < w (7’). This defines a strict partial order <, and let < denote the associated partial
order, i.e., 7 < 7 ifand only if 7 < 7/ or 7 = 7',

For 7 € D, let L(7) denote the set of leaves of 7, let Lo (1) := {v € L(7) : £ (v) = 0},
Li(r) ={veL(r):L(v) =1}, and Lo, (1) := Lo (r) U Ly (7). For 7 € D and v € L (1),
define 7, to be the same as 7 except the leaf v and its label are removed. For 7 € D and
a vertex v € T such that ¢ (v) > 2, define 7/, to be the same as 7 except the label of v is
decreased by one, i.e., - (v) = {; (v) — 1.

6.3.2 Statistics and distinguishing martingales

Given two trees 7 and T, a map ¢ : 7 — T is called an embedding if ¢ is an injective graph
homomorphism. That is, ¢ is an injective map from V (1) to V (T') such that {u,v} € E (1)
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Figure 6.1: A decorated tree and a decorated embedding. On the left is a decorated
tree T = (7, ¢) with four vertices, two of them having label 1, and two of them having label 2.
On the right is a larger tree 7', and an embedding ¢ : 7 — T" depicted in bold. The connected
components of the forest T' (T, T, ¢) are circled with dashed lines, with the component sizes
being fow) (T) = 5, fow) (T) =3, fow) (T) = 6, and fu) (T) = 4. A decorated embedding ¢
is also depicted, which consists of the embedding ¢ together with the mapping of w (1) = 6
arrows to vertices of 1. The arrows in each subtree are distinguishable, which is why they
are depicted using different colors.

implies that {¢ (u), ¢ (v)} € E(T).

For two trees 7 and T, and an embedding ¢ : 7 — T', denote by T = f(T T, ) the
forest obtained from T' by removing the images of the edges of 7 under the embedding ¢;
sce Figure [6.1] for an illustration. Note that the forest T’ consists of exactly |7| trees, and
each tree Contams exactly one vertex which is the image of a vertex of 7 under ¢. For v € 7,
denote by fs) (T') the number of vertices of the tree in 7" which contains the vertex ¢ (v).
Using this notation, for a decorated tree 7 € D define

- Z H [f¢(v) (T)} ow)° (6.11)

¢ wveT

where the sum is over all embeddings ¢ : 7 — T. If there are no such embeddings then
F. (T) = 0 by definition. Note that if 7 consists of a single vertex with label & > 0, then
Fo (T) = [T < (|1l

The quantity F; (T') has a combinatorial interpretation which is useful: it is the number
of decorated embeddings of T in T, defined as follows. Imagine that for each vertex v € 7
there are £ (v) distinguishable (i.e., ordered) arrows pointing to v. A decorated embedding ¢

is an embedding ¢ of 7 in T, together with a mapping of the arrows to vertices of 7" in such
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a way that each arrow pointing to v € 7 is mapped to a vertex in the tree of T that contains
¢ (v), with distinct arrows mapped to distinct vertices. See Figure for an illustration.

The quantities F; are also more amenable to analysis than other statistics, because their
expectations satisfy recurrence relations, as described in Section [6.3.3] Using the statistics
F, it is possible to create martingales that distinguish between different seeds.

Proposition 6.3. Let 7 € D,. There exists a family of constants
{en(z, 7)) 7 €Dy 7' S T,n > 2}

with ¢, (T,7) > 0 such that for every seed tree S, the process {MZ(S) (n)} | defined by

n>|S

M) (n) = Z cn (T, I/> F (UA (n, 9))

T'€Dyi1'IT

is a martingale with respect to the natural filtration F, = o {UA(|S],5),...,UA(n,S)},
and is bounded in L*.

Note that in the construction of these martingales we only use decorated trees where
every label is positive. As we shall see, we analyze decorated trees having a zero label in
order to show that the martingales above are bounded in L?. See Sections and for
more details and discussion on this point.

We now prove Theorem using Proposition [6.3], which we then prove in the following
subsections.

Proof of Theorem[{.3. Let S and T be two nonisomorphic trees with at least three vertices,
and let ng := max {|5],|T|}. First we show that there exists 7 € D, such that

E[F7 (UA (no, 5))] # E [F7 (UA (no, T))] - (6.12)

Assume without loss of generality that |S| < |T'|, and let T be equal to T" with labels ¢ (v) = 1
for all v € T. Then for every tree 7" with |T"| = |T| we have F; (1) = F; (T) x 1=y,
since if 77 and T are nonisomorphic then there is no embedding of T in T”. Note also that
F. (T) is the number of automorphisms of 7', which is positive. Consequently we have

E [F, (UA (no, S))] = E, (T) x P[UA (ng, S) = T].

When |S| = |T'|, we have P [UA (ng, S) =T] = 0. When |S| < |7, it is easy to see that the
isomorphism class of UA (ng, .S) is nondeterministic (here we use the fact that |S| > 3), and
so P[UA (ng,S) = T] < 1. In both cases we have that holds.

Now let 7 € D, be a minimal (for the partial order < on D.) decorated tree for
which holds. By definition we then have that E [F (UA (no, S))] = E [F (UA (no,T))]
for every 7/ € D, such that 7/ < 7. By the construction of the martingales in Proposition
we then have that

E [M) (ng)] #E [M (ng)] .
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Clearly for any n > ng we have that TV (UA (n,S),UA (n,T)) > TV (Més) (n) , M (n))
Now let (X,Y) be a coupling of (MZ(S) (n) , M (n)) We need to bound from below
P (X #Y) in order to obtain a lower bound on TV <M£S) (n), M (n)> Using the Cauchy-
Schwarz inequality we have

(B (X~ v])?

P(X#AY)> ——————.
2 )
By Jensen’s inequality we have that (E[|X — Y])* > (E[X] — E[Y]), and furthermore

E[(X-Y)] =E[(X -EX]+E[X]-E[Y]+E[Y]-Y)7]
= Var (X)+ Var (V) + (E[X] - E [Y])2 +2E[(X —E[X])(E[Y]-Y)]
< 2Var(X) 42 Var (V) + (E[X] - E[Y])*.
Thus we have shown that

TV (UA (n,S),UA (n,T))

(B[4 ()] — E [a” (m)])
92 Var (M@ (n)) + 2 Var (MZ(T) (n)) + (E [MI(S’ (nﬂ -E [Mg) WDZ.

Since MZ(S) and MéT) are martingales, for every n > ny we have that E [MI(S) (n)] —
' (n)| = r(ng)| — + (ng . so, since the two martingales are
E [0 ()| = B[ (no)] = B [MD (ng)| # 0. Also, since th ingal

bounded in L?, we have that Var <M1(S) (n)) + Var <ML(T) (n)) is bounded as n — co. We
conclude that 6 (S,7") > 0. O

6.3.3 Recurrence relation

The following recurrence relation for the conditional expectations of F, (UA (n,S)) is key to
estimating the moments of F; (UA (n,5)).

Lemma 6.4. Let 7 € D be such that || > 2. Then for every seed tree S and for every
n > |S| we have

E[F, (UA (n+1,8))| Fu] = (1 + %) F, (UA (n, 5))

+% >t (L) =1) Fy (UAM,S)+ Y F (UA(n,S))p. (6.13)

vETH(V)>2 v€Lo,1(T)
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Proof. Fix 7 € D with |1] > 2, fix a seed tree S, and let n > |S|. To simplify notation we omit
the dependence on S and write T), instead of UA (n,S). When evaluating E [F} (T,,41) | F]
we work conditionally on F,,, so we may consider T}, as being fixed.

Let u,1 denote the vertex present in 7;,.; but not in 7,,, and let u,, denote its neighbor
in T,,,1. Let &,41 denote the set of all embeddings ¢ : 7 — T,,1; we can write &, as
the disjoint union of the set of those using only vertices of T}, denoted by &,, and the
set of those using the new vertex wu,,;, denoted by &,11 \ &,. To simplify notation, if
7 €D, Tis atree, and ¢ : 7 — T is an embedding, write W, (T') = [],., [f¢(v) (T)L(v)
for the number of decorated embeddings of 7 in 7' that use the embedding ¢. We then
have Iy (Tyv1) = X gee, Wo (Tnt1) + 2 pee, \en Wo (Tnt1) and we deal with the two sums
separately

First let ¢ € &,. For v € 7, denote by E, the event that u, is in the same tree of T
as ¢ (v) (recall the definition of T,, from Section . Clearly P (E, | Fn) = fow) (1) /n.
Under the event E, we have that fu) (Thi1) = f¢(v) ( ) + 1, while for every v’ E 7\ {v}
we have fow) (Tht1) = fow) (Tn). Now using the identities [d+ 1], =[d], + ¢ x [d],_, and
dx|[d], ;= [d]ﬁ— (0—1)x [d]é—l’ which hold for every d, ¢ > 1, and also using [d + 1], = [d],,
we have that

EWs (Tnt1) | F2]
_y P T @y T e @
vET v'er\{v}
=W, (To) + Z C(v) fow) (Tn) [f¢(v) (Tn)}e(v)q H [f¢(v’) <Tn)}z(v')

1
n
veTL(Vv)>1 v'er\{v}
w (1)
1 W,
<+ - o (Th)

. D L@ =1 [fow Ty I o Ty

n
veT(v)>2 v'er\{v}
w(z) 1
(1D @+l X ) e -y @),
veTL(Vv)>2

where ¢! is the embedding equal to ¢ of the decorated tree 7). Now as ¢ runs through the
embeddings of 7 in 7T),, ¢! runs exactly through the embeddings of 7. So we have that

S EW, G 17 = (1+ 22 ) R m) e L S @0 1) By (1) 61)

n
PeE veTH(v)>2

Now fix T},+1 and consider ¢ € &,41 \ &,. Let w € 7 be such that ¢ (w) = u,41. Since ¢
is an embedding, we must have w € L (7). Note that if w ¢ Lo, (7) then Wy (T,+1) = 0. If
w € Lo, (7) then denote by &, the set of all embeddings ¢ € 8n+1\5 such that ¢ (w) = 1.
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Now fix w € Ly (1) and ¢ € &,. Note that ¢ restricted to 7\ {w} is an embedding of 7, in
T,; call this ¢,,. Let z be the neighbor of w in 7. We then must have ¢ (z) = u,,, and also
[fow) ( "+1)}z(w) = 1 (irrespective of whether w € Ly (7) or w € Ly (7)). Furthermore, for

every w' € 7\ {w} we have fyw) (Thi1) = fo@) (Tn). Thus we have

We (Tri1) = W, (Tn) 1g(w)=unin}-

For fixed w € Ly, (1), as ¢ runs through &,, ¢, runs through all the embeddings of 7, in
T),. So summing over w € L we obtain

YW T = D D Wa (To) Lgw=unsn)

¢Egn+1\gn weLg, 1( ) Gw:T, —)Tn
- Z FIw (Tn) 1{¢(w):un+1}-
’LUGL(]J(I)

Now taking conditional expectation given F,,, we get that

E| Y W (T | :% S R, (7). (6.15)

P€En+1\En w€Lg,1(T)

Summing (6.14]) and ( - we obtain m

6.3.4 Moment estimates

Using the recurrence relation of Lemma proved in the previous subsection, we now
establish moment estimates on the number of decorated embeddings F; (UA (n,S)). These
are then used in the next subsection to show that the martingales of Proposition are
bounded in L2

The first moment estimates are a direct corollary of Lemma [6.4]
Corollary 6.5. Let 7 € D be a decorated tree and let S be a seed tree.
(a) We have that n*@ < E[F, (UA (n, S))].
(b) If |z| > 2 and = € D\ D}, then we have that E[F, (UA (n, S))] < n¥@.
(c) If || = 1 or 7 € D}, then we have that E[F, (UA (n, S))] < nw@+1,

Proof. Fix a seed tree S and, as before, write T, instead of UA (n,S) in order to simplify

notation. First, recall that if |7| = 1, then F; (T,) = n x [n],,), so the statements of part

(a) and (c) hold in this case. In the following we can therefore assume that |7| > 2.
Lemma [6.4] then implies that for every n > |S| we have

w(z)

B[R, (1) 2 (142

)ELE T,
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Since there exists ng such that E[F; (T,,)] > 0 (one can take, e.g., ng = |S| + |z|), this
immediately implies part (a) (see Section for further details).

We prove parts (b) and (c) by induction on 7 for the partial order <. We have already
checked that the statement holds when |7| = 1, so the base case of the induction holds. Now
fix 7 such that |z| > 2, and assume that (b) and (c) hold for all 7’ such that 7’ < 7. There
are two cases to consider: either 7 € D\ Df or 7 € D;.

If 7 € D\ D§ then Ly (r) = (. Note that for every v € L; (r) we have w (1) = w (1) — 1,
and also for every v € 7 such that ¢(v) > 2 we have w (7)) = w(r) — 1. Therefore by
induction for every v € L (1) we have IE [F (T,)] € n®@) and also for every v € 7 such
that ¢ (v) > 2 we have E [Fy, (T,,)] < n*@. So by Lemma 4l there exist constants C,y > 0
such that

n

EﬁﬂﬂﬂﬂéO+EE»EUHEH+C®HMWWW1- (6.16)

This then implies that E [F; (T,)] < n*D; see Section [6.5.2| for details.

If 7 € D§ then Lo (7) # 0 and note that for every v € Lo (1) we have w (1,)) = w (7). If for
every v € Lo (1) we have 7, € D\ Df, then the same argument as in the previous paragraph
goes through, and we have that E[F} (T},)] < n*(®). However, if there exists v € Lo (7) such
that 7, € D§, then does not hold in this case; instead we have from Lemma E that
there exist constants C',y > 0 such that

w (1)

n

B ()] < (1+ 25 ) BIR (5)] + € (og () 0.

Similarly as before, this then implies that E [F} (T},)] < n*@+1; see Section for details.
[

The second moment estimates require additional work. First, recall again that if |7] =1,
then I (UA (n,S)) = n x [n],,)- Consequently, we have that F, (UA (n,S))* < P20(@)+2

and also that (F, (UA (n+1,5)) — F, (UA (n, 5)))* € n?*@.

Lemma 6.6. Let T € Dy with |7| > 2 and let S be a seed tree.

(a) We have that E [F; (UA (n, S))Q} < pPelm),

(b) We have that E [(F, (UA (n+1,8)) — F, (UA (n, 5)))?] < n2v(@-2,

We note that part (a) of the lemma follows in a short and simple way once part (b) is
proven. However, for expository reasons, we first prove part (a) directly, and then prove part
(b), whose proof is similar to, and builds upon, the proof of part (a).

Proof. Fix 7 € Dy with |7| > 2 and a seed tree S. Define

K=K (r) :=max {4 (|| + w (1)), 20}.
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We always have F, (UA (n,S)) < n®/4, since the number of embeddings of 7 in UA (n, S)
is at most n/Z, and the product of the subtree sizes raised to appropriate powers is at most
n®(@ . By Lemma [6.8]in Section m there exists a constant C' () such that

P (diam (UA (n, S)) > Klog (n)) < C (S)n %72,
Therefore we have

E [Fl (UA (na S))2 1{diam(UA(n,S))>Klog(n)}} < C (S) )

and similarly

E [(F: (UA (n+1,5)) = F (UA (17, 9)))” Laiamua(n,8)> K og}) < 1.

Therefore in the remainder of the proof we may, roughly speaking, assume that
diam (UA (n,S)) < Klog (n);

this will be made precise later.

To simplify notation, write simply 7,, instead of UA (n,S). Our proof is combinatorial
and uses the notion of decorated embeddings as described in Section [6.3.2] We start with
the proof of (a) which is simpler. We say that ¢ = gb X gzﬁ is a decorated map if it is a
map such that both 9, and ¢, are decorated embeddlngs from 7 to T,,. Note that ¢ is not
necessarily injective. If ¢isa decorated embedding or a decorated map, we denote by ¢ the
map of the tree without the choices of vertices associated with the arrows.

Now observe that F, (T},)? is exactly the number of decorated maps ¢ =0 x¢,. We
partition the set of such decorated maps into two parts: let £ (T,) denote the set of all such
decorated maps where ¢ (7)Mo (7) # 0, and let 5 2 (T,,) denote the set of all such decorated

maps where ¢1 (1) N ¢y (1) = 0. Clearly F; ( = |EX(T,,)| + |E2(T,,)|. This partition is
not necessary for the proof but it is helpful for exposmon
We first estimate ‘5 L( } To do this, we associate to each decorated map ¢ € ! (Ty,)

a decorated tree g and a decorated embedding ¢ of it in T, in the following way; see also
Figure [6.2] for an illustration. We take simply the union of the images of the decorated
embeddings ¢ and ¢,, and if these share any vertices, edges, or arrows, then we identify
them (i.e., we take only a single copy). The resulting union is the image of a decorated tree o
under a decorated embedding v; note that ¢ is uniquely defined, and ) is uniquely defined up
to the ordering of the arrows associated with . To define 1 uniquely, we arbitrarily define the
ordering of the arrows associated with o to be the concatenation of the orderings associated
with ¢ and ¢ . Here we used the fact that ¢ € £} (T,,), since when ¢ (1) N ¢a (1) = 0, the
union of the two decorated embeddings cannot be the image of a single decorated tree under
a decorated embedding.

Note that when taking the union of the decorated embeddings we do not introduce any
new arrows, so we must have w(g) < 2w (z). Note also that, due to the nonlocality of
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Figure 6.2: A decorated map and an associated decorated embedding. The top row
depicts a decorated tree 7 and two decorated embeddings, ¢ and ¢,, of it into a larger tree
T. The bottom row depicts the associated decorated tree o, and the decorated embedding
¥ of it into T'.

the decorations, ¢ might have vertices having a zero label, see, e.g., Figure [6.2l However,
importantly, the construction implies that all leaves of ¢ have positive labels, i.e., ¢ € D\ Dj.
Let U (7) denote the set of all decorated trees ¢ that can be obtained in this way. The
cardinality of U (7) is bounded above by a constant depending only on 7, as we now argue.
The number of ways that two copies of 7 can be overlapped clearly depends only on 7. Once
the union o of the two copies of 7 is fixed, only the arrows need to be associated with vertices
of 0. There are at most 2w (7) arrows, and o has at most 2 |7| vertices, so there are at most
(2]7])*® ways to associate arrows to vertices.
The function ¢ — ( ,w) is not necessarily one-to-one. However, there exists a constant
¢ (1) depending only on 7 such that any pair (O’ ¢) is associated with at most ¢ (7) decorated
maps ¢. To see this, note that given (_, @D), in order to recover ¢, it is sufficient to know
the following: (i) for every edge of 9 (o), whether it is a part of ¢, (1), a part of ¢ (1), or
a part of both, (ii) for every arrow of ¢ (¢), whether it is a part of ¢, (7), a part of ¢, (),
or a part of both, and (iii) the ordering of the arrows for ¢ and ¢,. "Since o] <2 ]T| and

w (o) < 2w (1), we can take ¢ (1) = 3AIT20(@ (4 (7)1)?.
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We have thus shown that

(T <elz) D Fa(T).

og€U(T)

For every o EZ/{( ) we have that ¢ € D\D |0| > |7| > 2, and w(g) < 2w (1), and so by
Corollary [6.5/ we have that E [F (T )] < n?(@) Since the cardinality of ¢ () depends only
on T, this 1mphes that E [|EL (T,)|] < n**@.

Now we turn to estimating ‘572 n)| Again, we associate to each decorated map ¢ €
E%(T,) a decorated tree o and a decorated embedding ¥ of it in T;,. This is done by first,
just as before, taking the union of the images of the decorated embeddings 9, and @, and if
these share any arrows, identifying them (i.e., we take only a single copy). (Note that since
&1 (7) N o (1) = 0, the decorated embeddings do not share any vertices or edges; however,
due to the nonlocality of decorations they might share arrows.) We then take the union of
this with the unique path in 7,, that connects ¢; (7) and ¢ (7). The result of this is a tree
in T},, together with a set of at most 2w (1) arrows associated with vertices of T,,; this is thus
the image of a decorated tree g under a decorated embedding ), and this is how we define

(g, Q) See Figure for an illustration.

Figure 6.3: Another decorated map and an associated decorated embedding. The
top row depicts a decorated tree 7 and two decorated embeddings, ¢, and ¢,, of it into
a larger tree T, where now ¢y (7) N ¢ (7) = 0. The bottom row deplcts the associated
decorated tree g, and the decorated embedding v of it into T'. The path connecting ¢, (7)
and ¢, (1) is depicted in blue. B
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Again we have that any such ¢ must satisfy w(g) < 2w (r) and ¢ € D\ D§. The
important difference now is that a priori we have no bound on |g|. This is where we use that
diam (7},) < K log (n) with high probability.

Let 24" (1) denote the set of all decorated trees ¢ of diameter at most K log (n) that can
be obtained in this way. The cardinality of Z/{én) (1) cannot be bounded above by a constant
depending only on 7, but it is at most polylogarithmic in n, as we now argue. There are
at most |7|> ways to choose which vertices of ¢; () and ¢, (1) are closest to each other,
and the path connecting them has length at most K log (n). So the number of trees o that
can be obtained is at most || K log (n). Once the tree o is fixed, only the arrows need
to be associated with vertices of o. There are at most 2w (7) arrows, and ¢ has at most
K log (n) + 27| vertices, which shows that

~Y

U (7)) < I2]? K log (n) (K log (n) +2 [£)™*® 2 1.

The function ¢ (g, y) is not one-to-one. However, there exists a constant ¢y (1)
depending only on 7 such that any pair (g, y) is associated with at most ¢y (7) decorated
maps ¢, as we now show. First, given (,¢), we know that ¢, (7) and ¢, () are at the two
“ends” of ¢ (¢). The two “ends” of ¢ (o) are well-defined: an edge e of ¢ () is part of the
path connecting ¢, (7) and ¢ (7) (and hence not part of an “end”) if and only if there are at
least |7| vertices on both sides of the cut defined by e. In order to recover ¢, we also need to
know for each arrow of 1 (¢), whether it is a part of ¢, (1), a part of ¢, (), or a part of both.
Finally, we need to know the ordering of the arrows for ¢, and ¢,. Slnce w (o) <2w(r), we
can thus take ¢, (1) = 2 x 32 (w (7)!).

We have thus shown that

|€12 (Tn)‘ 1{diam(Tn)§Klog(n)} <o (I) Z FQ (Tn) :
ceS™ (1)

For every o EUQ(" (1) we have that ¢ € D\ D§, |a| > |z| > 2, andw( ) < 2w (1), and so by
Corollary (6.5 we have that E[F, (T;,)] < n?*(@). Since we have ’Z/{Q (_)‘ < 1, we thus have

E [|€2 (To)| Ldiam(r)<x 10gn] < 0.
This concludes the proof of (a).
For the proof of (b) we work conditionally on F,. As in the proof of Lemma [6.4] let
un+1 denote the vertex present in 7;,.; but not in 7, and let u, denote its neighbor in
T41. Observe that Fy (T,,41) — F; (T},) is equal to the number of decorated embeddings of
7 in T},.1 that use the new vertex Uns1. There are two ways that this may happen, and we
call such decorated embeddings “type A” and “type B” accordingly (see Figure for an
illustration):
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e Type A. The decorated embedding maps a vertex v € 7 to u,y1. Since T € D, and
the arrows are mapped to different vertices, we must then have ¢ (v) = 1, and the
arrow pointing to v in 7 must be mapped to ;1.

e Type B. The decorated embedding maps 7 in 7},, but there exists an arrow of 7 which
it maps to u,,1.

Figure 6.4: Type A and type B decorated embeddings. The top row depicts a deco-
rated tree 7 and two decorated embeddings, ¢ and ¢,, of it into a larger tree T, ;. Here
¢, is of type A, and ¢, is of type B. In the bottom left is the associated decorated tree o,
together with the decorated embedding ¢ of it into T,,4;. In the bottom right is the pair

(o', ¢)-

Consequently (Fy (Th41) — Fr (Tn))2 is equal to the number of decorated maps ¢ = ¢ X
¢, such that ¢ is either of type A or of type B, and the same holds for ¢,- We de-

note by 5 ( n+1) the set of all such decorated maps where ¢ (7) N ¢y (7) # (), and let

512 (T,,11) denote the set of all such decorated maps where ¢; (7) N ¢o (1) = (). Thus we have
(Fe (Tit) = Fr (T)) = | (D) | + €2 (Tur)]|

the proof, but it helps the exposition.

Again, this partition is not necessary for

We first estimate ‘5 ( n+1)’ In the same way as in part (a), we associate to each

decorated map ¢ € S (Th41) a pair ( ,w) Note that both QS and gb map an arrow to .1,
so w (¢) < 2w (1) — 1, and also there exists an arrow a* € o that is mapped t0 U1, denoted
by ¥ (a*) = tUpy1. We again have o € D\ D§. As before, the set U () of all decorated trees
o that can be obtained in this way has cardinality bounded above by a constant depending
only on 7. Furthermore, there exists a constant ¢ (7) depending only on 7 such that any pair
(_, y) is associated with at most ¢ () decorated maps ¢.
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We partition £! (T},.1) further into two parts. Let 5 LA (T,41) denote the set of decorated
maps ¢ € EL( n+1) such that at least one of ¢ and ¢, is of type A, and let gL LB (Tog) =
EN(Thi) \ 51 A (T,41). That is, EVP (T,,41) consists of those decorated maps ¢ € 5 (Tht1)

T

such that both ¢, and ¢, is of type B.
We first estimate ’5 ( n+1)" We associate to each ¢ € 8 A(Thy1) a pair (o,v) as

above. Let v € ¢ denote the vertex such that ¢ (v) = Upt1, and let v’ € o denote the vertex
such that v (v') = u, (these vertices exist because ¢ € EL4(T41)). Define the decorated
tree ¢’ from ¢ by removing the vertex v from o, as well as the arrow a* pointing to it.
Define also the decorated embedding 77/} : o' — T, to be equal to ¢ on ¢’, i.e. @/} = Ylor;
see Figure [6.4] for an illustration. We have that w (¢/) = w(¢) — 1 < 2w (T ) - 2 it can be
checked that o' € D\ D%, and we also have ¢/ (v/) = u,. Let U’ () denote the set of all
decorated trees o’ that can be obtained in this way, and note that the cardinality of U’ () is
bounded from above by a constant depending only on 7. Since the map (g, y) (_ , y , U )
is one-to-one, we have obtained that

1A
5 n+1

< DY Y D) L

o EZ/I’ U '€’ 1/)/ o' =Ty

Since u,, is uniform, we obtain
B & ()] B [B[]2;

where in the last inequality we used that for every o’ € U' (1) we have w (¢) < 2w (1) — 2
and ¢’ € D\ Df, and so by Corollary [6.5| we have that E [F,/ (T;,)] < n**(@)-2,

113(7%+1). Let

) ‘]—"nH < > ) %E [Fy (T)] € n? @73

o'ell! () v'ea’

(7%+1

We now turn to estimating

v* := argmindisty,,, (¢ (v), Upq1) = arg mindisty, (¥ (v),un),
vea vea
where distg denotes graph distance in a graph . Note that the arrow a* € ¢ is associated
with v* in . Define the decorated map ¢* from ¢ by removing the arrow a* from o. We
have that w (¢*) = w(g) — 1 < 2w (1) — 2. Furthermore, either ¢* € D \ Df or v* is the
only leaf of ¢ that has label zero. Let U* (1) denote the set of all decorated trees o* that
can be obtained in this way, and note that the cardinality of Z/* (r) is bounded from above
by a constant depending only on 7. Define also the decorated embedding ™ : o* — T,, to be
equal to ¢ on g*, i.e., " = ¢|,~. Define furthermore z* to be the neighbor of Y (a®) in Thyy;
we thus have z* = u,. Due to the ordering of the arrows, the map (g, y) —> (g*,y*, z*) is

not necessarily one-to-one, but any triple (g*, P, z*) is associated with at most w (1) pairs
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(¢,¢). Thus, defining & (r) := ¢(z) w (z), we have that

5117B (Tn—i-l)

S Z Z 5, (I) 1{z*:un}]—{g* eD\DS}U{g*GDS,arg min,, ¢, disty,, (w(v),z*)ELo(g*)}
o*ell* (1) ¥ io* =Ty 27 €Ty
< él (I) Z 1{Q*GD\D6}U{g*eDS,argminUEg* dist,, (T/)(U)yun)ELo(g*)}'

arell*(r) ¥ i = Tn

Now if ¢* € U* (1) N (D \ Df), then the sum over embeddings ¢* : ¢* — T, becomes

F, (T}), and by Corollarywe have that E [F,- (T},)] < n**@=2 If ¢* € U* () N'D;, then,

as mentioned above, Ly (c*) = {v*}, and we have

n

P (arg min disty, (¢ (v),u,) = v*

veo*

]_—n) _ fd)(v*) (Tn).

So by summing over ¢* : * — T}, if o* € U* (1) N D§, then

1
Z 1{g*€D8,argminv€J* distr,, (¢(v),un)€L0(g*)} Fn| = EFQ (Tn> :

P*:o* =T

Since o € D\ D} and w (¢) < 2w (1) — 1, by Corollary [6.5{ we have that E [F, (T;,)] < n?*(®)~1
and thus E [n7'F, (T;,)] € n?*(D=2, Putting everything together we thus obtain that

} & p2e-2,

E

E|

gll,B (TnJrl)

To estimate

512 (Tn+1>

bound as for ‘c‘fll (Tnﬂ)‘ up to polylogarithmic factors in n. We omit the details. This

we can do the same thing as in part (a), and we obtain the same

concludes the proof of part (b). O

6.3.5 Constructing the martingales

We now construct the martingales of Proposition [6.3| with the help of the recurrence relation
of Lemma [6.4 In order to show that these martingales are bounded in L? we use the
moment estimates of Section [6.3.4]

Proof of Proposition[6.3 Fix a seed tree S with |S| = ng > 2. For a decorated tree 7 € D
and n > 2, define

n—1 -1
B (1) = H (1 + w§z)) , when |7] > 2;
=2

and B (T) := (n X [n]w(7)>_1, when |7] = 1.
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Note that when |7| > 2, we have n™*(®) & 3, (1) < n~"@),
We now construct, by induction on the order < on decorated trees, coefficients

{an (z,7) 7,7 € DT < 7,m > g}

such that
an (1,7) < 1, Apa(r, 7)< 1/n, (6.17)
and
MP (n) =B, (1) [ F-(UA(n,S)) = Y an(r,7) Fy (UA(n,S)) (6.18)

T'€DyiT' <1

is a martingale. Importantly, we shall see that the coefficients a,, (7,7’) do not depend on
S. To simplify notation, in the following we omit dependence on S and write M, (n) for
MY (n). Also, as before, we write T;, for UA (n,.S).

First, when |z| = 1, we have M, (n) = f,, () F; (T,) = 1, which is a martingale. Now
fix 7 € Dy with |7| > 2. Assume that the coefficients a, (¢,¢’) have been constructed for
every o,0’ € D, such that ¢/ < ¢ < 7 and every n > ng, and that they have the desired
properties. We first claim that there exist constants {b, (¢,0’) : ¢’ < o < 7,n > ng} such
that b, (c,0’) < 1 and

F,(T,) = ﬁntg)Ma(nH 3 %MU, (n) (6.19)

for n > ng. To see this, define the matrix A, = (4, (¢,0')), 5~, by An (g, 0') = —a, (o, ')
if o/ <0, A,(c,0')=1if 0 =0, and A, (g,0’) = 0 otherwise. Then, using (6.18)), we have
for every n > ng the following equality of vectors indexed by ¢ € D, such that o < 7:

o'€Dy:0'<o

1
M, (n =A, - (F, (T, . 6.20
(™) =4, (6:20)
We can write {oc € Dy : 0 <1} = {g;,...,0x} in such a way that g, < g, implies i < j.

With this convention, A,, is a lower triangular matrix with all diagonal entries equal to 1 and
all entries satisfying A, (¢,0’) < 1. Therefore A, is invertible, and its inverse also satisfies

these properties. That is, if we write A = (b, (0,0")), 41<,, then A" is a lower triangular
matrix that satisfies b, (¢,0) =1 for all ¢ < 7, and b, (c,0’) < 1 for all o, ¢’ < 7. So ([6.19)
follows directly from (|6.20]).

Note that we can write equation (6.13)) of Lemma more compactly as follows:

0,0 =T
/

E[F, (UA (n+1,9))| F] = (1 + wff)) F, (UA (n,5))

1 (6.21)
+— > celz.r) Fr (UA(n,9)),
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for appropriately defined constants {c(r,7') : 7,7’ € D,7’ < 7}, and note that since 7 € D,
we have c¢(r,7') = 0 if 77 ¢ D,. Therefore, using (6.21) and (6.19)), together with the

identities Bn41 (7) (14w (7) /n) = Bu (1) and Bus1 () 0! = Bu (1) (n+w (1)), we have
for n > ng that

E (B (1) F (Ton) | 7]
B @ E )+ =D S ) R (T

:ﬁn(l)Fz(TN)"f_mx

j=no Jrw (T) T'€Dy:0<T'<T a
We thus have
E [Bur (1) Fr (Toid) | Fo] = B (D) Fe (T) + Y (@ (T,0) = @ (7,0)) My (n).
o€D o<1

By our induction hypothesis, {M, (n)} is an (F,)-martingale for every ¢ < 7, and
consequently

o€D1 o<1

is also an (F,,)-martingale. By (/6.18]) we have

B (7) Fr (1) — Z a (7,0) My (n)

c€D1 o<1

=B F(T) = Y @u(r,0)fule ( an (o,7) Frr (Tn))

o€D L :0<T

—b(D) ) [5 (T, )@L(g)— Z an(z,z’)an(z’,g)ﬂn(‘/>

QED+ 0<T
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So if we set

an (1,0) =y (1,0) bule) _ Y an(nr)a (o)

B (1) €D 0= <1

then it is clear that {M: (n)}, ., defined as in (6.18) is a martingale.

Now let us establish that the coefficients are of the correct order, i.e., let us show .
First note that (n+w (7)) < 1/n, and that when |z| > 2, 8, (z) n® has a positive and
finite limit as n — oo. Therefore a simple computation shows that for o,o’ € D, with
lo|,|o’| > 2, we have

bn(@) o werwe) g AP > e,

B (') B (')

Furthermore, by the induction hypothesis we have that b, (¢,0’) < 1 for every g,0’ < 7.
From the definition of @, (7, ¢) we then immediately get that A,a (1, c) < n®(@~*@=1 and
consequently also @, (7,0) < n@~*@) for every ¢ € D, such that ¢ < 7 and |g| > 2. So
for every o € D, such that ¢ < 7 and |g| > 2, we have that

_ Bu(2) ~ N 2@ > 1
a, (1,0) 5, (1) <1 and An< (1,0) ﬁ(l)) < - (6.22)

One can easily check that holds also when |¢] = 1. Now combining all of these
estimates with the definition of a, (7,0), we get that holds. This completes the
induction.

Finally, what remains to show is that the martingales M, are bounded in L?. Since M,
is a martingale, its increments are orthogonal in L?, and so

n—1

E M, (n)"] = D0 E[(M (j +1) — M (j))] +E [My (no)’]

Jj=no
Clearly E [M, (no)ﬂ < oo and so it suffices to show that

> E[(M,(n+1) = M, (n))*] <oo.

n=ng

Recalling the definition of M, from (|6.18]) we have

2

E[(A (M) =E | [ Au (B (D) F(T)) = ) Au(B(Da () E (T) | |

TED 7' <T

where the dots in the subscripts denote dependence on n, on which the difference operator
A,, acts. By the Cauchy-Schwarz inequality, there exists a positive and finite constant ¢ that
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depends only on 7 such that for every n > nyg, the quantity ¢ x E [(A, (Ml))Q} is bounded
from above by

E[(An(B@ @)+ Y E[AB@a (@) P @)]. (623

TED 7' <T

Since
Ay (B (1) Fr (1) = Bny1 (T) An (FL (1)) + (An (B. (7)) FL(T3)

we have that

E [(An (8.(2) Fz (T)))"] < 2 (Bust (D) E [(An (Fr (T))*] +2 (A (8. (D)) E [Fr (T0)] -

We have seen that ( n (1)) € n 2@ and (A, (6. (1 ))) n~2w0=2 and by Lemma.
we have that E [F, ] 2 n20@ and E [(A, (Fy (T))))?] € n?*(©-2, Putting these together
we thus have that E [ n (B (7) F; (T)))Q] < n~2. For the other terms in (6.23) we similarly

have

We have seen that (a,4; (z,7'))* <1 and (A, (a. (z,7')))* < n~2. Furthermore, by Lemma6.6]
we have that E [(8, (1) Fy (T5,) /

—
no
A
S
no
£
I
T
no
g
=
AN
—_
o
=
o
&z
=
B
=
<
—+
o
—+
=
@
o
©)
=
o
=
-+
o
.
©)
=
o
o
Q
<
@

we get that
E[(M; (n+1) - M, (n))*] 2 n

which is summable, so M, is indeed bounded in L2. O

6.4 Comparison to the work of Curien et al.

As discussed in Section[4.3.2] the key difference in our proof for uniform attachment compared
to the proof of [21] for preferential attachment is the underlying family of statistics. For
preferential attachment these are based on the degrees of the nodes, whereas for uniform
attachment they are based on partition sizes when embedding a given tree, i.e., they are
based on global balancedness properties of the tree.

The statistics F; (1) are defined in this specific way in order to make the analysis simpler.
In particular, it is useful that F; (T") has a combinatorial interpretation as the number of
decorated embeddings of 7 in T, similarly to the statistics of [21]. However, the notion of
a decorated embedding is different in the two settings. In [21], arrows associated with the
decorated tree 7 are mapped by ¢ to corners around the vertices of ¢ (), or in other words,
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the decorations are local. In contrast, in the notion of a decorated embedding as defined in
this chapter, arrows associated with a decorated tree 7 can be mapped to any vertex in the
graph T', or in other words, the decorations are nonlocal/global.

While the general structure of our proof is identical to that of [21], this local vs. global
difference in the underlying statistics manifests itself in the details. In particular, the main
challenge is the second moment estimate provided in Lemma[6.6] Here, we associate to each
decorated map ¢ = ¢, X, a decorated tree o and a decorated embedding ¢ of it in UA (n,S).
In the case of preferential attachment, the decorated tree g necessarily has all labels positive,
due to the decorations being local. However, in the case of uniform attachment, it might
happen that a vertex of ¢ has a zero label, due to the global nature of decorations. This
is the reason why we need to deal with decorated trees having zero labels, in contrast with
the preferential attachment model, where it suffices to consider decorated trees with positive
labels. The recurrence relation and the subsequent moment estimates show that there is a
subtlety in dealing with decorated trees having zero labels, as it matters whether the vertices
with label zero are leaves or not.

Finally, in our proof of the second moment estimate we also use the fact that the diameter
of UA (n, S) is on the order of log (n) with high probability (see Lemma [6.8]). This is again
due to the global nature of decorations, and such an estimate is not necessary in the case of
preferential attachment.

6.5 Technical results used in the proofs

6.5.1 Facts about the beta-binomial distribution
We prove here Facts and stated in Section[6.2.1] Let {Mj}, where k = a+ 8, a++

1,..., be the martingale associated with the standard Pélya urn process with starting state
(a, B). In other words, the martingale M}, is defined by M,,5 = o1g and

(h+1)Myys = {k‘Mk +1 w%th probab%l?ty M,

k M;, with probability 1 — M}
independently for different values of k. Note that for n > a + 3, nM,, < By gn—a-p, so all
results for the martingale M, transfer to results for B, g,—q—p. Define M, = limj_ o, My,
and note that this limit exists almost surely by the martingale convergence theorem. It is a
well-known fact about Pélya urns that M., has a beta distribution with parameters o and
B, i.e., the density of M., with respect to the Lebesgue measure is

F(Oé + B) xa—l

T(a)T'(B) (1= 2)" Laco-

h(z) =
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By the formula for the moments of M, (see, e.g., [43, Chapter 21]), we have

p—1

- a+j a+p\’ o o

Jj=0

Moreover, since M,, is a martingale, M? is a submartingale for all p > 1, and thus E [M?] <
E [MZ]. So we have that

Blny] < w1 (25)

which establishes Fact [6.1| with C' (p) = p + 1.

Next, in order to prove Fact [6.2] we first use the formula for the negative first moment of
My, (see, e.g., |43 Chapter 21]): for every o > 1 we have E[M_'| = (e« +8—1)/(a—1).
Thus by Markov’s inequality we have that P (M, < 2) < z(a+ 5 —1)/(a — 1) for every
z > 0, and thus

(e
P (Moo <t— 6) <2t (6.24)

In the case that a = 1, we have h () < 8 which implies that [”™ h(z)dz < t. We conclude
that (6.24)) holds for any «, 5 > 1. Since Mj, is a positive martingale, we have

P(My <2z|M,<z)>1/2, Vz€(0,1).

Combining this inequality with (6.24) gives

]P’<Mn§t a )§8t,
a+p

and formula (6.4]) then follows with C' = 8.

6.5.2 Estimates on sequences

Lemma 6.7. Suppose that {a,},~, is a sequence of nonnegative real numbers and that there
exists ng such that a,, > 0. Let o be a positive integer.

(a) If there exists N such that an+1 > (14 a/n)a, for every n > N, then

lim inf a,,/n® > 0.
n—oo

(b) If there exist constants c, vy, and N such that for everyn > N,
tp1 < (14 a/n)a, + c(log (n))" n*,

then a, < n®.
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(c) If there exist constants ¢, v, and N such that for everyn > N,
an1 < (1+a/n)a, + c(log (n))” n®,

then a, < n®tt.

n—1

i—ng 108 (1 + a/j)), where a,, >
0. For 0 <z < 1 we have that log (1 + ) > x—2?, and so using the fact that ) °°, 1/5* < oo,
we have that there exists ¢ > 0 such that a,, > cexp (a Z;:io\/a 1/ j). To conclude, recall
that Z;:ll 1/7 > log (n).

(b) Let by, := a,/n®. We then have that b,41 < (1 4+ a/n) (n/ (n+ 1))* by+c(log (n))" /n.
There exists a constant ¢ = ¢” («) such that (n/ (n+1))* < 1—a/n+c”"/n? for every n > 1.
Therefore there exists a constant ¢ = ¢ («) such that (1 + a/n)(n/(n+1))* <1+ d/n?
for every n > 1. Thus we have that b,11 < (1 +¢/n?)b, + ¢ (log (n))” /n, and iterating this
we get that

Proof. (a) By the assumption we have that a,, > a,, exp (Z

b < by 1:[ (14¢/5%) + i ( 1:[ (1 +c’/i2)> c(log () /4.

i=j+1
Since H;’;l (1+ ' /j?) < oo, we immediately get that b, < 1, and so a,, < n®.
(c) This is similar to (b) so we do not repeat the argument. O

6.5.3 Tail behavior of the diameter

We reproduce a simple argument of [22] to obtain a tail bound for the diameter of a uniform
attachment tree.

Lemma 6.8. For every seed tree S there exists a constant C = C'(S) such that for every
K > 20 we have

P (diam (UA (n,S)) > Klog(n)) < i;j;)

Proof. First, if we set C'(S) := (P(UA(|S],S,) = S))~", then we have

P (diam (UA (n, S)) > Klog (n)) = P (diam (UA (n, S3)) > Klog (n) | UA (|S|, Ss) = 5)
< C(S) P (diam (UA (n, S2)) > K log (n)),

so it remains to bound the tail of diam (UA (n, Sy)).

For notational convenience, shift the names of the vertices so that they consist of the set
{0,1,...,n— 1} (instead of {1,2,...,n}), and call vertex 0 the root. With this convention,
the label of the parent of vertex j is distributed as |jU]| where U is uniform on [0, 1].
Similarly, an ancestor ¢ generations back has a label distributed like |...|[jU1] Us] ... Uy,
where the U;’s are i.i.d. uniform on [0, 1].
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Define R; to be the distance from vertex j to the root. By the triangle inequality we
have that diam (UA (n,S)) < 2max;<;<,—1 R;, so it suffices to bound the tail of this latter
quantity. Using a union bound, it then suffices to bound the tail of R; for each j. Now
notice that R; < min {¢: jU; ... U, < 1}. Consequently, for any A > 0 we have

P(R;>t)<P(jU,...U;>1) <E [(le...Ut)A} =P+ 1)7
This is optimized by choosing A = t/log (j) — 1 (provided ¢ > log (j)) to obtain

P(R, > t) < exp (t ~log (j) — tlog (@)) < exp (t ~ tlog (logt(n))) ,

when j < n. Putting everything together we get that

P (diam (UA (n,S2)) > Klog(n)) <P ( max R; > %log (n))

1<j<n—1

n

IN

-1
K
P (Rj >3 log (n))
7j=1

K K K
o5 log(5)+5+1 < n K2,

IN

where the last inequality holds when K > 20. O
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