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ABSTRACT OF THE DISSERTATION

Ensemble Based Estimators of a Latent VVariable:

Application in Aging Research
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Professor Stefan Horvath, Chair

Biological age (BA) as opposed to chronological age (CA) is meant to measure the true aging
process of an individual. The expectation is that biological age is better than chronological age
when it comes to predicting mortality or age related functional decline. We evaluate and adapt
techniques from Klemera and Doubal (KD) (2006), an adapted reverse regression approach, and
propose a novel ensemble based approach in estimating biological age. However, several
simulations has shown that the KD approach may produce unreliable estimates due to the non-
robust reverse regression. Though the ensemble based approach mitigates the issue, it is not
without limitations. Here, we propose a method to produce more reliable estimates for the KD
approach and, consequently, improve the accuracy of our ensemble based approach as well.
Lastly, we evaluate and compare the performance of each method including our improved

ensemble based model in simulated scenarios and in a Down syndrome application. We found that



the ensemble KD approach outperforms the KD approach and standard methods in estimating
biological age. Thus, the development of the ensemble KD approach may be useful in examining

phenotypic traits that affects aging patterns.
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Chapter 1: Introduction

1.1 Introduction to biological age

While aging is a universal phenomenon, the way(s) or rate at which individuals age is not
a uniform process, and the method(s) used to define this aging process and determine its
association to disease progression are much more debatable. The inability to explicitly define this
aging process, however, has not prohibited scientists from creating the concept of a “biological
age” as a means to describe this aging process. Biological age is defined as the true global state of
aging and is also often referred to as “functional age” and biological age is expected to be better

than chronological age at predicting disease status or death.

Biological age is introduced in gerontology research because there is a significant
difference between individual subjects with the same chronological age in the rate of age-related
changes in certain functions and systems of the human body. Chronological age is an imperfect
predictor of mortality and age related functional decline. Biological age, on the other hand, tries
to capture an individual’s functional status, which can better predict an individual’s mortality and
functional decline. One thing to note is that biological age is not meant to be replacement for
chronological age, but to add additional information that will more accurately represent an

individual’s health status and longevity potential.

One of the driving forces behind the development of biological age as a concept is to test
the possible effectiveness of anti-aging treatments of individuals in longitudinal studies when
evaluating effect of environmental toxins on individuals. A better understanding of biological age

would help to illuminate the various environment impacts on the aging process. In addition, better



estimates and understanding of biological age are needed to test the effects of early-life adversity,
to evaluate social gradients in health, and to search for genetic regulators of aging processes.
Differences in biological age among racial groups or disease status could also reflect genetic
differences, or gene by environment interactions. Hence, biological age measures may be used as

a valuable phenotype for examining genetics of human aging.

Though the concept of biological age has been referenced in many publications, there is
little consensus regarding the method in which biological age should be estimated. Since validation
of biological age has always been a controversial issue, as the term itself is an abstract concept, it
difficult to evaluate the validity of the estimated biological age and absence of the true value makes
it impossible to do so in practice. Multiple methods have been proposed to estimate biological age,
but no gold standards have been established or are widely mainly agreed upon due to two main
reasons: what biomarkers should be used and what type of models or algorithms should be used
for estimation. The current popular methods for estimating biological age include but are not
limited to: multiple linear regression, principal component analysis, factor analysis, and penalized

regression.

1.2 Current widely use methods

1.2.1 Multiple Linear Regression (MLR)

Multiple linear regression (MLR) is the simplest and most common approach in biological
age related research (e.g. Hollingsworth et al., 1965; Takeda et al., 1982; VVoitenko and Toka, 1983;
Dubina et al., 1984; Kroll and Saxtrup, 2000; Bae et al., 2008). In these studies, biological age is
estimated by several predictors (e.g. biomarkers) that have been shown to be associated with aging

with chronological age as the outcome. In the multiple linear regression method, the predicted



chronological age given the biomarkers is assumed to be equal to biological age. The parameters
are estimated from the least squares method where the sum of squared residuals is minimized over

all possible values of the intercepts and slopes.

The linear model assumes that chronological age is predicted from the measured values of
the biomarkers (i.e. independent variables, predictors, traits, or features). However, any change
in chronological age does not depend on changes in the biomarkers, but rather on the calendar
year. Consequently, many criticisms of using multiple linear regression to predict biological age

target this issue and claims that predicted chronological age is not equivalent to biological age.

Other criticisms of utilizing multiple linear regression in estimating biological age involves
the thousands of biomarkers that could easily be collected due to the advancement of genetic
research. Many of the past studies would pre-define a set of biomarkers that are highly correlated
with chronological age as input for the predictors. Researchers would also use stepwise regression
to find the best subset of biomarkers using either p-values, AIC, BIC, or other statistical measures
to determine the entry/dropout criterion. Using a stepwise regression approach to define the best
subset of predictors, however, has its disadvantages which are well known and will not be
discussed in great length here. Another issue with using multiple linear regression is
multicollinearity. Since many past studies have already predefined a set of biomarkers that are
highly correlated with chronological age, the biomarkers are most likely highly correlated with

each other which will result in unstable estimates and inflated variances.

1.2.2 Principal Component Analysis (PCA)

Principal component analysis is a common mathematical procedure that uses a

transformation to convert a set of observations of possibly correlated variables into a set of



independent components to deal with multicollinearity and large data dimension. The
transformation is performed such that the first component explains the most variation in the
original variables and the second component explains the second most variation and so forth. Many
studies utilized principal component analysis to summarize most of the original information into a
minimum number of components.

The first principal component score is often used to signify an estimate of biological age.
One way in which principal component analysis can be used to predict biological age is to
transform the first principal component. Given that the first component is not in units of years, the
scores were transformed to allow for comparisons with chronological age. An alternative
suggested by Nakamura (1991) is to adjust the transformed component by adding a z-score to the
biological age estimates, in order to account for systematic errors that may cause over or under
estimations of biological. However, the final estimator of biological age is still multiple linear
regression. Hence, the limitations that are prevalent in multiple linear regression are still present

even when the components are the new set of predictors.

1.2.3 Factor Analysis (FA)

Factor analysis (FA) is similar to principal component analysis in that it is a technique for
examining the interrelationships among a set of variables. Both of these techniques differ from
regression analysis in that we do not have a dependent variable to be explained by a set of
independent variables. However, principal component analysis and factor analysis also differ from
each other. In principal components analysis the major objective is to select a number of
components that explain as much of the total variance as possible. The values of the principal

components for a given individual are relatively simple to compute and interpret. On the other



hand, the factors obtained in factor analysis are selected mainly to explain the interrelationships

among the original variables.

In factor analysis, a battery of variables is usually standardized so that their variances are
each equal to one and their covariances are the correlation coefficients. The objective of factor
analysis is to represent each of these variables as a linear combination of a smaller set of common
factors. Once the initial extraction of factors and the factor rotations are performed, it may be of
interest to obtain the score an individual has for each factor. A regression procedure is commonly
used to compute factor scores where the method combines the intercorrelations among the original
variables and the factor loadings to produce factor score coefficients. These coefficients are used
in a linear fashion to combine the values of the original standardized variables into factor scores.
Similar to a principal component approach, as described in previous section, the final estimation
of biological age is still multiple linear regression. Hence, the limitations that are prevalent in
multiple linear regression are still present even when the components are the new set of predictors

(Affifi et.al 2011).

1.2.4 Penalized Regression (Elastic-net)

The elastic-net regression falls under the overarching branch of penalized regression.
Penalized regression is often employed as a means of variable selection. One of the major
downfalls of multiple linear regression is the difficulty in interpretation when there are a large
number of predictors. When presented with a large number of predictors, we often prefer to
determine a smaller subset that exhibits the strongest effects. By retaining a subset of the
predictors and discarding the rest, subset selection produces a model that is interpretable and that
possibly has a lower prediction error than the full model (Trevor et. al. 2001). Penalized regression

shrinks the regression coefficients by imposing a penalty or penalties. Therefore, the elastic-net is



a penalized method imposing an L1 and L2 penalty on the regression coefficients. For the sake of
simplicity, we can consider L1 and L2 penalties in the least squares application as regularization
terms in order to prevent the coefficients to overfit. The difference between the L1 and L2 penalties
IS just that the L2 is the sum of the square of the weights, while L1 is just the sum of the weights.

Consider a linear regression with a given response values y; and predictors x;;for i=1, 2, .
..,N where N is the number of samples and j=1, 2, . . . ,p, where p is the number of predictions.

A naive elastic-net estimator £ minimizes
N — 25-;1 xijﬁj)z + 4 2?=1|,3j| + 4, 25;1 BF

where A, Z;’=1| ﬁj|is the L1 penalty and A, Zi?:l /3]-2 is the L2 penalty. The algorithm can be
considered as a penalized least squares method where & = 1,/(A; + A,). Solving /3 in the previous
equation is equivalent to the optimization problem

B = argmin YL, (y; — X xijﬁj)z
with the constraint (1 — a) X7_, |8;| + a X7_, B} < t for some t. The function

(1 -a)X2_, || + aZh_, B2
is known as the elastic-net penalty which is a convex combination of the lasso and ridge penalty

(Zhou et. al. 2005).
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Chapter 2: Klemera and Doubal’s Approach

2.1 Method

In their article, “A new approach to the concept and computation of biological age,”
Klemera and Doubal (KD) (2006) presented a new mathematical algorithm that they proposed as
an optimum method of estimation for biological age. The KD approach shared similar features to
the reverse regression approach as Hochchild (1989) who developed a new algorithm in order to
avoid the common statistical pitfalls of multiple linear regression. Rather than regressing
chronological age on the biomarkers, Klemera and Doubal regressed every individual biomarker
on chronological age and extracted the estimated coefficients from each simple linear regression
as new weights for their final models instead of regressing chronological age on the biomarkers.

In reviewing many published results of biological age estimates using multiple linear
regression, Klemera and Doubal found that chronological age is typically a more precise estimate
of biological age than estimates computed by multiple linear regression. They suggest that
chronological age should be used as a standard biomarker, thus improving the precision of
biological age estimate. The biological age estimates are based on minimizing the distance
between m regression lines and m biomarker points, within an m dimensional space of all
biomarkers. In their article, the authors used computer-generated simulations to validate the
method they proposed.

Klemera and Doubal presented two alternative methods for calculating the optimum
estimates of biological age. First, they define the relationships among biological age (BA),
chronological age (CA), and the biomarker measurement (X) as:

BA = CA + Rg,(0,53,)

X = Fy(BA) + Ry (0,s2)



where Rp,(0,s3,) and Ry (0,s%) are random variables with mean zeroes and variance s3,, sz
respectively and Fy is a function of a biomarker by biological age. By combining the two
equations, BA = CA + Rg,(0,s3,) and X = Fyx(BA) + Rx(0,s2), and assuming Fy is a linear
function with intercept g and slope k, the resulting equation becomes

X =kCA+q+ R(0,k?s, + s3)
and the expected value of biomarker X; is u(Xj) = k;t + q; where t represents the biological age.

Hence, this implies that the expected value of X; is equivalent to a function of t:

n(X;) ~ F (o).

Consequently, the distance between the expected value of the biomarker and its measured value
can be measured as a weighted sum of squares which is just another function of time t and is

denoted as Q(t),

Q) = 37, o [F(®) - x1]°

where a; is the individual weights for biomarker X;. Klemera and Doubal found the optimal choice
of a; tobe 1 /sj2 where s? represents the mean squared error from the regression model regressing
j"" biomarker on biological age. However, given that the biological age is not measurable or
observable, the mean squared errors from the regressions between each biomarker and
chronological age can be used as replacements as suggested by Cho, Park, and Lim (2009). In
order to determine the optimum estimate of biological age, Klemera and Doubal solved for the
solution of the equation Q'(t) = 0 for the unknown t resulting in the two equations, equations (1)

and (2), in which the later method utilizes chronological age in the final equation.

10
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where xj corresponds to the j biomarker/covariate, g is the intercept from the regression
regressing chronological age on the j" biomarker, and k; is the slope of chronological age from the

regression regressing chronological age on the j*" biomarker. Using simulations, Klemera and

Doubal showed that equation (2) to be superior by having smaller error.

In order to produce an estimate for biological age, sj2 and s2 need to be estimated. As
mentioned previously, sj2 are derived from the mean squared errors from the regressions between

each biomarker and chronological age. In order to calculate s, Klemera and Doubal used a

characteristic value 7.4, Of a group of m various correlation coefficients r; and sequentially

computed s3.

Tchar = T
L
] 1-72

SB = 2
n Téhar 12m

2
2 < o ((BA—CA)-3T,(BA;—CAD/n) > B (1-rg,m) o ((CAmax—CAmin)z)

The value rj2 used to calculate the characteristic correlation coefficient ., correlation coefficient

between chronological age and the m biomarkers.

11



2.2 Applications of Klemera and Doubal’s Approach in Literature

The KD approach has been applied in several aging studies in literature since its
introduction. Though many articles have referenced Klemera and Doubal’s study, only Cho et al.
(2009), Levine (2013), Levine and Crimmins (2014), Schaefer et al. (2015), and Belsky et al.
(2015) have applied the KD approach in estimating biological age in their studies to the best of
our understanding. Among the five studies, only Cho et al (2009), and Levine (2013) compared
the KD approaches with other methods of estimating biological age; whereas, the remaining three

studies solely applied the KD approaches in estimating biological age in their studies.

2.2.1 Cho, Park, and Lim (2009)

Cho et al. (2009) compared the estimated biological ages from the KD approaches with the
estimated biological age from multiple linear regression, principal component analysis and
Hochild’s reverse regression. The purpose of their study was to find the optimal method of
estimating biological age by examining the association between the estimated biological age with
the Work Ability Index (WAI) and comparing the differences of each algorithm's estimates from
chronological age as measurements of error. The WAI was found to function as a measure that
reflects an individual's current health status rather than the deterioration caused by a serious
dependency with the age. Hence, Cho et al. considered the WAI to be the golden standard with

which to compare their estimates.

The data were collected from 200 Korean male participants and measurements include
biomarkers related to physical function (i.e. hearing capacity, pulmonary functions, handgrip
strength, vibrotactile sensitivity, visual accommodations), cognitive functions (i.e. numeric
memory, associated memory, topological memory, and concentration), and reaction times (i.e.

acoustic reaction time, visual reaction time, and muscular reaction time). Cho et al. found that the
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estimated biological ages estimated from the KD approaches were the most correlated with WA,
indicating that the estimates of the methods adequately correspond to the health status of the
individuals. Cho et al. also noted that although estimates from KD1 showed better correlation with
WAI than estimates from KD2, they suggested the usage of KD2 since KD1 might suffer from
violation of the assumptions that all biomarker variables should be uncorrelated and that the

validity of the KD approaches depends on meeting such an assumption.

2.2.2 Levine (2013)

In her 2013 study, Levine aimed to compare the estimated biological age estimated from
multiple linear regression, principal component analysis, and the KD approaches with the objective
of determining their validity and usefulness in predicting mortality outcomes, within a large
nationally representative human sample. The author compared the predictive ability of these
algorithms that estimate biological age by using a sample that included 9,389 persons, aged 30-75
years from the National Health and Nutrition Examination Survey (NHAHES) I1l. The biomarkers
chosen were based on the author’s knowledge regarding their role on the aging process or usage
in previous biomarkers of aging studies, their availability in the NHANES data set, and their
statistical association with chronological age. The final ten biomarkers selected are C-reactive
protein, serum creatinine, glycated hemoglobin, systolic blood pressure, serum albumin, total
cholesterol, cytomegalovirus optical density, serum alkaline phosphatase, forced expiratory

volume, and serum urea nitrogen.

The KD approaches produced estimates of biological age that performed the best with the
highest sensitivity with chronological age, particularly when the predictors are chosen by principal
component analysis. The KD2 produced reasonable estimates of biological age and was a more

consistent predictor of mortality than chronological age or any of the other biological age estimated
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from multiple linear regression and principal component analysis algorithms in multiple age
cohorts. Lastly, the author reported that when included with chronological age in a model, the KD
estimates had more robust predictive ability resulting in chronological age to no longer be
significantly associated with mortality. Levine concluded that given the KD approaches’ ability to
use a single measure to combine a number of varying biomarkers, the KD approaches accounted

for the complexity of aging in its measurement.

2.2.3 Levine and Crimmins (2014)

Racial disparities are associated with astonishing health disparities in the United States
especially among the African American population. African American experience morbidity and
mortality earlier in the life course compared to Caucasians which may be an indicator of
accelerated aging. Following her 2013 study, Levine and Crimmins (2014) examined the racial
difference in the rate of aging across ages groups to determine if African American aged
biologically faster than Caucasians and whether disparities in the aging patterns decline in later
years. The authors utilized data from the NHANES |11 between 1988 and 1994 and they applied
the KD2 estimate as an estimation of biological age. The same ten predictors as the Levine (2013)

study were utilized in the KD2 estimate to predict biological age.

Levine and Crimmins found that African Americans were significantly higher than
Caucasians by 3 years after adjusting for chronological age and sex. Even after adjusting for
socioeconomic status and health behaviors, African Americans were still biologically older than
Caucasians. One pertinent finding from this study was the attenuation in aging disparities between
African American and Caucasian after the age of 70. African American in their 30’s, to 60’s had
biological ages that were 2.28, 3.63, 4.59, and 4.82 years, respectively, higher than Caucasians.

However, the age disparities started to decrease after the age of 70 where the racial differences in
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biological age decreased to 2.94 and 1.17, respectively, and were no longer significant different

for people post 80’s.

2.2.4 Belsky et al. (2015)

Belsky et al. conducted a very interesting study where they studied aging in a population-
representative 1972—1973 birth cohort of 1,037 young adults followed from age 28 to age 38 from
the Dunedin Study. The authors utilized the same estimation from Levine (2013) where they
utilized the KD2 algorithm with the ten biomarkers that Levine (2013) suggested. Since the
Dunedin Study was a longitudinal study, the authors were also able to calculate a “pace of aging”
by capturing within-individual longitudinal change in 18 biomarkers across ages 26, 32, and 38 as
a measurement of each study member’s personal rate of physiological deterioration. This pace of
aging is similar in concept as the “rate of aging” referenced in later text. The pace of aging was
calculated in three steps: 1) standardization of each of the 18 biomarkers, 2) calculating individual
slopes for each of the 18 standardized biomarkers using a mixed effects growth model with random
intercepts and random slopes that regressed the biomarker measurement on chronological age, and

3) summing the random slopes of all 18 biomarkers for each subject.

The authors found that subjects who were biological older at 38 years displayed an
accelerated pace of aging from age 26-38, performed less optimal on objective tests of physical
functioning at age 38 than biologically younger peers, had more difficulty with balance and motor
tests, had weaker grip strength, had poorer cognitive functioning at midlife, and showed decline in
cognitive performance net of their baseline level. The results showed that the aging process can be
readily quantifiable in young adults where age-related diseases had not started to emerge. In
addition, the study also provided description and evidence between the differences between the

pace of aging and biological age. Pace of aging and biological age are two different approaches to
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quantifying aging. The authors showed that biological age can be used to provide a summary of
accumulated aging in cases where only cross-sectional data are available. However, for purposes
of measuring the effects of risk exposures and antiaging treatments on the aging process, pace of

aging measures are more suitable to provide a means to evaluate within individual change.

2.2.5 Schaefer et al. (2015)

Different from Cho et al. (2009) and Levine (2013) studies, Schaefer et al. applied several
estimation of biological ages in order to examine whether intelligence could predict measures of
aging at midlife before the onset of most age-related diseases and not to compare the validity and
reliability of each biological age estimates. Interestingly, Schaefer et al. utilized perceived facial
age, Framingham heart age, mean relative leukocyte telomere length, and estimates from KD2
using the ten biomarkers identified from Levine (2013) as their estimates of biological age.
Intelligence was measured at early childhood (ages three to five), middle childhood (ages seven,
nine, and eleven), and at midlife (age 38) using the Peabody Picture VVocabulary (PPVT), Reynell
Developmental Language Scores (RDLS), Wechsler Intelligence Scale (WISC-R). Participants of

the study were from the Dunedin Study born between 1972 and 1973.

Schaefer et al. found that participants with higher biological ages (perceived facial age, KD
approach, and Framingham heart age) at midlife were significantly associated with lower
intelligence at early childhood, middle childhood, and midlife. However, the strength of the
associations was mostly weak (r range: 0.09 — 0.189). Surprisingly, telomere length was not
significantly associated with intelligence at all age groups expect for middle childhood. However,
the association between telomere length and middle childhood intelligence was relatively weak

(r=0.073), and most likely, the significance was driven by the large sample size (N=1,073). The
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authors concluded that early-life cognitive enhancement interventions may help to decrease or

delay age-related morbidity.

2.3 Conclusion: Why use KD Approach as the individual model of the ensemble
method?

As mentioned in Chapter 1, there are currently no standard algorithms for computing
biological age and a true biomarker of aging is yet to be defined. With a multitude of algorithms
to choose from, we chose the Klemera and Doubal approach because of several reasons mentioned
in Chapter 1 and the applications described in this chapter. As Klemera and Doubal pointed out in
their 2009 publication, “With respect to these facts parameters of many published batteries of BMs,
where MLR-method was used, show that the estimated BAs have greater error than possible
standard deviation of differences BA from CA might be.” Hence, using the chronological age may
be a better estimate of true biological age than the estimated biological age estimated from multiple
linear regression. Hence, due to this reason, we are hesitant from using linear regression
approaches in choosing our individual model.

Another reason for choosing the KD approaches was attributed to studies conducted by
Cho et al. (2009) and Levine (2013). Both studies compared the KD approaches with standard
methods such as multiple linear regression and principal component analysis and both studies
found that the estimates from the KD approaches to be superior. This lends support to the usage
of the KD approaches in estimating biological age over standard estimating methods. Lastly, the
studies conducted by Levine and Crimmins (2014), Belsky et al., (2015), and Schaefer et al. (2015)
showed how the KD approaches can be used in various way in nationally large representative

studies (NHANES and Dunedin Study) which indicate the versatility of the KD approaches.
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Though the current study is to apply and adapt from the KD approaches in aging research,
we are not discrediting the value of standard methods in estimating biological age. Multiple linear
regression has its advantage with well-established diagnostic tools such as examining the residual
plots and diagnostic statistics such as Cook's distance measure to detect any potential outliers.
Furthermore, linear regression also hosts a multitude of great diagnostic tools for multicollinearity
which can be a great asset in constructing a valid set of biomarker variables for biological age
estimation. Principal component analysis also has displayed its worth in biological age estimation.
Not only it generates uncorrelated variables, but it also provides information about the underlying
structure of the variables. Hence, many studies in biological aging utilizes principal component
analysis to summarize a battery of biomarkers and then uses multiple linear regression for
estimation. Cho et al. (2009) also noted that utilizing the underlying structure of the biomarkers
identified from PCA provided them a means to make the additional application of the KD
approaches. Consequently, the usage of standard methods in biological age estimation is still quite

practical in many settings.
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Chapter 3: Epigenetic Clock

3.1 Introduction to the Epigenetic Clock

Many of the techniques used in validation and methods described in this study mirrors the
approaches described in Hovarth’s 2013 study (Horvath, 2013). Horvath developed a multi-tissue
predictor of age that allows one to estimate the DNA methylation age (DNAm age) of most tissues
and cell types. The predictor, which is freely available in R, was developed using 8,000 samples
from 82 Illumina DNA methylation array datasets, encompassing 51 healthy tissues and cell types.
Lastly, Horvath characterized the 353 CpG sites that together form an aging clock in terms of

chromatin states and tissue variance.

3.2 Methods

Based on the training set data, Horvath found that it is advantageous to transform age before
carrying out an elastic-net regression analysis. Detailed information on elastic-net regression is
described in Section 1.2.4. Horvath also used the following function F for transforming
chronological age (CA) prior to estimation:

log(CA+ 1) — log(adult.age +1) if CA < adult.age
(CA — adult.age)/adult.age +1  if CA > adult.age

F(CA) = {
The constant, adult.age, was set to age 20 for humans and age 15 for chimpanzees and the function
F satisfies the following desirable properties:
1) continuous, monotonically increasing function (which can be inverted),
2) logarithmic dependence on age until adulthood (here set at 20 years),
3) linear dependence on age after adulthood (here set to 20),

4) defined for negative ages (i.e. prenatal samples) by adding 1 (year) to age in the

logarithm,
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5) continuous first derivative (slope function). In particular, the slope at age=adult.age is
given by 1/(adult.age+1).
The function F is visualized in Figure 3.1 which shows the association between the chronological
age and the transformed chronological age. Prior to the age of 20, subjects experience an
accelerated aging and aging starts to slow down to a steady increasing rate post 20 years old.

Figure 3.1: Transformation of Chronological Age
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The inverse of the function F, denoted by inverse.F, is used to transform the linear part of
the regression model into DNAm age. An elastic net regression model (implemented using the
“glmnet” R function) was used to regress a transformed version of age on the roughly 21k beta
values in the training data. The elastic net regression resulted in a linear regression model where
coefficients Bo, B 1, ..., P 353 relate to transformed age as follows

F(chronological age) = By + B1CpGy + -+ + B353CpG3szterror
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The coefficient values can be found in Horvath’s Additional file 3. Based, on the coefficient values

from the regression model, DNAmMAge was estimated as follows

DNAmAge = inverse.F (3o + B1CpGy + -+ + B353CpG353)

Thus, the regression model can be used to predict the transformed age value by simply plugging
the beta values of the selected CpGs into the formula. The linear part, (i.e. the weighted average
of the selected CpGs) is visualized as red line in Figure 3.2. As expected, the red line passes
through the weighted average of the CpGs since the weighted average of the methylations should

be correlated with age.

Figure 3.2 The weighted average of the 353 clock CpGs versus chronological age in the training

data sets.
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The “glmnet” function required the user to specify two parameters (alpha and beta). The

elastic-net regression model required alpha to be set to 0.5. However, the lambda value of
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0.02255706 was chosen by applying a 10 fold cross validation to the training data (via the R

function cv.glmnet).

The following R code provides details on the analysis.

library(glmnet)

# use 10 fold cross validation to estimate the lambda parameter

# in the training data

glmnet.Training.CV = cv.glmnet(datMethTraining, F(Age),
nfolds=10,alpha=alpha,family="gaussian")

# The definition of the lambda parameter:

lambda.glmnet.Training = glmnet.Training.CV$lambda.min

# Fit the elastic net predictor to the training data

glmnet.Training = glmnet(datMethTraining, F(Age), family="gaussian", alpha=0.5,
nlambda=100)

# Arrive at an estimate of of DNAmAge

DNAmAgeBasedOnTraining=inverse.F(predict(glmnet. Training,datMeth,type="response",s=la
mbda.glmnet.Training))

3.3 Predictive accuracy measures

In order to validate DNAmM age (predicted biological age), Horvath considered several
measures of predictive accuracy. The first, referred to as ‘age correlation’, was the Pearson
correlation coefficient between DNAm age and chronological age where higher values correspond
to greater predictive accuracy. Yet, it had the following limitations: it cannot be used for studying
whether DNAm is well calibrated, it cannot be calculated in data sets whose subjects had the same
chronological age (for example, cord blood samples from newborns), and it was strongly
dependent on the standard deviation of age (as described below). The second accuracy measure,
referred to as (median) ‘error’, was the median of the absolute difference between DNAm age and
chronological age. Thus, a test set error of 3.6 years indicated that DNAm age differs by less than
3.6 years in 50% of subjects. The error was well suited for studying whether DNAm age is poorly

calibrated. Lastly, average age acceleration defined as the average difference between DNAmM age
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and chronological age, can be used to determine whether the DNAmM age of a given tissue was

consistently higher (or lower) than expected.
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Chapter 4: Ensemble Model Based on the Klemera and Doubal Approach

(Ensemble KD)

4.1 Introduction

In estimating the latent trait (i.e. biological age), there are two areas of discussion, the
estimating algorithm and the selection of the predictors/traits/biomarkers. The Klemera and
Doubal (KD) approach has been shown to provide accurate estimates of biological age (Klemera
and Doubal, 2009; Cho et al. 2010; Levine 2012) and, thus, is a reliable estimator of biological
age. In selecting the biomarkers to estimate biological age, Cho et al. (2010) and Levine (2013)
chose functionally independent biomarkers as suggested by Klemera and Doubal (2010).
However, adaptations of the KD approaches are needed with the advancement of technology where
functionally independent biomarkers may be harder to define such as in DNA methylation (Figure

4.1).

Figure 4.1: New methods are needed to estimate biological age with advancement in technology.
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Horvath et al. (2012) had successfully identified DNA methylation co-modules related to
aging. Hence, DNA methylation data can be used in aging research. However, DNA methylation
data are high dimensional data expressing many complex systems that are currently unknown in
literature. Consequently, finding “functionally independent” CpG’s are not simple and new

methods are needed to utilize DNA methylation data in estimating biological age.

In genetic studies, it is often difficult to pre-identify genes of interest without encountering
multiple testing issues and evaluating all the genes is also not a practical approach. When
evaluating the characteristics of the KD approaches, we found that when there are few predictors
or when the data signal is weak, the estimates from the KD approach can be unstable and leads to
high variability. Hence, we explored whether an ensemble model based on the KD approach is

more robust and more accurate to estimating biological age.

4.2 Background Method

Our ensemble model based on the KD approach mirrors the random GLM method proposed
by Song, Langfelder, & Horvath (2013). The random GLM encompasses the ideology of random
forest and generalized linear models. In short, random forest is an ensemble model by combining
a multitude of tree models such that each tree depends on the values of a random vector that are
sampled independently and with the same distribution for all trees in the forest (Breiman, 2001).
Ensemble models such as random forest are known for its highly predictive accuracy (Breiman,
1996; Breiman, 2001). Though random forests have superior accuracy, random forest models are
often hard to interpret since the associations between the biomarkers/predictors and the outcome
are not always transparent. On the other hand, generalized linear models are highly interpretable
since generalized linear models provide estimated coefficients that guide researchers to understand
the relationships between the predictor(s) and the outcome of interest. They also incorporate easy
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to understand variable selection algorithms such as forward selection. Yet, the ease of
interpretability for forward selected regression models comes with a cost. Forward variable
selection and other straightforward variable selection methods easily overfit the data which results
in unstable and inaccurate predictions. By combining characteristics from ensemble models with
generalized linear model, Song et al. (2013) achieved a highly accurate and interpretable model,
random generalized linear models (RGLM) (Figure 4.2) which we used as the guide for our

ensemble KD approach.

Figure 4.2: Rational behind RGLM, combining the logic of random forest with generalized linear

model with forward select variable selection.
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4.3 Ensemble KD Model with Bootstrap Algorithm

The flowchart of the ensemble KD model is presented in Figure 4.3 which is a mirror image
of the random GLM overview. One method for constructing an ensemble predictor is using
bootstrap aggregation (bagging). Our new ensemble model incorporates bootstrapping in order to
arrive at more stable estimates by creating multiple versions of the data generated through

bootstrapping from the original data, and the observations are randomly sampled with replacement.
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Within each bootstrap sample, an individual KD model is constructed along with the predictions.

The final prediction is computed by averaging the predictions across all bootstrap samples.

4.3.1 Overview of Ensemble KD Approach

Figure 4.3: Flowchart of the ensemble model based on the KD approach

Step 1: Trainingdata with N N X P
subjects and P predictors

Step 2: Select B bootstrap
samples and each sample NXP
has N subjects

‘ |

NX P 'pr ...... NXP
3] B

N X Py, lepm) ...... INXPl(B)

N X Py I 00 A — | N X Py

Step 5: Use the KD approach KD, KD, KDY | KDg
based on the P, predictors \
selected from Step 4

Step 3: Randomly select a

subset (P,) of the predictors N X Py

Step 4: Select a subset (5-20)
(P,) of the P, predictors N X Py
based on highest absolute
correlation with CA

3131
173

Step 6: Average the prediction from all

the bootstrap samples Final Prediction

The “steps” described in this section correspond to the steps in the flowchart (Figure 4.3). The KD
approach generates 3 types of prediction for biological age: average of the traits/predictors, KD
approach without chronological age as one of the predictors (KD1), and KD approach with
chronological age as one of the predictors (KD2). Hence, the matrices “datyTRUE1Boot”,
“datyTRUE3Boot”, and “datyTRUE3Boot” store the 3 types of predictions from each bootstrap
sample (i.e. bag). Consequently, the matrices will need to have the same number of rows as the
number of the observations in the training dataset and the same number of columns as the number

of bags (n.boot). In addition, “SD.yTRUE2Boot” and “SD.yTRUE3Boot” are two vectors that
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will store the standard deviation for the predictions based on KD1 and KD2 for each bag.
Consequently, the two vectors have the length size equal to the number of bags. Additional by-
products from the bootstrap samples such as individual correlations between the predictions and
the predictors are also stored. In addition, empty matrices are pre-defined in order to store the
bootstrap samples and the randomly selected predictors for each bag. The following R code, in

gray font, provides details on the analysis.

datyTRUE1Boot=matrix(NA,nrow=n,ncol=n.boot)
datyTRUE2Boot=matrix(NA,nrow=n,ncol=n.boot)
datyTRUE3Boot=matrix(NA,nrow=n,ncol=n.boot)

SD.yTRUE2Boot=matrix(NA,nrow=n.boot,ncol=1)
SD.yTRUE3Boot=matrix(NA,nrow=n.boot,ncol=1)

p.max1=rep(NA,n.boot) ; datCorMaxl=matrix(NA,nrow=n.boot,ncol=n.trait)
p.max2=rep(NA,n.boot); datCorMax2=matrix(NA,nrow=n.boot,ncol=n.trait)
p.max3=rep(NA,n.boot); datCorMax3=matrix(NA,nrow=n.boot,ncol=n.trait)

datCorMeanl=matrix(NA,ncol=n.trait,nrow=n.boot)

datCorMean2=matrix(NA,ncol=n.trait,nrow=n.boot)
datCorMean3=matrix(NA,ncol=n.trait,nrow=n.boot)

In step 1, the training data is assumed to have N observations with P predictors. There are
four input parameters that need to be user specified: the number of bootstrap samples (n.boot), the
number of predictors selected (n.covariates).

# R code for inputting parameters
n.boot=500

n.covariates=round(0.2*n.trait,0).

In step 2, the current default for the input parameters are 500 bootstrap samples.

# Start of Bootstrap #
for (i in 1:n.boot) {

set.seed(i)
indexBoot=sample(1:n,n, replace=TRUE)
#select the bootstrap samples
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set.seed(i)

n.topCovariate=round(ifelse(n.covariates<=20,runif(1,2,5),runif(1,5,20)),0)

Within each bag, we sample with replacement the same number of observations (size N) as the
training data. Since each bootstrap sample is generated at random, a random seed is set at each
random sampling in order to produce consistent results for each analysis and, at the same time,
different across bags. At step 3, a random subset P of the P predictors. Currently, the default for

P1 is set as 20% of the number of P predictors are selected at step 2.

set.seed(i)

indexCovBoot=sample(1:n.trait,n.covariates, replace=FALSE)

#select the bootstrap covariates

indexOOB=setdiff(1:n, indexBoot)

#select the out of bag samples

Next, another random subset of 5 to 20 of the selected P1 predictors are selected as the top
predictors in step 4. If 20% of the number of predictors is less than 20, then only 1 to 5 of the top
predictors will be selected in step 4. We decide to randomly select 5 to 20 in step 4 because, in a
separate simulation analysis, we try to determine the number of predictors to include in each of
the KD models would be optimal. We find that including too many predictors in the KD models
lead to higher error (Figure 4.4) and the number of predictors should be limited in each of the KD
models. When the number of predictors ranges from 5 to 20, the absolute error is not stable and

fluctuates. Hence, in the ensemble KD model, we allowed the model to randomly choose a number

between 5 to 20 top predictors in each of the KD model.

Figure 4.4: Evaluating number of predictors to include in KD models
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Then a random sampling of the traits (without replacement) is selected and bi-weight mid-
correlations (Wilcox 2005, Section 9.3.8, page 399) between the chosen predictors and
chronological age are computed. We select the top 5 to 20 (pre-specified input parameter:
n.topCovariate) predictors that are the most correlated with chronological age as the input
predictors in each of the KD model.

datXBootO=datX[sort(indexBoot),sort(indexCovBoot)]

yBoot=y[sort(indexBoot)]

#puts the bootstrap samples and bootstrap covariates into a matrix
covSelectCor=order(abs(bicor(datXxBoot0,yBoot)))[(n.covariates-(n.topCovariate-
1)):n.covariates]
matchColNames=match(colnames(datXBootO[,sort(covSelectCor)]),colnames(datX))
datXBoot=datX[sort(indexBoot),matchColNames]

#puts the bootstrap samples and bootstrap covariates into a matrix
datXOOB=datX[sort(indexOOB),matchColNames]

#select the out of bag samples and bootstrap covariates into another matrix

selectedSamples=unique(sort(indexBoot))

Within each bag, the KD approach uses the bootstrap sample and the top 5 to 20 most correlated
traits (with chronological age) based on the random subset of the original traits. If the number of

traits is less than 20, then only the top 1 to 5 most correlated traits will be selected in each bag.

32



The estimate biological age, standard deviations of the estimated biological age from the KD

approach are stored in the previous created empty matrices in step 5.

TTBoot=TrueTrait(datX=datXBoot,y=yBoot,datXtest=datXOOB)
yTRUE1Boot=TTBoot$datEstimates|[,2];
yTRUE1Boot=chind(as.vector(sort(indexBoot)),yTRUE1Boot);
yTRUE1Boot=yTRUE1Boot[!duplicated(yTRUE1Boot[,1]),]; YTRUE1Boot=yTRUE1Boot[,-1]

yTRUE2Boot=TTBoot$datEstimates|[,3];
yTRUE2Boot=cbind(as.vector(sort(indexBoot)),yTRUE2Boot);
yTRUE2Boot=yTRUE2Boot[!duplicated(yTRUE2Boot[,1]),]; YTRUE2Boot=yTRUE2Boot[,-1]

yTRUE3Boot=TTBoot$datEstimates[,4];
yTRUE3Boot=chind(as.vector(sort(indexBoot)),yTRUE3Boot);
yTRUE3Boot=yTRUE3Boot[!duplicated(yTRUE3Boot[,1]),]; YTRUE3Boot=yTRUE3Boot[,-1]

datyTRUE1Boot[selectedSamples,i]=yTRUE1Boot
datyTRUE2Boot[selectedSamples,i]=yTRUE2Boot
datyTRUE3Boot[selectedSamples,i]=yTRUE3Boot

SD.yTRUE2=TTBoot$SD.ytrue2
SD.yTRUE3=TTBoot$SD.ytrue3

SD.yTRUE2Boot[i]=rbind(TTBoot$SD.ytrue2)
SD.yTRUE3Boot[i]=rbind(TTBoot$SD.ytrue3)

The correlations between each of the selected traits with the estimated biological trait in each bag
are also stored in the “p.max” matrices for the variable importance plot.
# calculate the max correlation between simulate outcome and the covariates

p.max1[i]=max.col(abs(cor(datyTRUE1Boot[,i],datXBoot,use="p")))
datCorMax1[i,sort(matchColNames)[p.max1[i]]]=1
p.max2[i]=max.col(abs(cor(datyTRUE2Boot[,i],datXBoot,use="p")))
datCorMax2[i,sort(matchColNames)[p.max2[i]]]=1
p.max3[i]=max.col(abs(cor(datyTRUE3Boot[,i] ,datXBoot,use="p")))
datCorMax3[i,sort(matchColNames)[p.max3[i]]]=1

datCorMeanl[i,sort(matchColNames)]=cor(datyTRUE1Boot[,i],datXBoot,use="p")
datCorMean2[i,sort(matchColNames)]=cor(datyTRUE2Boot[,i] ,datXBoot,use="p")
datCorMean3[i,sort(matchColNames)]=cor(datyTRUE3Boot[,i] ,datXBoot,use="p")

}
# end of bootstrap
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The iteration repeats for n.boot times and the predictions from each bag are stored.

yTRUE1BootMean=NULL
yTRUE2BootMean=NULL
yTRUE3BootMean=NULL

for jin1:n) {

yTRUE1mean=mean(datyTRUE1Boot[j,] ,na.rm=T)
YyTRUE2mean=mean(datyTRUE2Boot[j,],na.rm=T)
yTRUE3mean=mean(datyTRUE3Boot[j,] ,na.rm=T)

yTRUE1BootMean = rbind(yTRUE1BootMean,c(yTRUE1mean))
YyTRUE2BootMean = rbind(yTRUE2BootMean,c(yTRUE2mean))
yTRUE3BootMean = rbind(yTRUE3BootMean,c(yTRUE3mean))
}

datyTRUEL = as.vector(yTRUE1BootMean);

datyTRUEZ2 = as.vector(yTRUE2BootMean);

datyTRUE3 = as.vector(yTRUE3BootMean);

datyTRUEBoot=cbind(y,yTRUE,datyTRUE1,datyTRUE2,datyTRUE3)

Finally, the predictions of each KD approach (one per bag) are averaged across bags to arrive at

the final prediction and are stored in the matrix “datyTRUEBoot” in step 6. The predictions based

on ensemble KD1 approach (without including chronological age as one of the predictors) are

defined as “Boot.KD1” and, similarly, the predictions based on ensemble KD2 approach

(including chronological age as one of the predictors) are defined as “Boot.KD2” in the later

sections.

4.4 Variable Importance Plots

Additional by products such as variable importance measures are also constructed as part

of the algorithm. Two types of variable importance measures are calculated, one based on the max

correlation and the other based on the average correlation between the traits and the estimated

biological age.
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Within each bootstrap sample, the top candidate predictors selected as the input predictors
for the KD approach are correlated with the estimated biological age using the bi-weight
midcorrelation and the correlations stored in the “datCorMeanl,” “datCorMean2,” and
“datCorMean3” matrices. The predictor that has the highest absolute correlation with the predicted
biological age within each bag is given one vote. This voting process is repeated throughout all
bootstrap samples and the votes are stored in the “datCorMaxl,” “datCorMax2,” and
“datCorMax3” matrices across all bootstrap samples. At the end, all the traits will be ranked based
on the number of votes (the number of times each predictor had the highest correlation with the
predicted biological age) or the highest average correlation with the predicted biological ages
across the bags. The resulting ranks will then be used to generate the variable importance plots to
help determine which traits are most associated with the aging process.
p.mean1=NULL
p.mean2=NULL
p.mean3=NULL
for (kin 1:n.trait) {
pl=mean(abs(datCorMeanl[,k]),na.rm=T)
p2=mean(abs(datCorMean2[,k]),na.rm=T)
p3=mean(abs(datCorMean3[,k]),na.rm=T)
p.meanl=rbind(p.meanl,c(pl))

p.mean2=rbind(p.mean2,c(p2))
p.mean3=rbind(p.mean3,c(p3))

}

p.mean=cbind(p.meanl,p.mean2,p.mean3)

nameDatPMean=rep(NA,n.trait)
for (kin 1:n.trait){
nameDatPMean[k]=paste(*'Var" k)

}

rownames(p.mean)=nameDatPMean

sumCorMax1=rep(NA,n.trait)
sumCorMax2=rep(NA,n.trait)
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sumCorMax3=rep(NA,n.trait)

# Plot of

for (k in 1:n.trait) {
sumCorMax1[k]=sum(datCorMax1[,k],na.rm=T)
sumCorMax2[k]=sum(datCorMax2[ ,k],na.rm=T)
sumCorMax3[k]=sum(datCorMax3[,k],na.rm=T)

}

sumCorMax1=matrix(sumCorMax1); rownames(sumCorMax1l)=nameDatX
sumCorMax2=matrix(sumCorMax2); rownames(sumCorMax2)=nameDatX
sumCorMax3=matrix(sumCorMax3); rownames(sumCorMax3)=nameDatX

CorMax1=sumCorMax1[order(sumCorMax1[,1]),]
CorMax2=sumCorMax2[order(sumCorMax2[,1]),]
CorMax3=sumCorMax3[order(sumCorMax3[,1]),]

As mentioned previously, two types of variable importance plots are generated as by-products of
the bootstrap algorithms: one based on the highest absolute correlation between the traits and the
estimated biological age and the other based on the average correlation between the traits and the
estimated biological age across all bags. The top 20 traits that have the highest number of votes
and the highest average correlation across bags are presented in the plots. Figure 4.5 presents an

illustrated example the discussed variable importance plots of a simulated data with 200 traits.

#pdf("VIP Corr.pdf")

par(mfrow=c(1,4))

#dotchart(CorMax1[(length(CorMax1)-
20):length(CorMax1)],labels=names(CorMax1[(length(CorMax1)-
20):length(CorMax1)]),main="Max Count: Sim. Truth 1")
dotchart(CorMax2[(length(CorMax2)-
20):length(CorMax2)],labels=names(CorMax2[(length(CorMax2)-
20):length(CorMax2)]),main="Max Count: Boot.KD1")
dotchart(CorMax3[(length(CorMax3)-
20):length(CorMax3)],labels=names(CorMax3[ (length(CorMax3)-
20):length(CorMax3)]),main="Max Count: Boot.KD1")

#dotchart(sort(p.mean[,1])[(length(sort(p.mean[,1]))-
20):length(sort(p.mean[,1]))],l1abels=names(sort(p.mean[,1])[(length(sort(p.mean[,1]))-
20):length(sort(p.mean[,1]))]),main="Mean Corr: Sim. Truth 1")
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dotchart(sort(p.mean[,2])[(Iength(sort(p.mean[,2]))-
20):length(sort(p.mean[,2]))] labels=names(sort(p.mean[,2])[(length(sort(p.mean[,2]))-
20):length(sort(p.mean[,2]))]),main="Mean: Boot.KD1")

dotchart(sort(p.mean[,3])[(Iength(sort(p.mean[,3]))-
20):length(sort(p.mean[,3]))] ,labels=names(sort(p.mean[,3])[(length(sort(p.mean[,3]))-

20):1length(sort(p.mean[,3]))]),main="Mean: Boot.KD2")

dev.off()

Figure 4.5 Variable importance plot based on the average or max correlation between individual

traits with predicted outcome.
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In order to evaluate the performance of the ensemble KD models, the accuracy
measurements used will be similar to the accuracy and error measures described in Horvath (2013)
with minor adjustments. To circumnavigate the dependency on the standard deviation of age,
Spearman correlation is used as an estimate of accuracy rather than Pearson correlation since the

Spearman correlation utilizes the ranks of the measure and is not dependent on the actual standard
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deviation of age. In addition, the median absolute difference between estimated biological trait and
chronological age or simulated true biological age if available will also be used as an estimate of

error.
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Chapter 5: Simulation

5.1 Introduction

In this chapter, we apply the KD approach and the Robust KD approach described in
Chapter 2 and the ensemble KD approach and the ensemble Robust KD approach described in
Chapter 4 to predict biological age in a series of simulations in order to evaluate the accuracy and
precision of the ensemble KD approaches. Other popular prediction models are also evaluated for
all the simulated scenarios. The models evaluated are penalized (elastic-net) regression, principal
component analysis, and random GLM. Other estimating models such as linear model (by itself),
factor analysis with linear model, KD1, and ensemble KD1 are considered and evaluated.
However, the results from those models just listed are not included in this section. Linear model
is not suitable for the application we are interested in because of the large amount of predictors
resulting in overfit issues and the estimates from factor analysis with linear model are very similar
to principal component analysis with linear model. Hence, results for the linear model and factor
analysis with linear model are not presented in this chapter. In addition, we found that the estimates
from KD1 and KD2 are very similar. As a result, only the KD2 and the ensemble KD2 estimates
are presented (these are referred throughout the text as KD approach and the ensemble KD

approach).

The estimated biological age is evaluated against the true biological age and chronological
age. Accuracy is measured by correlating the predicted biological age and the true biological age
using Spearman correlation and the median absolute error as described in Chapter 4.5. Higher

values of correlation and lower values of the median absolute error correspond to better accuracy.
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5.2 Methods
Let CA be the observed chronological age and BA be the true biological age that is
unobserved. CA is assumed to follow a normal distribution with mean 50 and standard deviation

of 20.
CA~N(50,20)
y=rnorm(150,mean=50,sd=20) #y is CA

In addition, the true biological age follows the same assumption as Klemera and Doubal (2006)
such that biological age is equivalent to the chronological age with some additional random

variation with mean zero and variance s3.

BA = CA + Ry(0,52)

where R (0,s3) is a random variable that follows a normal distribution with zero mean and

variance s3. In the simulations, we assum s3 to be 100.
yTRUE =y +rnorm(150,sd=10) #yTRUE is true biological age

For every simulation, the sample size is fixed at 150. There are two main overarching scenarios,
weak signal and strong signal. Within each scenario, we generate increasing number of traits
(“simulated biomarkers™) so that we can evaluate the trend of the predicted biological with
increasing number of predictors. The simulated traits are simulated using the “simulateModule”
function under the “WGCNA” package in R Cran. The weak signal scenario has covariates that
are weakly correlated (r range: 0.01-0.2) with the true biological age, and similarly, the strong
signal scenario has covariates that are strongly correlated (r range: 0.01-0.5) with the true
biological age
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# Weak Scenario

for (i in seq(20,190,10)){

nGenes=i

datX=simulateModule(yTRUE,nGenes=nGenes,
minCor=0.01,maxCor=0.2,geneMeans=rnorm(nGenes,50,30) )
write.table(datX,paste("WeakDatX",nGenes,".csv",sep=""),sep=",",row.names=FALSE)
}

for (i in seq(200,1000,100)){

nGenes=i

datX=simulateModule(yTRUE,nGenes=nGenes,
minCor=0.01,maxCor=0.2,geneMeans=rnorm(nGenes,50,30) )
write.table(datX,paste("WeakDatX",nGenes,".csv",sep=""),sep=",",row.names=FALSE)
}

# Strong Scenario

for (i in seq(20,190,10){

nGenes=i

datX=simulateModule(yTRUE,nGenes=nGenes,
minCor=0.01,maxCor=0.5,geneMeans=rnorm(nGenes,50,30) )

write.table(datX paste(“ModerateDatX",nGenes,".csv",sep=""),sep=",",row.names=FALSE)

}

for (i in seq(200,1000,100)){

nGenes=i

datX=simulateModule(yTRUE,nGenes=nGenes,
minCor=0.01,maxCor=0.5,geneMeans=rnorm(nGenes,50,30) )
write.table(datX,paste("ModerateDatX",nGenes,".csv",sep=""),sep=",",row.names=FALSE)

}

The estimated biological age is extracted from each prediction model and correlates with the true
biological age and chronological age. In addition, the median of the absolute error between the

estimated biological age with the true biological age or the chronological age is also calculated.

datX=read.csv(paste(*'C:/Users/Wendy/Desktop/Dissertation/Defense/Simulation/Moderate
Simulation Data/ModerateDatX",i,".csv",sep=""))
KDEstimate=TrueTrait(datX=datX,y=y)

KDPred=KDEstimate$datEstimates[,4]

RobustKDEstimate=TrueTraitRobust(datX=datX,y=y)

RobustK DPred=RobustK DEstimate$datEstimates[,4]

Hitt

KD_corr=cor.test(KDPred, yTRUE,use="p",method="s")$estimate
KD_CAcorr=cor.test(KDPred, y,use="p",method="s")$estimate
KD_error=median(abs(KDPred-yTRUE),na.rm=T)
KD_CAerror=median(abs(KDPred-y),na.rm=T)
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KD_var=var(KDPred,na.rm=T)

RobustKD_corr=cor.test(RobustKDPred, yTRUE,use="p",method="s")$estimate
RobustKD_CAcorr=cor.test(RobustKDPred, y,use="p",method="s")$estimate
RobustKD_error=median(abs(RobustKDPred-yTRUE),na.rm=T)
RobustKD_CAerror=median(abs(RobustKDPred-y),na.rm=T)
RobustKD_var=var(RobustKDPred,na.rm=T)
R

# use 1st PC to estimate

pc=prcomp(datX, scale=TRUE)

pc.score=pc$x[,1] # 1st pc loadings

PCAPred=fitted(Im(y~pc.score))
PCAResidual=as.numeric(Im(PCAPred~y)$residual)

PCA_corr=cor.test(PCAPred, yTRUE,use="p",method="s")$estimate
PCA_CAcorr=cor.test(PCAPred, y,use="p",method="s")$estimate
PCA_error=median(abs(PCAPred-yTRUE),na.rm=T)
PCA_CAerror=median(abs(PCAPred-y),na.rm=T)

PCA_var=var(PCAPred,na.rm=T)

D T T e e e SR e

alpha=0.5

cv.elasticfit = cv.glmnet(as.matrix(datX),y,nfolds=10,alpha=alpha,family="gaussian")
# The definition of the lambda parameter:

elastic.lambda = cv.elasticfit$lambda.min

elastic.fit = glmnet(as.matrix(datX),y, family="gaussian", alpha=alpha, nlambda=100)

# Arrive at an estimate of of DNAmAge
ElasticPred=predict(elastic.fit,as.matrix(datX),type="response",s=elastic.lambda)
ElasticResidual=as.numeric(Im(ElasticPred~y)$residual)

Elastic_corr=cor.test(ElasticPred, yTRUE,use="p",method="s")$estimate
Elastic_CAcorr=cor.test(ElasticPred, y,use="p",method="s")$estimate
Elastic_error=median(abs(ElasticPred-yTRUE),na.rm=T)
Elastic_CAerror=median(abs(ElasticPred-y),na.rm=T)
Elastic_var=var(ElasticPred,na.rm=T)

oERm R R R R e e s R g R s e e e g R R e SR

RGLM = randomGLM(datX, y, nThreads = 1,keepModels=TRUE,classify=FALSE)
RGLMPred = RGLM$predictedOOB

RGLMResidual=as.numeric(Im(RGLMPred~y)$residual)

RGLM_corr=cor.test(RGLMPred, yTRUE,use="p",method="s")$estimate
RGLM_CAcorr=cor.test(RGLMPred, y,use="p",method="s")$estimate
RGLM_error=median(abs(RGLMPred-yTRUE),na.rm=T)
RGLM_CAerror=median(abs(RGLMPred-y),na.rm=T)
RGLM_var=var(RGLMPred,na.rm=T)
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The simulation is repeated multiple times and each time with an increased number of traits

(20 to 190 with increments of 10 and 200 to 1000 with increments of 100) in each scenario.

5.3 Results

The results of each main simulation (weak and strong) are presented in Figure 4.1, Figure
4.2, Figure 4.3 and Figure 4.4 respectively. The left panel in each figure corresponds to the
predictive accuracy measure between the predicted biological age and the true biological age. The
right panel in each figure corresponds to the predictive accuracy measure between the predicted
biological age and the chronological age. The x-axis for Figure 4.1, Figure 4.2, Figure 4.3 and
Figure 4.4 corresponds to the number of predictors included in each prediction model. The y-axes
for Figure 4.1 and Figure 4.3 correspond to the Spearman correlation between the estimated
biological age and the true biological age or chronological age. The y-axes for Figure 4.2 and
Figure 4.4 correspond to the median of the absolute difference between the estimated biological

age and the true biological age or chronological age.

The predicted biological ages from KD approach and the ensemble KD approaches have
superior correlation with both biological age and chronological age compared with principal
component analysis with linear regression, elastic-net regression, and random GLM. However, as
we mentioned before, the estimates of the KD approach can be unstable in the presence of outliers
as we see in Figure 4.1 at 120, 160, and 180 traits where the correlation between the predicted
biological age and the true biological age declined. Though using robust KD approach mitigated
the imprecise estimates for two of those three scenarios, it is not without limitations. At the 180
weak predictors scenario, the robust KD approach was not able to produce robust estimates of
biological age which lead to imprecise estimates of biological age. Further investigation reveal
that the robust regression estimates in the reverse regression step are not stable since the estimates
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did not converge. However, the ensemble KD approach estimated biological age is stable

throughout all simulations.

Results of the simulation indicate that increasing the number of predictors improved the
accuracy (higher correlation between predicted biological age and true biological) for all
prediction models and in both scenarios (weak and strong). In the weak scenario, the correlations
start to plateau early for the KD approaches and the ensemble KD approaches, reaching high
accuracy with fewer traits. Furthermore, increases in the number of traits also decrease the
prediction error (reduction in the median absolute error for the estimated biological age. When
the signal in the data is strong, all models have highly accurate predictions (high correlation and
low error). In both the weak and strong scenario, the ensemble KD approaches has the highest

correlation with chronological age and the lowest error compared to the other models.

Figure 4.1: Correlation between estimated biological ages with true biological age and

chronological age in weak signal scenario results with varying number of covariates and models
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Figure 4.2: Median absolute error between estimated biological ages with true biological age and

chronological age in weak signal scenario results with varying number of covariates and models
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Figure 4.3: Correlation between estimated biological ages with true biological age and

chronological age in strong signal scenario results with varying number of covariates and models
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Figure 4.4: Median absolute error between estimated biological ages with true biological age and

chronological age in strong signal scenario results with varying number of covariates and models
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5.4 Conclusion

When the signal in the data is weak, the KD and the ensemble KD approaches both
performed optimally well. They both have the highest accuracy (highest correlation and lowest
prediction error) compared to all other methods. Though the ensemble KD approaches had slightly
lower correlation with true biological age compared to KD approach, the difference is minimal
(average difference in correlations was 0.028 in the weak scenario and 0.053 in the strong
scenario). In summary, with increasing number of predictors, the KD approach had better
prediction accuracy compared to existing methods (e.g. principal component analysis with linear
model, elastic-net regression, random GLM). The ensemble KD approach provides more precise
(less variable) but slightly less accurate (lower correlation with true biological age; higher median

error) estimates of biological age compared to other KD approach.
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Chapter 6: Weighted Gene Correlation Network Analysis (WGCNA)

6.1 Introduction

Weighted gene co-expression network analysis (WGCNA) has been utilized in numerous
studies ever since it was introduced in a comprehensive R package in 2008 (Langfelder & Horvath,
2008). WGCNA can be used in many ways such as a data exploratory tool or as a gene screening
method. In short, WGCNA is a systems biology method for describing the correlation patterns
among genes across microarray samples through network construction, module detection, gene
selection, calculations of topological properties, data simulation, visualization, and interfacing
with external software. By finding clusters (modules) of highly correlated genes, summarizing
such clusters using the module eigengene or an intramodular hub gene, relating modules to one
another and to external sample traits (using eigengene network methodology), and calculating
module membership measures, researchers can generate testable hypothesis for validation in

independent data sets.

6.2 Background

For the sake of simplicity, we will describe WGCNA in the context of gene expressions
such as in microarray analyses, but WGCNA is not limited to only gene expression analyses. It
can be applied to any high dimensional datasets. The steps of the network analysis will follow the
same format as the process described in (Zhang & Horvath, 2005) and are depicted in Figure 6.1.
In the application described in Chapter 4, we only utilized WGCNA to identify a disease associated
module. Hence, this chapter will be dedicated to describing the preliminary steps of WGCNA that

are pertinent to our application: constructing a co-expression network, identifying modules, and
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relating modules to external information. Detailed information and tutorials can be found at the

WGCNA website.

Figure 6.1: Flow chart depicting WGCNA
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6.2.1 Construct a gene co-expression network

Here we define a co-expression network as an undirected and weighted gene network
where the nodes of the network may pertain to gene expression profiles or other continuous
measurements. The edges are defined to be a measure of similarity or concordance between the
gene expression profiles which will be denoted as s;; where i and j are for gene i and gene j. As
default, the edges are the absolute value of the Pearson correlation s;; = |cor(i,j)| and are
calculated for all pair-wise comparisons of the gene expression across all samples. Researchers
may consider other forms of correlations such as the bi-weight mid-correlation coefficient (Wilcox
2005, Section 9.3.8, page 399) instead of the Pearson correlation coefficient to protect against
outliers. The only constraint for the similarity measure is that its values must lie between zero and

one. The similarity measures are then stored in a similarity matrix designated by S = [s;;].
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The correlation matrix is then transformed into a weighted undirected network by raising
the absolute value of the pairwise correlations by a power of B. The function of raising the absolute

value of the pairwise correlations by a power of  is known as an adjacency function, a;;.

a;;j = power(s;;, B) = |sij|B

There are many forms of adjacency functions since the adjacency function is simply a
monotonically increasing function that maps the interval [0,1] to [0,1]. The adjacency function
described here is a soft thresholding that preserves the continuous nature of the gene co-expression
information, consequently, leading to more robust results and allowing for a simple geometric

interpretation of network concepts.

In order to arrange the genes into clusters or modules, we used another measure of
similarity known as the topological overlap of two nodes. The topological overlap matrix (TOM)
Q = [w;;] is essentially a robust measure of interconnectedness.

w0 = ll-j+aij
Y mm{kl,kj} +1-— aij

where [;; = ¥, a,ayj, and k; = ¥, ay,, = Y- a;5 is the node connectivity measure which is the
sum of the connection strengths between a particular gene i and all other genes in the network.
TOM can be easily transformed into a dissimilarity measure by subtracting each w;; value from

one:

w __
dij = 1—0)U
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6.2.2 Identify Gene Modules
WGCNA utilizes the TOM-based dissimilarity df; to cluster the gene expression profiles

by using average linkage hierarchical clustering. The cluster can be visualized using a hierarchical

clustering tree (i.e. dendrogram) where the gene modules correspond to the branches.

6.2.3 Relate modules to external information

A key element in many network analyses is to relate the connectivity measure of the co-
expression network to external information. Here we define a measure of module significance as
the correlation between the external information and the module eigengene. Mathematically, the
g™ module eigengene is the first principal component for the g™ module which can be considered
as a composite measure for the module. Standard statistical methods such as regression models
(e.g. linear regression) or multi-group comparison tests (e.g. Student t-test, ANOVA, etc.) can be

used for evaluating module significance and is not limited to correlation analyses.

53



6.3 Chapter 6 References
Langfelder, P., & Horvath, S. (2008). WGCNA: an R package for weighted correlation network

analysis. BMC bioinformatics, 9(1), 559.

Wilcox RR (2005). Introduction to Robust Estimation and Hypothesis Testing. 2nd edition.

Academic Press.

Zhang, B., & Horvath, S. (2005). A general framework for weighted gene co-expression network

analysis. Statistical applications in genetics and molecular biology, 4(1).

54



Chapter 7: Accelerated Aging in Down Syndrome

7.1 Introduction

Down syndrome (DS) is a type of chromosomal disorder where an individual has a full or
partial extra copy of chromosome 21. Each year, about 6,000 babies are born with DS in the United
States, which is about 1 in every 700 babies born based on the latest release from the Center of

Disease Control (Parker et al. 2010). DS continues to be the most common chromosomal disorder.

People with DS usually experience mild to moderate level of intellectual disability and are
slower to speak compared to other children. In addition, adults with DS experience accelerated
aging meaning they experience certain conditions and physical features that are common to
typically aging adults at an earlier age than the general population such as premature skin
wrinkling, greying of hair, hypogonadism, early menopause, hypothyroidism, declining immune
function, and Alzheimer's disease. (Devenny et al., 2005; Patterson and Cabelof, 2012; Moran,
2013). With the advancement in current technology and the medical field, it is common for people
with DS to reach old age, living well into their 50’s, 60°s and 70’s. At the same time, longevity of
life can also bring unforeseen challenges for adults with DS and their caregivers. Consequently,
adults with DS, along with their families and caregivers, need accurate information and education
about what to anticipate as a part of growing older, so that they may set the stage for successful

aging (Moran, 2013).

However, biomarkers of aging are often limited resulting in difficulty to thoroughly
evaluate whether DS is associated with accelerated aging effects. For example, telomere length is
a popular candidate acting as a biomarker of aging. Vaziri et al. (1993) found evidence that linked

decreased telomere length in DS subjects compared to control subjects and Jenkins et al. (2008)
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suggested that decreased telomere length is associated with the presence of both dementia and mild
cognitive impairment in adults with DS compared to those in age and sex matched controls with
DS only. Nonetheless, one study found no association that cultured skin fibroblasts from DS
subjects attained replicative senescence (a telomere length-dependent phenomenon) earlier than
those from controls (Kimura et al., 2005). In addition, a review by Mather, Jorm, Parslow, and
Christensen (2011), concluded that using telomere length as a biomarker of aging was
inconclusive, telomere length was not a “universal” biomarker of aging, and hence, did not reflect
general underlying aging processes. Therefore, using telomere length as a biomarker of aging in

DS subjects may not be ideal.

In a recent study by Horvath et al. (2015), the authors utilized a quantitative molecular
marker of aging known as the epigenetic clock to demonstrate that DS significantly increases the
age of blood and brain tissue on average by 6.6 years. In addition, they observed significant age
acceleration effects in brain (11 years) and blood (4 years) tissue. Our current study mimics the
Horvath et al. (2015) study by utilizing a quantitative marker of aging estimated from the ensemble
KD model to demonstrate that DS subjects experience an accelerated aging effect compared to the
control subjects as a means to validate the performance of the ensemble KD model. However, our
study is not meant to be compared with Horvath’s epigenetic clock since the epigenetic clocks uses
specific 353 CpG methylation sites that may not be captured in the ensemble KD model.
Consequently, the features use in the two models may not be the same and should not be directly
compared. However, we plan to use the epigenetic clock as one of the comparison methods for

evaluation purposes.
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7.2 Objective

We aim to develop a new marker of aging as a means to measure disease progression. Since
DS is a condition that occurs prior to birth, aside from chronological age, there are no
measurements that measure the progression of the condition to the best of our knowledge. By
applying the ensemble KD model, we anticipate to find that DS subjects will exhibit a highly

significant age acceleration effect as is found by Horvath et al. (2015).

7.3 Data source and subjects

The DNA methylation is measured in DNA isolated from whole blood in Illumina 27K
platform by Kerkel et al. (2010) (GSE25395). There is a total of 60 subjects. However, four
subjects did not report their chronological age and were, thus, removed from the final sample
resulting in a total of 56 subjects (35 DS and 21 controls) with an average age of 43 years old
(range 22 to 64 years old). There is no significant difference in chronological age between the DS
and control subjects (Figure 7.1: p=0.33). The x-axis is the DS status and the y-axis is the

chronological age measured in years.
Figure 7.1: Distribution of chronological age by DS status.
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7.4 Method

The DNA methylation levels are assessed in the peripheral blood leukocytes. Most of the
CpG’s have low variability and are not hyper/hypo methylated. Therefore, these CpG’s are pre-
screened out in order to save on computational time. Since we aimed to find a measurement of
aging for the means to disease progression, we want to include CpG’s that are related to disease in
the ensemble KD model. Because we tried to estimate a latent variable based on hundreds of
thousands of biomarkers, we wanted to pre-cluster these markers. Our hypothesis is that each latent
variable give rise to a cluster of CpGs. To cluster the biomarkers, we use the benchmark method
known as the weighted gene correlation network analysis (WGCNA). Other network analyses may
also be used, but we choose WGCNA because it has been used successful at identifying co-

methylation modules. (Song et al., 2012 and Horvath et al., 2012).

We use WGCNA to identify a co-methylation module that is strongly associated with DS
status by evaluating the module eigengenes with condition status. Next we apply the ensemble KD
models with the intramodule CpGs. The module identified includes a total of 226 CpG’s and these
CpG’s are included in the ensemble KD models and other evaluation models as well (i.e. PCA
with linear model, elastic-net regression, and RGLM). Lastly, we define measures of age
acceleration as the residual resulting from a linear model that regressed the estimates from each of
the models on chronological age since we expect the estimated values from the models (referred
as predicted biological age) to be strongly correlated with chronological age (i.e. confounding).
The KD, Robust KD, PCA with linear model and elastic-net models will be referred to as the
simple models since the models do not utilize multiple iterations and the RGLM and the ensemble

KD models will be referred to as the ensemble models in later text.
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7.5 Results

The estimated values from each of the models are in all the models evaluated, the predicted
biological age are unsurprisingly significantly correlated with chronological age (Figure 7.2). The
x-axis is the estimated biological age based on the individual prediction model indicated in the x-

axis label and the y-axis is the chronological age measured in years.

Figure 7.2: All the estimated biological traits are significantly correlated with chronological age.
Hence, a chronological age adjusted of age accelerated needs to be used to compare between DS

and control subjects.
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Hence, we also use the residuals from linear model that regressed the estimated biologicals traits
on chronological age to evaluate the age acceleration effect (i.e. adjusted aging acceleration).
Figure 7.3 (non-ensemble models) and Figure 7.4 (ensemble models) shows that the estimated
biological traits are higher among the DS subjects compared to the controls which provides

evidence that DS subjects experience an accelerated aging effect compared to the controls in the
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single models. In the first row in Figure 7.3 and Figure 7.4, we compare the estimated biological
age (y-axis) with disease status (x-axis) using Kruskal-Wallis test. In the second row of Figure 7.3
and Figure 7.4, we compare the adjusted aging acceleration (y-axis) with disease status (x-axis).
The estimated age accelerations are significantly higher in the DS subjects compared to the
controls in all models (p<0.05’s) and was marginally significant in the Robust KD (p=0.06) and

the elastic-net regression (p=0.089).

Figure 7.3: The estimated biological traits and the estimated age adjusted age acceleration are
compared between DS and control subjects for all simple models. All models suggest an age

accelerated effect for DS subjects.
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Figure 7.4 The estimated biological traits and the estimated age adjusted age acceleration are
compared between DS and control subjects for all ensemble models. The ensemble models also

suggest an age accelerated effect for DS subjects.
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We evaluated the accuracy of our estimated biological trait with chronological age since a
true biological age is not possible. The predictive accuracy measures for the estimated biological
traits from each model are presented in Table 7.1. The ensemble KD models outperform the KD
models in both accuracy measures (Spearman correlation and median error) by improving in the
correlation by twice-fold and decreasing the median error by 70%. The PCA with linear model
and the RGLM had poor accuracies though comparable median errors with the ensemble models.
The elastic-net regression has the highest accuracy and lowest median error among all the models
evaluated. Though we do not have a true biological age to accurately evaluate the predictability of
our models, we do have the Horvath’s DNAm age (Horvath, 2015) which has been shown to have
superior accuracy in aging research. We correlate the predicted biological age with the DNAm age
(Figure 7.5). The x-axis is the estimated biological age based on the individual prediction model

indicated in the x-axis label and the y-axis is the DNAmM age measured in years.
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The results are similar to the findings presented in Table 7.1, the predictive accuracy
measure with chronological age. The ensemble KD models had higher correlations with DNAm
age than the KD models. The correlation between the elastic-net regression and the DNAm age is

the highest among all the models evaluated.

Table 7.1: The predictive accuracy measures for the predicted biological age with chronological

age. The ensemble KD models outperforms the KD models, PCA and RGLM.

PCA

with Ensemble
Predictive Accuracy Robust |Linear |Elastic-net Ensemble [Robust
Measurements KD KD Model |RegressionRGLM KD KD
Correlation 0.349  10.35 0.18 0.765 0.063 0.701 0.721
Median Error 26.396 23.356 [7.644 6.257 7.605 7.919 7.217

Figure 7.5: The association between the predicted biological age with DNAmMAge suggests that

the ensemble models are good estimates of a true biological trait.
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7.6 Discussion

The estimated biological traits from the ensemble KD models have better accuracies and
lower error compared to the KD models which provides support that the ensemble KD model can
be used as an estimate for disease progression in DS studies. Though the biological trait estimated
from the elastic-net regression has the highest accuracy and lowest error, it is only marginally
different between DS and controls. We hypothesized the marginal effect may be attributed to the
elastic-net algorithm where the primary objective is to optimize its predictability in chronological
age. Consequently, it is too accurate in predicting chronological age resulting in a measurement
that is more correlated with chronological age than disease progression by missing the subtle

biological disruption caused by the condition.

We understand that a limitation of our study is in the pre-screen phase where we pre-
selected a module of CpGs using WGCNA which may over emphasize the age acceleration effect

in the DS subjects. However, we purposely chose a module of CpG’s that are associated with DS
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rather than chronological age because we wanted to capture CpG’s that may govern disease

progression since CpGs that are related to disease may not have an effect on aging.

In all models evaluated, the estimated age accelerations are significantly higher in the DS
subjects compared to the controls except for the Robust KD and the elastic-net regression which
are only marginally significant. Nonetheless, the results consistently indicate that the DS subjects
do experience an age accelerated effect that are evident in all the models assessed which are

consistent with the results from Horvath and colleagues (Horvath et al., 2015).
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