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Abstract

Joint Nonnegative Matrix Factorization (JNMF) is a method
for factor analysis that is capable of simultaneously decom-
posing two datasets into related latent state representations.
Enabling factor analysis for contrasting applications, i.e., to
find common and distinct structural patterns in data, JNMF has
great potential for use in the field of cognitive science. Applied
to experimental data, JNMF allows for the extraction of com-
mon and distinct patterns of behavior thereby extending the
outcomes of traditional correlation-based contrasting methods.
In this article, we introduce JNMF to the field of cognitive sci-
ence and demonstrate its potential on the exemplary domain
of syllogistic reasoning by comparing reasoning patterns for
different personality factors. Results are interpreted with re-
spect to the theoretical state of the art in syllogistic reasoning
research.

Keywords: syllogistic reasoning; personality; nonnegative
matrix factorization; data mining; cognitive modeling

Introduction
At the core of scientific progress lies a substantial amount of
exploration. By letting oneself be guided by an insight-driven
fascination about a field of science, explorative analyses of
data lead to potentially unexpected results that could drive
future evaluations and progress.

A standard method for explorative research is factor anal-
ysis (e.g., Murphy, 2012). Aiming at representing a dataset
containing observed variables using a (usually lower) number
of latent unobserved variables, so-called factors, factor anal-
ysis effectively performs a latent state decomposition. As a
result, the actual observed variables in the data are modeled
as combinations of the latent factors. One such method is
Nonnegative Matrix Factorization (NMF), which performs a
decomposition of data into a nonnegative latent state (Liu et
al., 2006). In text mining, for instance, NMF is regularly used
to automatically analyze extensive corpora of documents in
order to extract representative topics for the texts (Pauca et
al., 2004).

Often, the goal of scientific investigation is the contrast-
ing of datasets. However, most standard methods for factor
analysis are only able to provide factorizations for a single

∗Both authors contributed equally to this manuscript.

dataset making them severely limited with respect to their ap-
plicability to contrasting tasks. If applied to two datasets, the
most important factors are obtained. However, the main dif-
ferences between both datasets are not neccessarily the main
factors. Therefore, there is no guarantee that the factors en-
abling contrasting of the datasets are found.

To make contrasting problems accessible via factor anal-
ysis, in the recent years, Joint Nonnegative Matrix Factor-
ization (JNMF), an extension to NMF, has been proposed.
JNMF simultaneously performs the factorization for two
datasets while constraining the process ensuring that both re-
sulting latent factorizations stay related to each other (Kim et
al., 2015). Thereby, contrasting applications can be realized
in a standardized framework.

In cognitive science, contrasting groups of individual can
help us to identify interindividual differences in cognitive
processes. For example, in the field of syllogistic reasoning,
one goal is to discover the inferential strategies applied by
different reasoners (Khemlani & Johnson-Laird, 2016). Here,
approaches for contrasting could be a useful tool to disentan-
gle the behavioral strategies different groups of individuals
base their reasoning on. To identify factors that may relate to
different reasoning behaviors, a recent study has investigated
the connection between personality factors and reasoning per-
formance (Dames et al., in preparation). However, currently
the response patterns underlying these differences between
groups have not been explored.

We see a large potential for JNMF application in the field
of cognitive science. The method does not only perform a
superficial evaluation of homogeneity between datasets, but
allows for the extraction and subsequent analysis of in-depth
patterns of behavior. To demonstrate the general potential of
JNMF, in this article, we apply it to the exemplar domain of
syllogistic reasoning in an attempt to uncover differences in
reasoning patterns between personality factor groups.

Theoretical Background
Syllogistic Reasoning and Personality
In the following analyses, we will apply JNMF to data from
the domain of human syllogistic reasoning (e.g., Khemlani
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& Johnson-Laird, 2012), a form of deductive reasoning con-
cerned with quantified categorical problems of the form

All A are B
All B are C

What, if anything, follows?

A syllogism consists of two premises which make quan-
tified statements (using the quantifiers “All”, “Some”, “No”
and “Some ... not”) for three terms (A, B, and C). The goal
in syllogistic reasoning is to infer the quantified relation be-
tween the end terms, i.e., the terms appearing exclusively in
one of the premises. In total, there are 64 distinct tasks with
nine possible responses, eight of which are obtained by com-
bining the end terms (A, C) in either direction with the four
possible quantifiers. The ninth response option, “no valid
conclusion” (NVC), denotes that no logically valid conclu-
sion can be inferred from the premises.

Actively researched for over 100 years (Störring, 1908),
with at least twelve competing cognitive theories (see Khem-
lani & Johnson-Laird, 2012), the domain is heavily invested
in discussing the different observable patterns of human rea-
soning. The predictive performance of the existing cognitive
theories aimed at explaining syllogistic reasoning, however,
is worrisome (see Brand et al., 2019) and cannot entirely be
attributed to random noise in the data (Riesterer et al., 2019).
Such findings indicate that some factors so far neglected by
the theories of reasoning may exist and could help to explain
variance in the data. Hence, in a recent study we investigated
whether in addition to individual differences in cognitive abil-
ities also personality factors may be associated with the vari-
ance found in peoples’ reasoning performance (Dames et al.,
in preparation).

We employed the widely adopted personality model, the
Big Five Factor model (McCrae & John, 1992). It distin-
guishes five domains of personality: extraversion, agreeable-
ness, conscientiousness, neuroticism, and openness to expe-
rience. Although we were able to generally conclude that
some personality traits are of significance for individuals’ rea-
soning performance, the statistical analysis we conducted is
not able to capture differences in participants’ response pat-
terns. In this study, participants’ reasoning performance was,
for instance, negatively related with an individual’s consci-
entiousness. Other personality traits however (such as open-
ness) led to inconclusive results due to great interindividual
differences. As conscientiousness and openness were able to
explain a substantial amount of variance in the data, we will
exemplarily focus on these personality traits in the following
analyses.

Conscientiousness Conscientiousness refers to the ten-
dency to be planful, organized, goal-directed, and to fol-
low rules (McCrae & John, 1992). Conscientiousness is
associated with self-discipline, dutifulness, task orientation,
and rule abiding. Although conscientiousness has consis-
tently been demonstrated a good predictor for academic per-
formance (Poropat, 2009), it seems to be negatively related

to intelligence (e.g., Carretta & Ree, 2018; Moutafi et al.,
2004). In order to explain the observed relation to reason-
ing performance, we proposed—in line with studies on intel-
ligence—that individuals may develop conscientious charac-
teristics (e.g., plan more, being motivated, etc.) to compen-
sate for a low reasoning ability in order to perform well (see
also Rammstedt et al., 2016).

Openness to experience Openness to experience measures
the tendency to be original, inventive, and open to new ideas
and experiences (McCrae & John, 1992). Individuals scoring
high on openness actively pursue novel experiences and en-
gage in cognitively stimulating activities (e.g., reading news-
papers or solving puzzles). It is assumed that such activities
positively affect cognitive ability (see Ziegler et al., 2012). As
a result, various studies consistently found a positive relation-
ship between cognitive ability or intelligence and openness
(e.g., Carretta & Ree, 2018; Moutafi et al., 2006; Rammstedt
et al., 2016).

To explore how individuals who score either low or high
on such trait characteristics respond differently, we adapted
the Batch-Processing Approach, which is a recently proposed
method for JNMF (Kim et al., 2015), to reasoning data. In the
following paragraphs, we will briefly introduce the general
concept of NMF as well as the specific algorithm we used.

Nonnegative Matrix Factorization (NMF)

Nonnegative matrix factorization is, similar to the well-
known Principal Component Analysis (PCA; e.g., Murphy,
2012), a method to reduce the dimensionality of input data.
NMF was successfully applied to a variety of problems, often
outperforming other methods in terms of the interpretability
of the latent representations. (Liu et al., 2006). For instance,
in the field of text mining and topic modeling, NMF was suc-
cessfully used to automatically extract patterns representing
the relevant topics of the given document sets (Pauca et al.,
2004). For data which is naturally represented by nonneg-
ative values, it is advantageous to enforce nonnegativity in
the latent state to preserve the meaning of values. This is of-
ten the case for behavioral data, especially when involving
multiple-choice decisions. As it is unknown if the selected
option was just slightly more appealing to the participant or
if there was an active decision against certain options, a nat-
ural representation for the data would be to assign a positive
value to the selected option and a “neutral” value of zero for
the remaining options. For a dimensionality reduction, even
though it would be mathematically correct, a latent represen-
tation including negative values can be undesirable, as it can
easily lead to a misinterpretation in terms of biases against
specific options (which is not justified given the data). Due to
the nonnegative constraints, the latent representation obtained
from an NMF preserves the original valence in these cases.

Formally, for a given dataset consisting of n datapoints
(e.g., participants in an experiment) with m features (e.g., re-
sponses) represented as a matrix X ∈ IRm×n

+ where IR+ de-
notes the set of positive real numbers, NMF is defined as
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a search for two matrices W ∈ IRm×k
+ and H ∈ IRn×k

+ with
the goal of approximating X while imposing a decomposition
into a latent state of dimensionality k:

X ≈WHT . (1)

By choosing k� min(n,m), the dimensionality reduction
is imposed, resulting in latent representations of the input
data. A column in the resulting matrix W is a vector de-
fined in terms of the m features, reflecting an iconic pattern
of the data (e.g., typical behavioral patterns of participants).
In addition, a column in H describes the relationship between
the patterns in W and the original datapoints. Currently, sev-
eral algorithms for computing the NMF exist which optimize
the method for specific use cases (Berry et al., 2007; Hoyer,
2004; Lee & Seung, 2001).

Joint Nonnegative Matrix Factorization (JNMF)
There exist extensions for NMF, called Joint Nonnegative
Matrix Factorization, that allow to contrast datasets by per-
forming simultaneous, joint decompositions (JNMF; e.g.,
Kim et al., 2015). For this paper, we adopted an approach
originally developed for contrasting topics between two sets
of documents, which relies on a simultaneous application of
NMF to both datasets while using two regularizing terms to
tie the W -matrices of both factorizations together (Kim et al.,
2015).

Formally, the matrices are divided into two parts Wc ∈
IRm×kc

+ and Wc ∈ IRm×kd
+ with kc + kd = k, where columns

of Wc represent latent patterns that represent commonalities,
while the columns of Wd represent differences between both
datasets.

In order to ensure that columns of both Wc-matrices are as
common to each other as possible, their difference is mini-
mized:

‖W1,c−W2,c‖2
F (2)

where ‖·‖F denotes the Frobenius-Norm defined as the
square root of the sum of the squares of the matrix. Similarly,
the overall conformance of both Wd matrices is minimized:∥∥W T

1,dW2,d
∥∥

1,1 (3)

where ‖·‖1,1 denotes the absolute sum of all entries of the
matrix. When combined with the minimization of the recon-
struction error, the following optimization problem for JNMF
is obtained:

min
W1,H1,W2,H2≥0

1
n1

∥∥X1−W1HT
1
∥∥2

F +
1
n2

∥∥X2−W2HT
2
∥∥2

F

+α‖W1,c−W2,c‖2
F +β

∥∥W T
1,dW2,d

∥∥
1,1 (4)

where X1 ∈ IRm×n1
+ and X2 ∈ IRm×n2

+ are matrices represent-
ing the datasets (i.e., responses× participants for syllogistic
reasoning data) and α and β are regularization-factors for the
commonality and the difference terms, respectively. For syl-
logistic reasoning, the resulting matrices W1 and W2 consist

of k latent response-vectors, which can be interpreted as re-
sponse patterns, while H1 and H2 assign the patterns to the
respective participants.

Method
The overall goal of our application of JNMF to the domain of
syllogistic reasoning is the explorative contrasting of reason-
ing patterns. The common and distinct submatrices Wc and
Wd generated by JNMF allow us to investigate which patterns
of inference remain consistent and which emerge as distinct
across personality factors. In this scenario, the submatrix Wd
is of special interest since it allows for a contrasting of rea-
soning behavior.

Syllogistic Dataset
For our analyses, we relied on existing data collected in a pre-
vious study (Dames et al., 2020). In this study, participants
took part in three experimental sessions each one week apart
and completed in addition to the syllogistic reasoning task
various cognitive ability tests and personality questionnaires.
The dataset we used is based on n= 106 participants and con-
tains the data from the syllogistic reasoning test as well as the
Big Five personality instrument (assessed with the German
Big-Five-Inventory-SOEP; BFI-S; Gerlitz & Schupp, 2005).
In the syllogistic reasoning tasks, participants had to generate
a conclusion for all 64 possible syllogism types (production
task design; content concerned names of professions, sports,
and hobbies).

Data Preprocessing To make the data accessible to
JNMF, we converted the categorical responses to their
onehot-encoded representations, i.e., nine-dimensional vec-
tors identifying a response by setting the value of the
corresponding dimension to 1 while keeping the remain-
ing dimensions at 0. For example, “All A are C” is
encoded as (1,0,0,0,0,0,0,0,0) and “All C are A” as
(0,1,0,0,0,0,0,0,0), inflating the data by a factor of nine. As
a result, each individual is represented as a vector of dimen-
sionality 576, which leads to a total data matrix of dimension-
ality 576× 106. Since we are interested in contrasting indi-
viduals with different personalities, we split the data into two
groups of individuals, scoring low and high based on the me-
dian values, for openness and conscientiousness. From this
we obtain two input matrices Xlow and Xhigh. Applying JNMF
to Xhigh and Xlow yields two pairs of matrices Whigh ∈ IR576×k

+ ,

Hhigh ∈ IR
nhigh×k
+ and Wlow ∈ IR576×k

+ , Hlow ∈ IRnlow×k
+ , where

nhigh and nlow denote the number of participants in the respec-
tive groups. The W matrices contain the identified response
patterns (common and distinct), while the H matrices contain
the association between the pattern and the participants.

Applying JNMF
Since we were aiming for a first intuition for the differences
between the groups of reasoners and expected them to be
small, we set kc = kd = 1. This results in the algorithm com-
puting one general common pattern and one main distinct
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Table 1: Results from applying JNMF to the syllogistic data while considering different personality factor groups (high vs.
low). α and β show the hyperparameter values found by the grid search. Errors denote the results for the optimization targets of
JNMF. Finally, importances based on the H matrices for the common and distinct patterns as well as the specific importances
of the high and low patterns are shown.

Errors Importances
Property α β Common Distinct Reconstruction Common Distinct High Low
Conscientiousness 300 250 0.0199 0.0051 0.0011 0.6775 0.3225 0.3086 0.3334
Openness 500 250 0.0122 0.0038 0.0011 0.7415 0.2585 0.2718 0.2475

pattern for each group, which is well suited for obtaining a
coarse overview of the behavioral properties of the data. For
an in-depth analysis of different patterns that occur within a
group, higher values for kc or kd are favorable but introduce
the risk of mistakenly capturing noise if the patterns are to
weak.

A core difficulty of using the batch-processing algorithm
for JNMF (Kim et al., 2015) is the choice of hyperparameters
α and β, which are used to regularize the matrix factoriza-
tion procedure. To select optimal hyperparameter values, we
applied a grid search optimizing for the reconstruction error,
the deviance of the commonality between the common sub-
matrices W1,c and W2,c, as well as the degree of distinctiveness
between W1,d and W2,d . However, as for most optimization al-
gorithms with random initialization, the algorithm might still
find different local minima across multiple runs. To minimize
the impact of this problem, we repeatedly ran the algorithm
for each parameter configuration.

In the following section, we present an analysis of the ma-
trices, and therefore reasoning patterns, resulting from the ap-
plication of the JNMF using the best values obtained from the
grid search. The respective errors and specific parameters are
depicted in Table 1.

Results
Figure 1 illustrates the patterns from the W matrices obtained
from applying JNMF to the dataset split by conscientious-
ness. The patterns for high and low correspond to columns in
the respective Wd matrices, while the mean of the respective
common columns in Wc,1 and Wc,2 is shown. For better clarity,
the vectors with a dimensionality of 576 were re-transformed
to matrices with dimensions of 64×9, depicting the weights
for the 9 responses for each of the 64 syllogisms in a heatmap.
Due to space limitations, we only present the pattern for con-
scientiousness1. However, openness showed similar results
but with the high and low patterns reversed.

Figure 1 suggests that the differences between the high and
common pattern are greater than between low and common.
The main reason for this are differences in participants’ like-
lihoods to respond NVC: the low pattern is largely focused
around NVC whereas this response option is almost absent in
the high pattern. This is an important observation since NVC

1All results and materials are available on GitHub: github.com/
Shadownox/cogsci-jnmf

response behavior can be discussed as one of the major dif-
ferences between deliberative and heuristic reasoning (Ragni
et al., 2019). Following this interpretation, the patterns would
suggest that conscientious reasoners are less likely to engage
in deliberative reasoning.

The low errors (see Table 1) illustrate the success of the al-
gorithm’s applications with maximums of 0.02 for the com-
mon and 0.005 for the distinct patterns as well as a recon-
struction error of 0.001. This allows us to investigate the pat-
terns with low risk of interpreting random noise induced by
the algorithms initialization.

Additionally, Table 1 contains importance values for the
obtained patterns that were derived from the values of the H
matrices, which represent individual scaling factors for the
patterns in W . The importances were calculated from the sum
of the respective columns in the H matrices normalized by the
total sum of the H matrices. By computing the proportion of
values H contains for the common and distinct patterns, we
can estimate the importance the algorithm attributes to them.
The importances for the high and low patterns in Table 1 ex-
tend this by detailing the importances of the patterns for their
respective personality groups. In general, groups seem to be
very common (above 67% importance for all personality fac-
tors) with differences playing only a minor role. Moreover,
there exist differences between the low and high pattern im-
portances, suggesting that one group is slightly more consis-
tent than the other (e.g., openness with 0.27 and 0.24 for high
and low, respectively).

Furthermore, we can investigate the importance on the
level of single participants. Figure 2 shows the distribution of
the normalized H values for conscientiousness. The distribu-
tion for the common pattern suggests, that most participants
are represented by the common pattern. The left-skewed dis-
tribution for the high and low patterns indicates that the pat-
tern is not important for most participants in the respective
group. However, for some participants the H values are high,
which means that the pattern describes a subgroup of partici-
pants apparent in the respective group. This is to be expected,
as the influence of conscientiousness, although reaching sig-
nificance on a correlational level (Dames et al., in prepara-
tion), should not be strong enough to produce patterns that
are consistent across all participants.
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Figure 1: Heatmap of the patterns in the W matrices result-
ing from applying JNMF to datasets with high and low con-
scientious reasoners. For the 64 syllogisms (rows) and nine
responses (columns), cell colors reflect the weights of the re-
spective response to the pattern. Syllogisms and tasks are
labeled using abbreviations A, I, E, and O for the quantifiers
“All”, “Some”, “No”, and “Some ... not”, respectively, num-
bers reflecting the syllogistic figure, i.e., the order of terms
in the premises (for an overview, see Khemlani & Johnson-
Laird, 2012), as well as “ac” and “ca” representing the order
of terms in the conclusion.
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Figure 2: Illustration of the weights JNMF assigns between
each pattern and reasoner for conscientiousness. Bars denote
the frequencies of pattern values (bin widths of 0.1) in terms
of the number of individuals they are assigned to. Numbers
in the condition titles (high, common, low) denote the total
number of individuals contained in this group.

Connection to Cognitive Theories
In an attempt to ground the obtained results on the theoreti-
cal work from the field of syllogistic reasoning research, we
compute the match between the identified patterns and the
predictions of the most prominent cognitive theories (as re-
ported in Khemlani & Johnson-Laird, 2012). For this, the pre-
dicted conclusions of the cognitive theories were represented
as 64× 9 matrices, i.e., in the same way as the patterns. In
cases where theories predicted multiple conclusions, a value
of 1
|conclusions| was used for the corresponding responses. As

a measure for the congruency we used the cosine similarity
between the pattern and the theory-vector.

Figure 3 shows the results for conscientiousness and open-
ness depicting the congruency between the obtained patterns
with the conclusions predicted by syllogistic theories to illus-
trate their behavioral differences.

For conscientiousness, the radar plot confirms the observa-
tions detailed above, showing that reasoners in the low group
seem more aligned with the inference mechanisms postu-
lated by models inspired by logic principles such as PSYCOP
(Rips, 1994), which assumes formal rule-based inferences.
The pattern for highly conscientious reasoners, on the other
hand, has its highest congruency with the Matching heuristic
(Wetherick & Gilhooly, 1995) representing a classical fast-
and-frugal system 1 heuristic (Evans, 2003) operating only
on structural properties of syllogisms.

Those participants also show a tendency towards congru-
ency with models which do not include NVC in their predic-
tions (e.g., Atmosphere, Matching), which is in line with the
observation from Figure 1.

Overall, the low pattern aligns better with the theories of
syllogistic reasoning indicating a more consistent reasoning
behavior. The high pattern, on the other hand, generally
scores lower, which could be an indicant for more noise in
its pattern. This might limit its ability to be aligned with a
theory’s prediction. Results for openness show the opposite
with the high pattern being more consistent with logical the-
ories and vice versa.

Validation of Pattern Predictions
In a final analysis, we want to make sure that the obtained pat-
terns are indeed able to provide suitable descriptions for the
distinct behavior of the personality factor groups they were
extracted from. To this end, we subject patterns as mod-
els to an evaluation of their predictive performance. We ex-
pect them to be able to better capture their own group than
the other. Note, that by treating patterns as models we do
not expect them to be highly accurate on an absolute scale
since they only reflect their group’s distinct behavior without
considering the much more important common parts of the
group’s reasoning behavior (cf. Table 1). As such, we fo-
cus on an interpretation of the changes in predictive accuries
between the groups.

Figure 4 shows that both personality factors agree in that
the patterns obtained from JNMF truly capture the distinct be-
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Figure 3: Radar plots depicting the match between JNMF
patterns (for reasoners with high and low personality factor
values) and cognitive theories for human syllogistic reasoning
(taken from Khemlani & Johnson-Laird, 2012). Distances to
the center reflect congruencies with the respective theories.

havior for their respective groups (accuracies decrease when
applied to the opposite group). Also, as expected, the com-
mon pattern performs better on an absolute scale than the dis-
tinct models confirming its generally higher importance (cf.
Table 1).

For conscientiousness, as expected, the performance of the
low pattern is more similar to common than to high pattern’s
performance (follows the observations from Figure 1). More-
over, the high group is represented worse by the pattern ex-
tracted from it. This could hint at inconsistent response be-
havior for example due to noise instead of actual systematic
reasoning strategies that could be postulated based on the ob-
servations from Figure 3.

In comparison to conscientiousness, openness exhibits in-
verse results. Overall, the differences in performances be-
tween the data groups are much smaller than for conscien-
tiousness, which suggest an overall lower significance of the
patterns.

General Discussion
In this article we proposed the use of matrix factorization for
the explorative analysis of behavioral data from cognitive sci-
ence and demonstrated its application to the domain of syllo-
gistic reasoning. Matrix factorization is a valuable method for
the development of intuition with successful applications to a
wide variety of domains (see Liu et al., 2006). Joint nonnega-
tive Matrix Factorization (JNMF; Kim et al., 2015), a recently
introduced extension to standard Nonnegative Matrix Factor-
ization (NMF), allows for the decomposition X ≈WHT for
two datasets X1 and X2 simultaneously. As its output, the
method produces two sets of W and H matrices representing
the common and distinct patterns in the group. For behav-
ioral data, this allows for the detailed contrasting of different
groups of individuals.

Applied to syllogistic reasoning data and additional infor-
mation about big five personality factors, JNMF allowed us to
obtain patterns representing the common and distinct behav-
iors between groups of different personalities (high vs. low
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Figure 4: Evaluation of the obtained patterns in terms of their
predictive performance (high, common, and low model). Pat-
terns are expected to score higher on their respective groups
of reasoners (high vs. low personality factors) and lower than
common due to their limited importance (cf. Table 1).

values for conscientiousness and openness). Overall, JNMF
managed to reliably represent the data in terms of its resulting
W and H matrices. Our results were in line with our previous
findings (conscientiousness is the most influential factor), but,
crucially, allowed for a more in-depth analysis of the differ-
ences between groups by detailing the distinct reasoning pat-
terns. By interpreting the scoring weights for the identified
patterns contained in the H matrix, we were able to deduce
their importances. Moreover, comparing the patterns to the
conclusion predictions of cognitive theories, we were able to
provide a method allowing for grounding results on the theo-
retical insight in the field. Finally, we presented a method for
validating the distinctiveness of the patterns by interpreting
them as predictive models, thereby making them accessible
for statistical testing.

Although JNMF achieved promising results already, the
proposed method still offers much potential for improvement.
Domain-specific regularization of the factorization and spar-
sity constraints could help to reduce the complexity of the
method while providing more precise patterns. Additionally,
future work could focus on finding possibilities to disentangle
the different behavioral strategies contained in the data by de-
termining optimal values for kc and kd . In sum, JNMF proved
to be a promising and reliable tool to identify different be-
havioral patterns. Importantly, this method adds to typically
performed statistical predictor analyses (e.g., regressions) as
the contrasting allows for a deeper understanding of the data.
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