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ABSTRACT
High temperature solids and liquids are becoming increasingly important in next-generation energy and manufacturing systems that seek
higher efficiencies and lower emissions. Accurate measurements of thermal conductivity at high temperatures are required for the modeling
and design of these systems, but commonly employed time-domain measurements can have errors from convection, corrosion, and ambient
temperature fluctuations. Here, we describe the development of a frequency-domain hot-wire technique capable of accurately measuring the
thermal conductivity of solid and molten compounds from room temperature up to 800 ○C. By operating in the frequency-domain, we can
lock into the harmonic thermal response of the material and reject the influence of ambient temperature fluctuations, and we can keep the
probed volume below 1 μl to minimize convection. The design of the microfabricated hot-wire sensor, electrical systems, and insulating wire
coating to protect against corrosion is covered in detail. Furthermore, we discuss the development of a full three-dimensional multilayer
thermal model that accounts for both radial conduction into the sample and axial conduction along the wire and the effect of wire coatings.
The 3D, multilayer model facilitates the measurement of small sample volumes important for material development. A sensitivity analysis
and an error propagation calculation of the frequency-domain thermal model are performed to demonstrate what factors are most important
for thermal conductivity measurements. Finally, we show thermal conductivity measurements including model data fitting on gas (argon),
solid (sulfur), and molten substances over a range of temperatures.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5138915., s

I. INTRODUCTION

The designs of next-generation energy and manufacturing sys-
tems increasingly rely on operation at high temperature for both the
high efficiencies and energy densities inherent in higher quality heat
sources. It is necessary in many system designs to both transport
and store the captured heat using liquids or more accurately, molten
compounds or melts. For efficient operation and cost control,
the intrinsic heat transfer properties of these materials and melts
must be accounted for in the overall design of high temperature
systems.1

Potential next-generation concentrated solar power plants have
various designs including harnessing heated falling solid particles,
molten salts, or compressed gases to operate above 600 ○C.2 These
higher temperatures allow the use of the supercritical CO2 Bray-
ton cycle3,4 that has a higher electricity generation efficiency and
smaller system size relative to that of a steam system, all at 1/10th
of the cost. In addition to solar thermal power, advanced nuclear
reactors are also being designed to utilize molten salts5,6 and molten
metals7 as heat transfer fluids. The thermal properties of solid par-
ticles, molten salts, molten metals, and compressed gases at ele-
vated temperatures will be critical in the design of next-generation
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energy sources. Enhancing the thermal conductivity of these high
temperature heat transfer and thermal storage materials would fur-
ther increase the power output of high temperature systems. Intro-
ducing nanosized particles into fluids to create nanofluids has been
an attractive way to significantly increase thermal conductivity,8–11

but there is still controversy over the mechanism of increased ther-
mal conductivity as well as the practicality of nanofluids. Addi-
tionally, next-generation additive manufacturing of functional parts
from powders using laser-based cladding and melting is also depen-
dent on the high temperature properties of the precursor powders
and melt pool. The heating rate, temperature profile, and solidi-
fication rate of additively manufactured parts, which are dictated
by their high temperature thermal transport properties, determine
the final microstructure and mechanical properties of the produced
components.12,13 Thus, accurate material thermal properties at high-
temperature conditions and in various extreme material environ-
ments are important for numerous next-generation energy systems
and manufacturing schemes.

One of the most widely used and long-held techniques to
measure the thermal conductivity of gases, liquids, powders, and
molten materials is transient hot-wire.14,15 In this technique, the
time-dependent temperature rise in a thin suspended metallic wire
due to a step-change in voltage or current is measured and related to
the thermal conductivity of the material surrounding that wire.16–24

For simplicity, data analysis in most studies uses a linear relation
between temperature rise and thermal conductivity arising from
Fourier’s law, assuming an infinitely long heat source with no ther-
mal mass. This assumption, however, only approximates experimen-
tal results for a short time interval, given a careful experimental setup
outside of which additional thermal losses must be accounted for in
order to obtain accurate results, significantly complicating the ther-
mal analysis.25 In a real experiment, the measured temperature rise
is affected at short times by the heat capacity of the heating wire itself
and at longer times by the axial conduction along the wire (end-
effects)25,26 and convection in the surrounding fluid. To achieve lin-
ear temperature rises, experimental setups use long heating wires
(often >1 m) to reduce temperature non-uniformity along the wire,
large containment vessels to approximate semi-infinite surrounding
fluid volumes, and short measurement time windows, usually only
using data between 0.1 s and 1 s after applying heating current, to
exclude self-heating and convection. In practice, the linear region
used for data fitting is only identified by inspection27 after the exper-
iment is concluded, and deviation from linearity is assumed to be
due to self-heating (short times, <0.1 s) and fluid convection or con-
duction through the container walls (longer times, >1 s).28,29 Anal-
ysis providing the clear range and time bounds of this linear region
requires either prerequisite knowledge of the thermal properties of
the materials present in the experiment25 or using a numerical algo-
rithm to identify the linear range in the data without physical rea-
soning.30,31 Time-domain thermal measurements are also unfortu-
nately susceptible to noise and temperature errors originating from
the ambient thermal environment, requiring carefully insulated and
shielded experimental setups.

The development of frequency-domain thermal measurements,
particularly the 3-omega (3ω) method,32 has proven useful for
removing such errors and obtaining very accurate thermal mea-
surement properties of solids over wide temperature ranges. In the
3ω technique, temperature fluctuations of a long, thin Joule heated

metal strip deposited on the sample surface are related to the heat
flux dissipated in the sample.33–36 Using an AC current (at 1ω fre-
quency, Iω) to heat the metal strip induces resistance fluctuations
at a second harmonic (2ω) and voltage fluctuations at a third har-
monic (3ω, V3ω). The temperature fluctuations are then calculated
via the temperature coefficient of resistance (TCR, dT/dR) of the
heater element,

T̃2ω,avg = −2
V3ω

Iω
(dT
dR
). (1)

Operating thermal measurements in the frequency-domain offers
many advantages over the time-domain, including reduction of
1/f noise while measuring higher frequency signals, reduction of
thermally probed volumes, and rejection of ambient temperature
gradients or fluctuations.

The 3ω method has primarily been used for characterizing solid
materials although earlier specific heat spectroscopy studies37–39

have shown the promise of frequency-domain techniques for inves-
tigating the properties of liquids and phase changes. More recent
work has been done to extend 3ω method to liquids40–42 and soft
materials;43 however, they still retain the basic geometry of the pla-
nar 3ω method that includes parasitic heat flux through the support-
ing substrate that usually has much higher thermal conductivity than
the liquid or soft material being studied. In order to ensure as much
of the generated heat flux propagates through the liquid sample, wire
geometries immersed or embedded in the sample are ideal, limiting
the parasitic conduction pathways to the wire axis itself. Such wire-
like 3ω heater geometries have been used to study the wire itself,44

gases and liquids,45–52 as well as hybrid geometries such as metal-film
coated glass wires.53,54 Early 3ω hot-wire measurements, however,
have been considered unreliable by transient hot-wire standards,55

but this largely stems from over-simplified heat-transfer analysis for
wire geometries in early frequency-domain hot-wire experiments,
which did not take into account radial and axial heat conduction
or the thermal mass of the heating wire.

In this work, we detail the design of a 3ω hot-wire sensor and
thermal model to measure the thermal conductivity of gaseous, liq-
uid, and solid phases of materials over extended temperature ranges.
The sensor operates in the frequency-domain to reduce ambient
thermal and 1/f noise and limit the thermally probed volume (<1 μl)
to enable small sample batches and reduce convection effects. In
addition, the sensor is designed to survive and operate at high tem-
peratures (up to 800 ○C) and in chemically harsh or corrosive envi-
ronments (with the use of protective coatings when necessary). Next,
we discuss the heat transfer analysis for a hot-wire in the frequency-
domain starting from an infinitely long wire and extend this analysis
to a full three-dimensional solution including axial conduction and
thermal impedance due to surface coatings as well as appropriate use
conditions. Finally, we show the experimental results on argon, sili-
cone oil, ethanol, methanol, and water at room temperature as well
as temperature-dependent measurements on sulfur through solid–
solid and solid–liquid phase transitions, including analysis of error
sources and propagation.

II. EXPERIMENTAL SETUP AND DESIGN
The 3ω hot-wire sensor developed for this work [Fig. 1(a)] was

designed to meet the following criteria: (1) be relatively simple to
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FIG. 1. (a) Sensor chip and sample measurement diagram, (b) fabricated hot-wire sensor on the chip, and (c) 3ω measurement electronics.

fabricate for mass production, (2) be able to measure small sample
volumes (∼5 ml) to enable rapid testing of small batch products,
(3) be high-temperature (1000 K) compatible, and (4) be capable
of measuring corrosive/reactive compounds. For criteria (1), the
sensor was designed such that the parts could be mass manufac-
tured with minimal material components to reduce possible reac-
tions with sample materials. First, electrically insulating alumina
(Al2O3) ceramic substrates were laser machined to specific dimen-
sions [Fig. 1(b)], leaving a 5 mm wide gap open for the suspended
hot-wire with extended prongs, allowing the sensor to rest on the
bottom of the sample container. Pt electrical leads (∼1 μm thick)
were then sputtered onto alumina substrates with a thin Ti adhe-
sion layer. 25 μm diameter Pt wire is then spot-welded to the Pt leads
such that it is suspended between the two substrate prongs across the
5 mm spacing. Pt wire was chosen for its combination of electrical
resistivity and temperature-coefficient-of-resistance (TCR), which
results in Pt having a high dR/dT compared to other metal wires
(gold, silver, copper, aluminum, and tungsten). This makes Pt an
ideal metallic wire material for short hot-wires. Finally, the sensor
can be coated with an alumina film, either by CVD or ALD, to pro-
vide extra corrosion resistance and electrical insulation if needed
for the sample being measured. This fabrication process is batch
manufacturable and can be automated for sensor uniformity, while
additionally allowing sensors to be disposable. Because this design
uses only Al2O3, Ti (for the thin adhesion layer), and Pt and each
sensor is annealed in a high-temperature furnace at 1200 K for 2 h
prior to use for testing, the entire sensor can survive temperatures
in excess of 1000 K. These materials also enable the sensors to oper-
ate in chemically harsh or corrosive environments although the use
of protective alumina coatings (or other materials depending on
chemistries involved) may be necessary as even Pt will react with
some elements at high temperature.

For sample testing, the sensor is immersed within the sample
in an alumina crucible [Fig. 1(a)]. The sensor is simply dipped into
a liquid sample. Samples that are solids at room temperature can be
measured by pouring powder or granular samples over the sensor.
To measure fully dense solids at room-temperature, the sensor can

be lowered into the sample after it has been heated above its melt-
ing point and then carefully cooled to solidify the sample around
the wire and avoid breaking the thin platinum wire. The sensor and
sample, all in the crucible, are placed inside a high-temperature fur-
nace, which is then successively purged with argon gas to reduce the
oxygen content before heating the sample. Tests can be performed
in argon atmosphere or under light vacuum conditions.

The 3ω measurement is performed using the circuit shown in
Fig. 1(c), where AC current (I1ω) is passed through the hot-wire, to
heat the metal wire, and through a ballast resistor. Instrumentation
amplifiers (AD524) measure the voltage drop across both the sensor
and ballast resistors, and a multiplying DAC (AD75341) matches the
ballast resistor voltage to the voltage across the sensor. By matching
the ballast voltage to that of the sensor, spurious 3ω signals can be
removed from the measurement, greatly increasing the 3ω signal-to-
noise ratio. A lock-in amplifier (SR830) is then used to measure the
third harmonic (V3ω) of the voltage difference between the sensor
and ballast resistors.

In previous 3ω hot-wire experiments,45 only experimental data
over truncated frequency ranges (after undergoing a transformation
procedure) were used for fitting thermal conductivity in order to
use linear fits with a simplified analytical model. For the short hot-
wire lengths used in our sensors, however, it is difficult to decouple
the effect of the thermal properties (thermal conductivity and heat
capacity) of the wire and sample. Therefore, all measurements herein
are performed over a frequency range of 1–1000 Hz, and no data
are truncated. We use all data from this frequency range to fit to
thermal models, detailed in Sec. III, and verify that the finite wire
length model satisfactorily fits the data. It is important to note that
fitting the models to measurements is very sensitive to the length of
the hot-wire, and therefore, great care in measuring the length must
be taken. We find that calculating the length from the four-point
resistance of the wire, compared to a measured resistance-per-length
from longer sections of the same wire as that used in the sensor, pro-
vides the most accurate wire length. Measurements were not done
at frequencies lower than 1 Hz due to the very long stabilization
times needed45 or for frequencies above 1000 Hz because of the
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near-zero temperature rise. Heating currents (I1ω) of 80–100 mA
were used for liquids to generate enough temperature rise (T̃2ω,avg)
for a good signal-to-noise ratio due to the low hot-wire electrical
resistance (∼1.3 Ω), whereas only 30 mA was used for gases to limit
the temperature rise to approximately the same observed for mea-
surements in liquids. Thermal conductivity of the measured sample
was then found by fitting the data with the finite-length model using
least-squares. Uncertainties in other measured variables (wire diam-
eter, length, thermal properties, and sample heat capacity) were used
to find propagated error in the measurement for the fit thermal
conductivity.

III. HOT-WIRE HEAT TRANSFER ANALYSIS
IN THE FREQUENCY-DOMAIN

To solve for the temperature distribution in the hot-wire mea-
surement, we consider a suspended cylindrical wire of radius r0 and
length L = 2l surrounded by a thermally conductive medium that
extends very far away from the wire. This geometry is composed of
two volumes with thermal conductivity, κN , density, ρN , and heat
capacity,CN : the suspended wire and the surrounding sample media,
each denoted by the subscripts N = 0 and N = 1, respectively. The
governing heat equation must account for heat conduction into the
sample media (radial direction r) and along the conductive wire
toward its anchor points (axial direction z),

∂2TN

∂r2 +
1
r
∂TN

∂r
+
∂2TN

∂z2 +
P′′′N
κN
− ρNCN

κN
∂TN

∂t
= 0. (2)

Assuming that the heat generated in the hot-wire is periodic and
allowed to settle such that steady-state temperature oscillations are
being measured, the temperature and heating power can be written
in terms of sinusoids as TN(r, z, t) = T̃N(r, z)ei2ωt and P′′′N = P̃′′′N ei2ωt ,

respectively, where the volumetric power dissipated in each region
N is the P̃′′′0 = P̃0/πr2

0L and P̃′′′N≠0 = 0 with P̃0 = I2
ωR. Here, ω is

the angular frequency of the AC heating current, with root-mean-
square (rms) amplitude Iω, applied to the metal hot-wire, with elec-
trical resistance R, and the resulting temperature oscillations due
to Joule heating in the wire occur at frequency 2ω. The heat equa-
tion [Eq. (2)] can then be rewritten in terms of the temperature and
power oscillation amplitudes,

∂2T̃N

∂r2 +
1
r
∂T̃N

∂r
+
∂2T̃N

∂z2 +
P̃′′′N
κN
− i2ωρNCN

κN
T̃N = 0. (3)

Since the penetration depth of the temperature oscillations is much
shorter than the extent of the surrounding sample media, we can
assume that the sample is semi-infinite and the temperature at dis-
tances very far away from the wire (r→∞) is ambient. Furthermore,
the wire is thermally anchored at its ends (z = 0, 2l) to electrical
connections that act as heat sinks. The radial and axial boundary
conditions taking symmetry into account are

∂T̃0

∂r
∣
r=0
= T̃2∣r→∞ =

∂T̃N

∂z
∣
z=l
= T̃N ∣z=0

= 0. (4)

At the interface between each volume region, N, heat flux and tem-
perature continuity must exist with the possibility of a finite non-
zero discontinuity due to the interfacial thermal contact resistance,
RN ,N+1, between adjacent layers N and N + 1,

−κN
∂T̃N

∂r
∣
rN

= −κN+1
∂T̃N+1

∂r
∣
rN

= 1
RN,N+1

[ T̃N ∣rN − T̃N+1∣rN ]. (5)

From this point, three common hot-wire geometry scenarios can
be examined: Case 1 is the simplest where the un-coated wire is
assumed to be of infinite length and axial heat loss is neglected, and
this has almost always been assumed in previous work [Fig. 2(a)];

FIG. 2. Hot-wire models for (a) infinite and (b) finite length
(L) wire cases including coating layer (coating thickness d)
and radial (r) and axial (z) boundary conditions.
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case 2 includes axial heat loss through the wire such that the finite
length of the hot-wire itself is taken into account; and case 3 adds an
electrically insulating coating of finite thickness to the hot-wire, sep-
arating it from the surrounding sample material, but also includes
axial heat losses [Fig. 2(b)]. Analytical solutions for each of these
cases are developed and discussed in Secs. III A–III C.

A. Case 1: Neglecting axial conduction (infinitely long
wire)

In the simplest case, axial conduction in Eq. (3) is ignored such
that the wire is essentially of infinite length and the temperature
along the wire is constant (∂2T̃N/∂z2 = 0), equivalent to Fig. 2(a)
but without the wire coating (d = 0). With only the radial bound-
ary conditions in Eq. (4) considered, the solution to this Bessel type
equation is

T̃N(r) = ANI0(qNr) + BNK0(qNr) + ( P̃′′′N
κNq2

N
), (6)

where Ij(x) and K j(x) are the j-th order modified Bessel functions of
the first and second kind, respectively, and the radial thermal wave-
vector is

qN =
√

i2ωρNCN

κN
(7)

of which the inverse is the radial thermal penetration depth,
|qN | = 1/Δp ,N . Therefore, the temperature rise decreases as the fre-
quency of the heating current, ω, increases due to the reduced Δp ,N ,
eventually being completely damped out (zero temperature rise).
Conversely, as the frequency is lowered, the thermal penetration
depth into the sample continuously increases.

Applying the radial boundary conditions from Eq. (4) leads to
the following temperature profile solutions in the wire (N = 0) and
sample (N = 1):

T̃N(r) =
⎧⎪⎪⎨⎪⎪⎩

T̃0(r) = A0I0(q0r) + P̃0
πr2

0Lκ0q2
0

0 ≤ r ≤ r0

T̃1(r) = B1K0(q1r) r ≥ r0.
(8)

After applying the interface conditions, we have a linear system of
equations that can be solved yielding

A0 =
−P̃0

πr2
0Lκ0q2

0

⎡⎢⎢⎢⎢⎢⎣

1

κ0q0I1(q0r0)( 1
κ1q1

K0(q1r0)
K1(q1r0) + R0,1) + I0(q0r0)

⎤⎥⎥⎥⎥⎥⎦
,

(9a)

B1 =
P̃0

πr2
0Lκ0q2

0

⎡⎢⎢⎢⎢⎢⎣

1

κ1q1K1(q1r0)( 1
κ0q0

I0(q0r0)
I1(q0r0) + R0,1) + K0(q1r0)

⎤⎥⎥⎥⎥⎥⎦
,

(9b)

A1 = B0 = 0. (9c)

The average temperature oscillation of the wire is then

T̃2ω,avg =
1
r0
∫

r0

0
T̃0(r)dr =

1
r0
∫

r0

0
A0I0(q0r)dr +

P̃0

πr2
0Lκ0q2

0
. (10)

The integration of I0(q0r) over the wire radius can be expressed as a
series expansion for small values of r [which in our case is O(10−6)]
and dropping all but the lowest order term,

∫
r0

0
A0I0(q0r)dr ≈ A0[r +

q2
0r

3

12
+
q4

0r
5

320
+ O(r7)]

r0

0
≈ A0r0. (11)

The rms temperature oscillation of the infinitely long hot-wire at 2ω
is then

T̃2ω,avg ≅
P̃0

πr2
0Lκ0q2

0

×
⎡⎢⎢⎢⎢⎢⎣
1 − 1

κ0q0I1(q0r0)( 1
κ1q1

K0(q1r0)
K1(q1r0) + R0,1) + I0(q0r0)

⎤⎥⎥⎥⎥⎥⎦
. (12)

If the same simplifying assumptions from transient hot-wire are
used (negligible wire heat capacity), Eq. (12) reduces to the line-
source solution form

T̃2ω,line ≅
P̃0

2πr0L
[ 1
κ1q1

K0(q1r0)
K1(q1r0)

+ R0,1]. (13)

Equations (12) and (13) converge for low frequencies that satisfy the
condition

ω≪ ( 4
πr2

0
)( κ1

ρ0C0
). (14)

While it is tempting to use the line-source solution, in practical
terms, this requires measurements to be performed at very low fre-
quencies or for very small diameter heating wires to be used. The low
frequencies necessary for Eq. (13) when using heating wire diame-
ters of ∼10 μm would require very long measurement times (possi-
bly hours to days),45 far too long for useful measurements. On the
other hand, practical measurement frequency ranges can be attained
if heating wire diameters are on the scale of ∼10 to 100 nm. Such
small diameters, however, lead to very delicate devices that may have
difficulty operating in harsh or corrosive chemical environments
inherent to many materials of interest.

The line-source solution [Eq. (13)] was initially proposed to
analyze early frequency dependent hot-wire experiments due to a
desired simple analysis and assumption that the simplifications used
in time-domain hot-wire could also apply.56,57 More recently, the
infinite length solution [Eq. (12)] has been used for the majority
of data fitting in the literature; however, there are often deviations
from the experimental results at lower frequencies.45 Line-source
and infinite length hot-wire solution curves are shown in Fig. 3 com-
pared to experimental results for a hot-wire in argon atmosphere.
This clearly shows the deviation between the experiment and the
infinitely long wire model at low frequencies, which is particularly
pronounced in the out-of-phase component [Y, Im(T̃2ω,avg)] of the
solution compared to the in-phase component [X, Re(T̃2ω,avg)], and
it is due to the finite length of the suspended heating wires used in the
experiments. The line-source solution, however, never approaches
the experimental results since it does not include the strong damp-
ing effect of the wire heat capacity. In Sec. III B, we detail an ana-
lytical solution that accounts for this finite length in the thermal
model.
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FIG. 3. Various modeled (solid and dashed lines) vs experimental (green squares)
frequency-dependent temperature rise for a hot-wire sensor (6 mm long, 25 μm
diameter Pt wire) in argon. Modeled solutions used hot-wire geometry and thermal
properties of argon as inputs with no fitting. Modeled and experimental in-phase
[X, Re(T̃2ω,avg)] and out-of-phase [Y, Im(T̃2ω,avg)] temperature components are
shown with the finite length wire solution showing the best agreement with the
experimental results.

B. Case 2: Including axial conduction (finite length
wire)

In any real hot-wire experiment, the wire will be of finite length,
and in some experimental situations, short length wires are neces-
sary due to the small volumes of sample materials available. The
geometry and boundary conditions of case 2 are shown in Fig. 2(b)
but with no coating thickness, d = 0. Note the assumption that the
temperature rise at the ends of the wire is negligible and valid for
all cases in this work where the conductance to the substrate is large
compared to that of the wire. The validity of the assumption may
need to be re-evaluated in cases when thermal conductivity of the
sample is comparable to that of the substrate, which could occur in
molten metal samples.

Any solution to the heat equation in this case is complicated by
the fact that we must solve a partial differential equation in a two-
dimensional (2-D) cylindrical coordinate system. To simplify and
analytically solve Eq. (3), we can separate the temperature function,
T̃N(r, z), into radial, r, and axial, z, components via a finite Fourier
transform due to the finite region over which the z-dimension is
considered. Here, the transformed temperature, τN , is

τN(n, r) = ∫
l

0
Ke(n, z)T̃N(r, z)dz, (15)

where the inverse transform is

T̃N(r, z) =
∞
∑
n=1

Ke(n, z)τN(n, r). (16)

The kernel function58 for the Dirichlet-type axial boundary condi-
tions specified in Eq. (4) is

Ke(n, z) =
√

2
l

sin(λnz), (17)

and the z-dimension Fourier transform variable is

λn =
π(2n − 1)

2l
, (18)

where n= 1, 2, 3, etc. The transformed heat equation, now depending
on only the radial dimension, is

∂2τN
∂r2 +

1
r
∂τN
∂r
− φ2

NτN +

√
2
l
( P̃′′′N
κNλn

) = 0, (19)

where

φN =
√

λ2
n +

i2ωρNCN

κN
=
√

λ2
n + q2

N , (20)

and the solution to Eq. (18) is

τN(n, r) = A′NI0(φNr) + B′NK0(φNr) +

√
2
l
( P̃′′′N
κNλnφ2

N
). (21)

The wave-vector in this case, φN , is more complicated than that of
case 1 and has both radial thermal wave-vector, qN , and axial spatial
wave-vector, λn, components.

After transforming and applying the radial boundary condi-
tions from Eq. (4), the transformed temperature distributions for the
wire and sample volumes are

τN(n, r) =
⎧⎪⎪⎨⎪⎪⎩

τ0(n, r) = A′0I0(φ0r) +
√

2
l (

P̃0
πr2

0Lκ0λnφ2
0
) 0 ≤ r ≤ r0

τ1(n, r) = B′1K0(φ1r) r ≥ r0.

(22)

At each layer interface, the same previous heat flux and temperature
continuity conditions must hold [Eq. (5)], which results in a linear
system of equations that can be solved to yield

A′0 = −
√

2
l
( P̃0

πr2
0Lκ0λnφ2

0
)

×
⎡⎢⎢⎢⎢⎢⎣

1

κ0φ0I1(φ0r0)( 1
κ1φ1

K0(φ1r0)
K1(φ1r0) + R0,1) + I0(φ0r0)

⎤⎥⎥⎥⎥⎥⎦
, (23a)

B′1 =
√

2
l
( P̃0

πr2
0Lκ0λnφ2

0
)

×
⎡⎢⎢⎢⎢⎢⎣

1

κ1φ1K1(φ1r0)( 1
κ0φ0

I0(φ0r0)
I1(φ0r0) + R0,1) + K0(φ1r0)

⎤⎥⎥⎥⎥⎥⎦
, (23b)

A′1 = B′0 = 0. (23c)

The steady-state temperature oscillations can then be recovered
using the inverse transform [Eq. (16)].
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To find the average temperature rise of the hot-wire, which
is the quantity measured via the voltage difference across the sus-
pended wire length, we apply the reverse transform to recover
T̃0(r, z) and average over the length and radius of the wire element,

T̃2ω,avg =
1
r0
∫

r0

0

1
l ∫

l

0
T̃0(r, z)dzdr

= 1
r0
∫

r0

0

1
l ∫

l

0

∞
∑
n=1

Ke(n, z) ⋅ τ0(n, r)dzdr

=
∞
∑
n=1
[1
l ∫

l

0
Ke(n, z)dz]

⎡⎢⎢⎢⎢⎣

1
r0
∫

r0

0
A′0I0(φ0r)dr

+

√
2
l
( P̃0

πr2
0Lκ0λnφ2

0
)
⎤⎥⎥⎥⎥⎦

. (24)

Integrating the kernel function over the wire half-length, l, leads to

∫
l

0
Ke(n, z)dz = ∫

l

0

√
2
l

sin(λnz)dz =
√

2
l
( 1
λn
), (25)

and integration of I0(φ0r) over the wire radius can be approxi-
mated, as in Eq. (11). The average measured rms temperature of the
modularly heated finite-length wire is

T̃2ω,avg ≅
∞
∑
n=1

8P̃0

πr2
0L3κ0λ2

nφ2
0

×
⎡⎢⎢⎢⎢⎢⎣

1 − 1

κ0φ0I1(φ0r0)( 1
κ1φ1

K0(φ1r0)
K1(φ1r0) + R0,1) + I0(φ0r0)

⎤⎥⎥⎥⎥⎥⎦
.

(26)

At first glance, this solution appears similar in form to that of
the infinite length hot-wire considered in case 1 [Eq. (12)]. Closer
inspection, however, shows that the spatial wave-vector, λn, signifi-
cantly modifies the finite length wire temperature rise at lower fre-
quencies, as observed in Fig. 3. Since qN ∝ ω, the temperature rise
is still dampened as the frequency increases due to shortening of the
thermal penetration depth. Meanwhile, λn ∝ L−1 induces an upper
limit to the temperature rise even as ω decreases because the thermal
penetration depth becomes limited by the length of the wire itself
(terminating at the thermal reservoirs at the wire endpoints). This
behavior very accurately captures the shape of the argon experimen-
tal data (experiment in Fig. 3), and in particular, the out-of-phase
[Y, Im(T̃2ω,avg)] component of the model very accurately matches
the experimental data. Of important note is how close the in-phase
[X, Re(T̃2ω,avg)] curves for the infinite and finite length solutions
[Eqs. (12) and (26), respectively] are to one another above 1 Hz. For
this reason, it is important to use out-of-phase experimental data to
fit to the thermal model or else incorrect thermal properties may be
calculated.

C. Case 3: Finite length hot-wire with insulating
coating (3-layer)

For the last case, we solve for the temperature distribution
within a suspended cylindrical wire of radius r0 and length L = 2l
with an electrically insulating coating of thickness d = r1 − r0 and
surrounded by a semi-infinite thermally conductivity medium that

extends very far away from the wire (r → ∞). This system is com-
posed of three layers: the wire (N = 0), the coating (N = 1), and the
surrounding sample (N = 2), shown in Fig. 2(b). Applying boundary
conditions from case 2 results in

τN(n, r) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

τ0(n, r) = Ac,0I0(φ0r) +
√

2
l (

P̃0
πr2

0Lκ0λnφ2
0
) 0 ≤ r ≤ r0

τ1(n, r) = Ac,1I0(φ1r) + Bc,1K0(φ1r) r0 ≤ r ≤ r1

τ2(n, r) = Bc,2K0(φ2r) r ≥ r1.

(27)

At each layer interface, heat flux and temperature continuity con-
ditions must hold and include possible wire-coating and coating-
sample interfacial thermal resistances, R0,1 and R1,2, respectively.
This results in a linear system of equations that can be solved to find

Ac,0 =
√

2
l
( P̃0

πr2
0Lκ0λnφ2

0
)(κ1φ1

κ0φ0
)( 1

αδ − γβ)

×[βI1(φ1r0) − αK1(φ1r0)
I1(φ0r0)

], (28a)

Ac,1 =
√

2
l
( P̃0

πr2
0Lκ0λnφ2

0
)( β

αδ − γβ), (28b)

Bc,1 =
√

2
l
( P̃0

πr2
0Lκ0λnφ2

0
)( α

αδ − γβ), (28c)

Bc,2 = −
√

2
l
( P̃0

πr2
0Lκ0λnφ2

0
)(κ1φ1

κ0φ0
)( 1

αδ − γβ)

×[βI1(φ1r1) − αK1(φ1r1)
K1(φ2r1)

], (28d)

where

α = κ1φ1I1(φ1r1)(
1

κ2φ2

K0(φ2r1)
K1(φ2r1)

+ R1,2) + I0(φ1r1), (29a)

β = κ1φ1K1(φ1r1)(
1

κ2φ2

K0(φ2r1)
K1(φ2r1)

+ R1,2) − K0(φ1r1), (29b)

δ = κ1φ1K1(φ1r0)(
1

κ0φ0

I0(φ0r0)
I1(φ0r0)

+ R0,1) + K0(φ1r0), (29c)

γ = κ1φ1I1(φ1r0)(
1

κ0φ0

I0(φ0r0)
I1(φ0r0)

+ R0,1) − I0(φ1r0). (29d)

The steady-state temperature oscillations can then be found using
the inverse transform [Eq. (16)]. To find the average temperature
of the wire, which is what is measured using the voltage difference
across the wire length, we integrate over the length and radius, as in
Eqs. (11), (24), and (25). The average measured temperature of the
modularly heated wire is then

T̃2ω,avg ≅
∞
∑
n=1

8P̃0

πr2
0L3κ0λ2

nφ2
0
{1 + (κ1φ1

κ0φ0
)( 1

αδ − γβ)

×[βI1(φ1r0) − αK1(φ1r0)
I1(φ0r0)

]}. (30)
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We can simplify this case by assuming that the coating on the wire
acts as a purely thermally resistive element (d/κ1), which becomes

T̃2ω,avg ≅
∞
∑
n=1

8P̃0

πr2
0L3κ0λ2

nφ2
0

×
⎡⎢⎢⎢⎢⎣

1 − 1

κ0φ0I1(φ0r0)( 1
κ2φ2

K0(φ2 r0)
K1(φ2 r0)

+R0,1+ d
κ1

+R1,2)+I0(φ0r0)

⎤⎥⎥⎥⎥⎦
(31)

and closely resembles the case 2 solution [Eq. (26)] but includes
additional thermal resistance terms, d/κ1 and R1,2. The φ2 term in
Eq. (31) is equivalent to φ1 in Eq. (26), both representing the thermal
properties of the sample volume.

IV. MODEL COMPARISON
The solutions for cases 1, 2, and 3 add increasing complexity

as more details are considered but allow the models to more accu-
rately capture the physical behavior of the experiment. Importantly,
this also exposes how simplifying assumptions and neglecting cer-
tain terms can lead to deviations in the models from reality. Most
significant are assuming infinite length (case 1 vs case 2, shown in
Fig. 4), neglecting a coating layer (case 2 vs case 3, shown in Fig. 5),
and neglecting the interfacial thermal resistance [assuming R0,1 in
Eq. (26) of case 2 is negligible, shown in Fig. 6]. For each compari-
son, we can see the frequency-dependent temperature rise deviation
in the in-phase and out-of-phase solution components when con-
sidering three different material cases: gas (κ = 0.01 W m−1 K−1 and

ρC = 1 × 103 J m−3 K−1), liquid (κ = 0.1 W m−1 K−1 and ρC = 3
× 106 J m−3 K−1), and low thermal conductivity solid (κ = 1
W m−1 K−1, ρC = 3 × 106 J m−3 K−1).

Making the infinite length approximation is very attractive for
hot-wire setups where the aspect ratio of the wire, r0/L, is very small.
This would lead to φN → qN in Eq. (26) and ∑∞n=1 8(Lλnφ0)−2 →
8(πq0)−2 ∞∑

n=1
(2n − 1)−2 = (q0)−2, which results in Eq. (26) converg-

ing to Eq. (12). However, as seen in the literature,45 this assump-
tion may not be valid over the entire observed frequency range. In
Fig. 4, we show the deviation in the temperature rise calculated using
Eqs. (12) and (26) as a function of hot-wire length for the 1–1000 Hz
frequency range considered in this study (using a 25 μm diameter Pt
wire). As the thermal conductivity of the sample increases, shorter
length wires exhibit less deviation from the infinite length solution
due to the larger heat conduction from the wire surface compared
to axial conduction. However, to achieve a temperature deviation
less than 1% across the entire frequency spectrum, the wire needs to
be longer than 100 mm. Interestingly, we observe that the in-phase
deviation exhibits a locus frequency for which the deviation is zero
and is positive for lower frequencies and negative for those higher.
The out-of-phase deviation on the other-hand is positive over the
entire frequency range and monotonically decreases with an increase
in frequency.

When considering a coating layer, the deviation between
Eq. (26) (no coating) and (30) (with coating) is shown in Fig. 5,
assuming 5 mm wire length. In this case, we assume the coating is an

FIG. 4. Deviation in in-phase and out-of-phase temperature rise from using the infinite length model [Eq. (12)] as opposed to the finite length model [Eq. (26)] for [(a) and (d)]
a typical gas (κ = 0.01 W m−1 K−1 and ρC = 1 × 103 J m−3 K−1), [(b) and (e)] liquid/polymer (κ = 0.1 W m−1 K−1 and ρC = 3 × 106 J m−3 K−1), and [(c) and (f)] low
thermal conductivity amorphous solid (κ = 1 W m−1 K−1 and ρC = 3 × 106 J m−3 K−1).
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FIG. 5. Deviation in in-phase and out-of-phase temperature rise from neglecting coating thermal effects in Eq. (30) for [(a) and (d)] a typical gas (κ = 0.01 W m−1 K−1 and
ρC = 1 × 103 J m−3 K−1), [(b) and (e)] liquid/polymer (κ = 0.1 W m−1 K−1 and ρC = 3 × 106 J m−3 K−1), and [(c) and (f)] low thermal conductivity solid (κ = 1 W m−1 K−1

and ρC = 3 × 106 J m−3 K−1).

FIG. 6. Deviation in in-phase and out-of-phase temperature rise from neglecting the thermal contact resistance in Eq. (26) for [(a) and (d)] a typical gas (κ = 0.01 W m−1 K−1

and ρC = 1 × 103 J m−3 K−1), [(b) and (e)] liquid/polymer (κ = 0.1 W m−1 K−1 and ρC = 3 × 106 J m−3 K−1), and [(c) and (f)] low thermal conductivity solid (κ = 1 W m−1 K−1

and ρC = 3 × 106 J m−3 K−1).
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amorphous alumina59 with thermal properties of κ = 1 W m−1 K−1

and ρC = 2.3 × 106 J m−3 K−1. Here, we see that as sample thermal
conductivity increases, approaching that of the coating, the tem-
perature deviation decreases over the entire frequency range. For
very thick coatings, greater than several micrometers, the deviation
increases for all cases. For experimental setups which include a pro-
tective or insulating coating, it is advisable to take the effects of the
coating into account and use Eq. (30) over Eq. (26) for coatings
thicker than 100 nm. This may differ for other coating materials,
for example, the most likely alternative to an oxide-based coating is
a polymer based one, which will have a larger temperature deviation
due to the expected thicker layer and lower thermal conductivity
(∼0.1–0.2 W m−1 K−1), making it even more important to include
the coating in the analysis model.

Finally, we investigate the effects of interfacial thermal resis-
tance, R0,1, in Eq. (26), not considering a coating on the wire for
simplicity (again assuming 5 mm wire length). Figure 6 shows that
the temperature deviation when including interfacial thermal resis-
tance increases, expectedly, as the thermal resistance increases. Fur-
thermore, the deviation increases as the sample thermal conductiv-
ity increases because the effective thermal resistance of the sample
decreases.

V. FITTING ERROR
In Sec. IV, we demonstrated the effects of ignoring parameters

and simplifying assumptions over the full heating frequency spec-
trum. In this section, we focus on the effects of fitting the models to
the experimental data. To investigate this, we checked how making
the previous simplifications would affect fitting the thermal conduc-
tivity of the sample to the un-simplified cases, shown in Fig. 7. We

fit over the entire 1–1000 Hz frequency range for the three sam-
ple thermal property situations listed previously and calculated the
error in the fitted thermal conductivity using a least-squares fitting
algorithm. Here, we assumed a 25 μm diameter Pt wire for all cases
[and 5 mm wire length when not considering the length dependence
in Figs. 7(b) and 7(c)]. A coating is only considered in the case of
Fig. 7(b).

As expected, very long hot-wires should be used if the temper-
ature rise data are fit using the infinite length model [Eq. (12)]. This
is particularly important for low thermal conductivity samples, such
as gases, where more of the generated heat is axially conducted away.
To have less than 5% error in the fitted thermal conductivity for this
case, the hot-wire should be longer than 100 mm for gas-like mate-
rials and >20 mm for liquids and polymers [Fig. 7(a)]. The thermal
conductivity error increases significantly if the wire is too short; for
example, fitting to Eq. (12) instead of Eq. (26) for measurements in
a gas will overpredict the thermal conductivity by more than 100%.
This highlights the importance of using the finite length model when
using short hot-wires, which is likely the case when measuring small
experimental samples. This requires that the hot-wire length, L, be
well-know, either via direct measurement, the recommended electri-
cal resistance measurement method (discussed above), or calibration
in a known material, beforehand.

If the measurement requires a coating on the hot-wire, either
for electrical insulation or chemical resistance, it is recommended
to use Eq. (30), which considers the coating, over Eq. (26), which
neglects the coating. The full three-layer model [Eq. (30)] should be
used if the coating is ∼1 μm or thicker to keep fitting errors below 5%
[Fig. 7(b)]. In this case, an oxide coating was considered, but the use
of a polymeric coating could exacerbate this effect due to its lower
intrinsic thermal conductivity and it likely being a rather thick layer.

FIG. 7. Error in fitted thermal conductivity for a typical gas, liquid/polymer, and low thermal conductivity solid cases when (a) using the infinite length model [Eq. (12)] as
opposed to the finite length model [Eq. (26)], (b) neglecting the coating effect in Eq. (30), and (c) neglecting the thermal contact resistance in Eq. (26) or (30). All assume a
25 μm diameter Pt hot-wire while (b) and (c) also assume a 5 mm long hot-wire.
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Whether neglecting the thermal contact resistance between the
sample and the hot-wire leads to significant fitting error is a slightly
more difficult question due to large variability between different
materials. In this case, we check the effect of thermal contact resis-
tances as low as 10−8 K m2/W and as high as 10−4 K m2/W [Fig. 7(c)].
In this case, the effect of contact resistance increases as the thermal
conductivity of the sample increases. In order to ensure <5% error
in the fitted thermal conductivity, the contact resistance should be
less than 10−6 K m2/W. This is particularly fortuitous as this cutoff
value is larger than that experimentally measured for many hard–
soft interfaces with the majority between 2 × 10−9 K m2/W and
3 × 10−7 K m2/W,60 specifically 8 × 10−9 K m2/W for the Pt-water
interface61 and between 10−7 K m2/W and 3 × 10−6 K m2/W for the
contact between molten metals and a solid surface.62 Care may be
needed for measuring polymer samples, however, which are some-
times reported to be close to the cutoff contact resistance value, 3 ×
10−6 K m2/W and 2 × 10−5 K m2/W, and may increase with ambient
temperature and depend on the hot-wire diameter.63

VI. MODEL SENSITIVITY
The finite length model [Eq. (26)] requires either knowledge

of the heat capacity, ρC, of the sample or simultaneous fitting of
both the thermal conductivity and the heat capacity, κ and ρC. Both
properties influence the frequency-dependent temperature rise but
in different portions of the spectrum. Additionally, Eq. (26) contains
both in-phase [X, Re(T̃2ω,avg)] and out-of-phase [Y, Im(T̃2ω,avg)]
components, which each contain different information regarding
the thermal properties of the sample. The extent to which Eq. (26)
is affected by κ and ρC can be examined by studying the sensi-
tivity of the model to each material parameter.36,42 The sensitiv-
ity of the model relates how much the measured temperature rise

would change in response to a change in the sample thermal con-
ductivity (κ) or heat capacity (ρC), via the normalized derivative
with respect to thermal conductivity, (κ/T) ⋅ ∂T/∂κ, or heat capac-
ity, (ρC/T) ⋅ ∂T/∂ρC. Figure 8 shows the in-phase and out-of-phase
sensitivities of the hot-wire measurement (using a 5 mm long, 25 μm
diameter Pt wire) to sample κ and ρC over a 1–1000 Hz spectrum
for gas-like [Fig. 8(a)], liquid/polymer [Fig. 8(b)], and low thermal
conductivity solid [Fig. 8(c)] materials.

For gas-like thermal properties [Fig. 8(a)], the Y component is
more sensitive to changes in κ than in ρC at 1 Hz, but the sensitivity
of both out-of-phase components quickly drops to zero as the fre-
quency increases. As this occurs, the sensitivity of the X component
increases with frequency, quickly plateauing for κ, while steadily
increasing for ρC but always more sensitive to κ over the entire fre-
quency spectrum considered here. For materials with higher thermal
conductivity and heat capacity [Figs. 8(b) and 8(c)], the sensitivi-
ties follow similar trends but are shifted to higher frequency as κ
increases. For low frequencies, the X and Y sensitivities to κ are
greater in magnitude than that for ρC. All sensitivity to ρC tends
to zero as the frequency decreases, leading to maximum sensitivity
to κ. At higher frequencies, the Y sensitivity to κ and ρC converge
and tend to zero. This represents the frequency range where the
out-of-phase component is sensitive to the effusivity (eth = κρC) of
the material. The X sensitivities, however, decrease much quicker
with an increase in frequency, cross one-another, and pass through
zero and continue to increase (the sensitivities flip signs, but the
magnitude is increasing after it passes though zero).

The sensitivity analysis provides several take-aways: (1) Lower
frequencies are always more sensitive to κ than ρC for both X and
Y. (2) At low frequencies, the ratio of the sensitivity of κ to that
of ρC, Sκ/SρC, is larger for the out-of-phase components than for
the in-phase. (3) As frequency increases, the Y sensitivity becomes

FIG. 8. Sensitivity of the in-phase and out-of-phase components of the finite hot-wire length model [Eq. (26)], to thermal conductivity, κ, and heat capacity, ρC, for (a) typical
gas, (b) liquid/polymer, and (c) low thermal conductivity solid. All assume a 5 mm long, 25 μm diameter Pt hot-wire.
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sensitive only to the effusivity of the material. Therefore, when tak-
ing and fitting the data for the thermal conductivity, the low fre-
quencies have the largest influence and performing measurements
in this range should be prioritized. However, at frequencies below
1 Hz, the increasing thermal penetration depth can grow to include
the effects of natural convection (the onset of which can be deter-
mined from the Rayleigh number and is dependent on the material
tested), leading to errors in fitted thermal conductivity.

VII. MEASUREMENTS
The designed and fabricated frequency-domain hot-wire chips

[chip shown in Fig. 1(b)] were tested in gas (argon64) and liq-
uid environments (silicone oil,65 ethanol,66–68 methanol,66 and de-
ionized water69–71) with known thermal conductivity to check sensor
operation and data analysis. Each test was performed at room tem-
perature (25 ○C) over a frequency range of 1–1000 Hz with a heating
current of 100 mA (30 mA was used for argon to limit the temper-
ature rise). The Pt hot-wire used for measurements had diameters
measured to be 26 μm, while the wire lengths varied slightly from
device to device but were calculated on average to be ∼6.5 ± 1 mm

from the measured room temperature electrical resistance (∼1.25 Ω)
and resistivity of the wire (0.192 Ω/mm). The Pt wire’s thermal
conductivity,72 density,73 and heat capacity74 are taken from the
literature. As a check, our Pt wire thermal conductivity was calcu-
lated using the Wiedemann–Franz ratio and found to be in good
agreement with the literature.

The in-phase and out-of-phase experimental data for each test
are shown in Fig. 9 along with the least-squares fits using Eq. (30)
(where r0 = r1 because no coating was present on the hot-wires).
Fits used Eq. (30) to simultaneously fit both the in-phase (X) and
out-of-phase (Y) data. These fits match the experiments well over
the full frequency range measured here, and the resulting fitted ther-
mal conductivities (including fitting error) are shown in each data
plot along with the input heat capacity. Of note is that the tem-
perature rise, ΔT2ω, rapidly attenuates for the gas compared to the
liquids. In addition, the low frequency temperature rise of each liq-
uid is inversely proportional to its thermal conductivity. Here, we
can also see that the probed volumes, where the volume radius is the
thermal penetration depth [

√
κ/(2ωρC)], are rather small at ∼50 μm

to 100 μm. Not only does this prevent the onset of natural convec-
tion (depending on the temperature rise and sample properties) but

FIG. 9. Frequency-domain measurements on reference gas and liquids at 25 ○C. Measured thermal conductivity and propagated error using literature values for density and
heat capacity: (a) argon gas (κ = 0.0207 ± 0.000 79 W m−1 K−1 and ρC = 699 J m−3 K−1), (b) silicone oil (κ = 0.143 ± 0.0065 W m−1 K−1 and ρC = 1.26 × 106 J m−3 K−1),
(c) ethanol (κ = 0.166 ± 0.000 71 W m−1 K−1 and ρC = 1.94 × 106 J m−3 K−1), (d) methanol (κ = 0.199 ± 0.000 86 W m−1 K−1 and ρC = 2 × 106 J m−3 K−1), and (e)
water (κ = 0.63 ± 0.027 W m−1 K−1 and ρC = 4.18 × 106 J m−3 K−1).
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FIG. 10. Comparison between the fitted thermal conductivities for the reference gas and liquids and literature values in terms of (a) absolute values and (b) ratios.

is ideal for measuring small batches of material developed in the lab-
oratory to quickly screen compounds without needing to produce
large quantities of the material. The fitted κ values for each mate-
rial in comparison to their reference values are shown Fig. 10(a) and
exhibit good agreement, being within less than±10% of the reference
[Fig. 10(b)].

The error in the fitted thermal conductivity was calculated both
from fits to data including experimental standard deviation from
over 50 data points collected at each frequency point and from prop-
agation of error from the measured constants in the model. These
include uncertainties in the reference heat capacity (5%), measured
radius (1%), coating thickness (5%, if applicable), wire length (2%),
and the thermal conductivity (5%) and heat capacity (5%) of the
Pt wire itself. To investigate how the error propagates through the
model, we checked the proportion each quantity, δκx, contributes to
the total propagated error, δκtotal (assuming that the error in each
term is 10%). The contribution of each uncertainty to the total prop-
agated error for different materials is shown in Fig. 11. For argon and
any material with gas-like thermal properties, the error is dominated

FIG. 11. Ratios of the individual uncertainties (δκx) in dimensions and material
properties to the total propagated measurement uncertainty (δκtotal) for the mea-
surements on the reference gas and liquids (assuming equal uncertainty of 10%
for each property).

by uncertainty in the wire radius, δκr0, and to a lesser extent, the wire
length, δκL. This relation inverts for the higher thermal conductiv-
ity materials, with uncertainty in the length dominating the radius
secondary. As the sample thermal conductivity increases, the differ-
ence becomes even larger, and one would expect the length uncer-
tainty to become the dominant error source for very high thermal
conductivity materials such as liquid metals.

Temperature dependent testing was also performed with an
Al2O3 coated (∼250 nm thick) sensor in solid and molten sulfur from
25 ○C to 400 ○C with measurements taken at approximately every
25 ○C. Sulfur was chosen as it is a relatively reactive element with
a low melting temperature (between 106 ○C and 133 ○C depending
on thermal history75) and has been used in thermal energy storage
applications.76,77 The measurement and fitting methods were kept
the same as the procedure used for the reference samples except
that the ambient temperature was varied with the test setup inside
a furnace and the hot-wire sensor had a protective coating layer
(which was included in the model analysis). After reaching the
desired measurement temperature, the sensor and the sample were
held for 30 min to reach thermal equilibrium before starting mea-
surements. Data were collected at 16 temperature points, and we
found that the model gave good fits from the solid phase [Fig. 12(a)]
through the liquid phase [Fig. 12(b)] and up to near the vaporiza-
tion point [Fig. 12(c)]. The density78 and heat capacity79 of sulfur
were used in the model to reduce fitting parameters. To ensure that
sensors were not damaged during testing at high temperature in the
sulfur environment, the room temperature electrical resistance of
the Pt wire before and after the measurements was measured and
found to be unchanged. This supports the durability of the protec-
tive Al2O3 coating for a measurement conducted at high temper-
ature and the full temperature range. Additionally, after the high
temperature cycling in sulfur, tests of the lower temperature ther-
mal conductivity were repeated, and the deviation between pre- and
post-high temperature results were within the measurement uncer-
tainty. Due to potential longer-term corrosion of the coating during
thermal cycling in molten sulfur, we did not reuse the sensors for
high temperature tests. The batch processing and mass-producible
nature of these sensors allow them to be easily replaced in cases when
multiple high temperature measurements are desired.
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FIG. 12. Frequency sweeps for sulfur in (a) the solid phase, (b) the liquid phase, and (c) near the vaporization temperature. Measurement temperature, fitted thermal
conductivity, and reference heat capacity are shown in each figure.

The fitted thermal conductivity from room temperature up
to the vaporization point is shown in Fig. 13 and exhibits four
distinct temperature zones. The first two are below ∼140 ○C with
sulfur in its solid phase. From room temperature, sulfur is in an
orthorhombic crystal phase, and the thermal conductivity mono-
tonically decreases from ∼0.28 W m−1 K−1, and then at ∼100 ○C,
sulfur undergoes a transformation to a monoclinic crystal structure.
This is accompanied by a sharp drop in the thermal conductivity to
∼0.15 W m−1 K−1. This slightly increases with temperature until
sulfur melts above ∼135 ○C for our system, where the thermal con-
ductivity drops slightly lower again. Then, from 159 ○C to 212 ○C,

FIG. 13. Thermal conductivity of sulfur from room temperature up to near the
vaporization point. Experimental measurements are shown in comparison to
literature values.81,82,84,86

sulfur undergoes polymerization,75 where the sulfur rings begin
to break apart and form long chains. This polymerization range
includes a dramatic increase in the heat capacity,79 and the thermal
conductivity monotonically increases until the sulfur reaches a de-
polymerization80 point, where the thermal conductivity plateaus and
is a nearly constant ∼0.17 W m−1 K−1 up to the vaporization temper-
ature. It is nice to note that our measurements closely follow those
from the literature for orthorhombic,81–85 monoclinic,84 and molten
sulfur.84,86 The most important aspect of this measurement, how-
ever, is that it shows that the measurement procedure (sensor design
and data analysis) can function through solid and liquid phase
transformation and is even sensitive enough to pick up changes in
thermal properties due to solid–solid phase transformations in a
reactive/corrosive material.

VIII. CONCLUSION
To aid in the design of high-temperature energy systems and

advanced manufacturing, we designed and fabricated sensors capa-
ble of measuring the thermal conductivity of high-temperature
and reactive solids, fluids, and gases. We presented a full three-
dimensional thermal model of our platinum hot-wire sensor, which
accounts for both radial conduction into the sample and axial con-
duction along the wire including the effect of coating layers on the
wire. This is the first time a frequency-domain hot-wire measure-
ment has used a full three-dimensional multilayer thermal model,
which has proven critical in providing accurate thermal conductivity
value measurements. Measuring high-temperature fluids in the fre-
quency domain eliminates inherent errors in time-domain measure-
ments such as 1/f noise, ambient temperature fluctuations from the
environment or furnace, and data truncation to avoid errors from
the wire itself, convection, or the sample holder. We validated our
frequency-domain hot-wire measurement and model by measuring
the thermal conductivity of several standard fluids at room temper-
ature with full error propagation analysis. After validating this mea-
surement technique, we measured the thermal conductivity of sulfur
from the solid phase through the melting point and just below the
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vaporization point to highlight the capability of the measurement
system in a high temperature and reactive environment.
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