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Abstract 

Order, Chaos and Nuclear Dynamics 

1. Blocki,t 1.-1. Shi; and W.I. Swiatecki 

Nuclear Science Division 
Lawrence Berkeley Laboratory 

University of California 
Berkeley, California 94720 

The relation between the order-to-chaos transition in the dynamics of independent classical 

particles in a container, and the transition from an elastic to a dissipative response of the container 

to shape changes, is studied by means of computer simulations. The validity of the wall formula 

for energy dissipation is confIrmed in the case of containers whose surfaces are rippled according 

to Legendre Polynomials P3, P4, PS, P60 in which case the particle trajectories are largely chaotic, 

as revealed by Poincare sections in phase space. The opposite limit of an elastic response is 

illustrated by means of spheroidal containers of various eccentricities, for which the particle 

trajectories are integrable and the phase space is foliated by tori. Fission-like deformations are also 

considered, for which the response of the container changes from elastic to dissipative with 

increasing deformation. Idealized giant-dipole oscillations of the gas are studied for spherical as 

well as deformed containers. A generalization of the wall formula valid for long times (i.e., for 

arbitrarily large excitations of the gas) is constructed. The principal lesson of these studies is that a 

gas of independent particles in a time-dependent container does not behave at all like a gas. 

tPermanent address: Institute for Nuclear Studies, Swierk, Poland 
tPermanent address: Institute of Atomic Energy, P.O. Box 275(18), Beijing, China 



1. Introduction 

The study of the transition from order to chaos in dynamical systems is a major theme of 

contemporary science (Refs. 1-5). The full realization of the relevance of such studies to nuclear 

problems is relatively recent It concerns two major aspects: on the one hand the statistical theory 

of nuclear level densities and, on the other, the nature of collective nuclear dynamics (Refs. 5-23). 

The latter is the motivation for the present paper. 

In the past few years it has become apparent that the character of collective nuclear dynamics 

is intimately related to the nature of the nucleonic motions inside the nuclear mean-field potential 

well. If the nucleonic motions are ordered, the nucleus as a whole is expected to behave like an 

elastic solid, whereas for chaotic nucleonic motions the nucleus should behave like a very viscous 

fluid (Refs. 20-22). In the intermediate regime a visco-elastic behaviour is expected (Ref. 24). It 

follows that in order to understand collective processes such as nuclear fission or the dynamical 

evolution of two colliding nuclei, it is essential to understand under what conditions nucleonic 

motions will be ordered or chaotic. It is also necessary to study the transition from one type of 

behaviour to the other, a transition that may be induced by changes of the nuclear shape or other 

variables, such as the nuclear temperature. 

Nuclear collective dynamics has been studied for a long time using various analytical 

approximations, as well as extensive computer modeling based on numerical solutions of the time­

dependent Hartree-Fock or related equations (Ref. 25). By and large, these methods were 

developed before the relevance to nuclear dynamics of the order to chaos transition was fully 

appreciated. Another approach to this problem, the 'Chaotic Regime Dynamics,' was introduced 

several years ago (Ref. 6). It is a more primitive statistical theory which, however, was built 

directly on the assumption of chaotic nucleonic motions. A striking feature of this type of 

dynamics is that the nuclear shape changes are predicted to be often dominated by a new kind of 

viscosity, the 'one-body' dissipation. It was also realized quite early that in the case of ordered 

rather than chaotic motions, the response of the nucleus would probably be more like that of an 
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elastic solid. The resulting hypothesis of a parallelism between order or chaos on the one hand, 

and elastic or dissipative response on the other, was originally based on a limited number of 

studies of an idealized system consisting of a gas of non-interacting point particles in a time­

dependent container, i.e., an extreme example of a 'Knudsen' gas (Ref. 26). 

Most of these studies were at the classical level, with only a few cases backed up by a 

numerical solution of the corresponding time-dependent Schroedinger equation. A significant 

development in this field was the introduction into the nuclear context of the method of Poincare 

sections in phase space, a powerful diagnostic tool for studying the transition from order to chaos 

in dynamical systems. Using this technique, the Grenoble school in particular has been 

investigating the order to chaos transition for point nucleons moving in sharp or diffuse spheroidal 

potential wells meant to approximate the nuclear mean field (Refs. 27-30).'/ 

The present paper is a contribution to such idealized studies of nuclear dynamics. It extends 

the early numerical investigations of the elastic or dissipative response of a gas of particles in a 

time-dependent container, and juxtaposes them with Poincare sections that serve to illuminate the 

transition from order to chaos in the particle trajectories. As with many numerical studies of this 

type, the particle motions are treated classically. (A perspicuous quantal analogue of a Poincare 

section remains to be developed.) It follows that the results of the present paper are still far from 

providing a quantitative basis for understanding the relation of collective dynamics to the order to 

chaos transition in a relatively small quantal system, such as a nucleus. There are, nevertheless, 

indications that some of the qualitative results may survive the quantization of the particle motions. 

(In special cases even a quantitative correspondence is to be expected, see Ref. 20). In any event, 

the classical studies should serve as a useful guide and as a limiting test case for current quantal 

investigations of the same problem. 

In Section 2 we present a number of numerical studies of a gas of point particles bouncing 

about in an oscillating, axially symmetric container. The total energy of the particles is followed as 

a function of time, and this serves to illustrate the elastic response of the gas for near-spheroidal 

containers (when the particle motions are integrable), and a dissipative response for more 
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irregularly shaped containers, described by ripples proportional to Legendre polynomials P3, P 4, 

PS, and P6. An aperiodic, fission-like time dependence of an originally spherical container is also 

studied. In Section 3 the sloshing of the above gas of independent particles in a fixed container, 

mimicking the nuclear giant dipole oscillation, is examined. 

Section 4 is devoted to a systematic illustration of the Poincare sections for particles in 

variously deformed (but static) containers. The six types of shapes examined correspond to 

various degrees of spheroidal and of Legendre-polynomial deformations P2 through P6. 

Section 5 summarizes the results and the Appendix gives the derivation of a dissipation 

formula valid when the relative excitation of the gas is no longer small. 

2 • Classical (Knudsen) gas in a time-dependent container. 

Figures 1-4 are extensions of studies reported in Ref. 6. A hard-walled container of fixed 

volume ~R! (a three-dimensional 'billiard') is fIlled with a gas of several thousand non-interacting 

point particles, whose positions within the container are chosen at random and whose velocity 

vectors are also chosen at random to lie within a Fermi sphere of radius v in velocity space. The 

container is now made to undergo harmonic oscillations with assigned multipolarity,JUllplitude and 

frequency. The relative change in the energy of the gas (E-Eo)/Eo, is followed in time for a 

number of oscillations. (This is done by following numerically each independent particle's 

trajectory inside the oscillating container and adding up all the particles' instantaneous energies.) 

Figure 1 shows the relative energy change for five complete cycles in the case of an axially 

symmetric container oscillating around the spherical configuration according to surface 

deformations proportional to Legendre polynomials Pn, with n = 2, 3, 4, 5, or 6. The radius 

vector R(S,t) specifying the surface at time t was taken as 

R(S,t) = Ro{ 1+ [anPn (cosS) + alP} (cosS)] cos cot }/A(t) 

where A(t) is a normalization factor ensuring volume conservation and a} ensures fixity of the 

center of mass (Ref. 31). 
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At the beginning of the oscillation, at t = 0, the maximum displacement of the Pn 

defonnation is On. These maximum amplitudes were taken to be given by -V (2n+ 1 )/5 a, which 

means that, for a given (small) a, the root mean square deviation of the surface from a sphere is 

the same for all multipolarities n. At t = 0 the swface velocity is zero, so the motion is started 

relatively gently, avoiding as far as possible transients associated with the initiation of the 

oscillations. The most rapidly moving part of the container's surface is the tip specified by e = 0 

or x and its speed is a maximum when sin eot = 1. This maximum speed is -V (2n+ 1 )/5 aeoRa, 

equal to aeoRo for n = 2. We shall defme the adiabaticity index Tt as the ratio of acoRo to the 

maximum particle speed v, viz.: 

Tt = aroRolv . (2) 

The smaller Tt, the more nearly adiabatic are the shape changes in relation to representative particle 

velocities. We shall also define a frequency index v as the ratio of the time for a particle with 

velocity v to bounce back and forth across the standard diameter 2 Ro, to the oscillation period 

T = 2x/ro, viz.: 

(3) 

Note that if a is sufficiently small, the oscillation may be adiabatic in the sense that Tt is small, but 

the oscillation frequency may nevertheless be large compared to typical particle transit times. 

All the curves in Fig. 1 refer to rather adiabatic oscillations with Tt = 0.04 and an amplitude 

corresponding to a = 0.02. The frequency index is thus v = 0.1273. Except for the case 

n = 2, all the curves show a monotonic increase of the excitation energy and agree fairly well with 

the so-called wall formula for one-body dissipation. According to this fonnula the rate of energy 

flow from the walls of the container to the particles is given by 

(4) 
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where p is the mass density of the gas, v the mean particle speed (equal to ~ in our case), Ii is the 

nonnal velocity of a surface element do, and the integral is over the surface of the container. [The 

physical effect behind the wall fonnula is the slight excess in the speeding up of particles bouncing 

off an approaching surface element over the slowing down when the surface element is receding 

(Ref. 6).1 

Integrating Eq. 4 up to time t one readily verifies that (for small a) the relative energy increase 

of the gas should be given by 

II = (E - Eo)/Eo = ~ all (rot - t sin 2 rot) . (5) 

This is a monotonic increase consisting of a part linear in t modulated by a periodic ripple. The 

linear part may be written as (3/4) all21tN, where N is the number of periods. This linear trend is 

indicated by the dashed line in Fig. 1. Mter five complete oscillations the relative energy increase 

should be (0.75) (0.2) (0.04) 21t(5) = 0.1885 in our case. The actual wall formula prediction, 

including the modulations, would be essentially indistinguishable from the numerical result for 

n = 5 in Fig. l(b). 

The wall fonnula is based on the assumption of chaotic particle motions and the fair 

agreement with the curves for n = 3, 4, 5, 6 suggests that this assumption is satisfied to a 

substantial degree. By contrast, the case n = 2 shows a drastic deviation. As discussed in Ref. 

6, this is associated with the fact that, for small amplitudes, a P2 distortion represents 

approximately a spheroidal deformation, which is known to correspond to an integrable situation, 

with ordered rather than chaotic particle motions inside the container. The decisive effect of 

integrability is confmned in Fig. 2a, which displays (E-Eo)fEo for the case of a spheroidal 

container whose surface is described by 

(6) 

where 
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c(t) = Ro (1 + a cos rot) (7) 

a(t) = Ro (1 + a cos rot)-1I2 (8) 

so that a2c = R3 and volume is conserved. The three curves in Fig. 2a correspond to 11 = 0.03, o 

0.02, and 0.01 (i.e., v = 0.0955,0.0637 and 0.0318). An extrapolation to 11 = 0 indicates that 

for vanishingly slow oscillations the gas would respond to deformations like an elastic solid rather 

than a normal gas. (A normal gas, if deformed slowly at constant volume, would show no change 

in its energy.) The modulus of elasticity of the spheroidal system against spheroidal (quadrupole) 

stretchings may be deduced by writing 

1 
~=E-Eo=2Ka2 

and noting from Fig. 2a that a change from a = 0.2 (at t = 0) to a = - 0.2 (at rot = 1t) 

increased the energy by about 0.03 Eo. Hence 

K:::: 2(0.03 Eo)/(0.4)2:::: (318) Eo . 

(9) 

(10) 

We note in passing that if the gas were confined by a parallel-sided box, its modulus of elasticity 

against a quadrupole stretching parallel to one of the edges would be 2 Eo (Ref. 20). 

Figure 2a also shows that for a small but fmitite speed of oscillation the response of the gas 

exhibits a small monotonically increasing dissipative background on top of which are 

superimposed the reversible elastic bumps of about 3%. The background increases monotonically 

with the adiabaticity index 11 and may reflect the fact that for any given 11 there are always some 

particles near the center of the Fermi sphere in velocity space for which the oscillations of the 

container are highly non-adiabatic. The effect of non-adiabaticity is illustrated in Fig. 2b, where 11 

has been increased to 0.1, 0.2 and 0.3 (i.e., v = 0.3183, 0.6366 and 0.9549). The plot of (E-

Eo)lEo is now against time expressed in units of RoIv. Thus, after 60 of these time units, the 

system has undergone 4.77,9.55 and 14.32 cycles for 11 = 0.1.0.2 and 0.3, respectively. The 
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first case can again be interpreted as an approximately elastic response of about 3% on top of a 

background which is now comparable, at about 4%. For 11 = 0.2 the background is now some 

8-10% and the bumps are smaller and less regular. For 11 = 0.3, where the frequency index is 

close to 1, the excitation curve has changed character. There is a dominating, monotonically 

increasing component, which reaches 40% at the end of 14 cycles. 

Figure 3a illustrates the effect of a higher 11 (= 0.1414) and a higher v (= 0.900) in the case 

of a P2 oscillation. The amplitude is only 0.1 in this case, so the oscillation is to a fair 

approximation spheroidal. The excitation curve appears to level out at about 5.5%, approximately 

in line with the trend of the two lower curves in Fig. 2b. The absence of regular elastic bumps 

might be associated with the higher value of the frequency index v in this case. 

Figure 3b illustrates the effect of increasing v for a more nearly chaotic system with a P3 type 

oscillation. The value of 11 is 0.0338, but the amplitude is so small (23.66 times smaller than in 

Fig. 1b) that the frequency index is now v = 2.55. The overall trend of the excitation curve is 

again in approximate agreement with the trend of the wall formula (the dashed line). The jagged 

appearance of the curve may be due to the limited statistics of the numerical calculations. (The 

relative excitation energies are some 30 times smaller than in Fig. Ib, never exceeding 0.8%.) 

Figure 4a illustrates the opposite extreme of very large excitations, obtained by oscillating in the P 6 

mode with 11 = 0.1,0.2 and 0.3 and ex = 0.2. For 11 = 0.1 the relative excitation reaches 

almost 50% at the end of 5 cycles but the excitation curve still follows closely the wall formula. 

But for 11 = 0.3 the energy of the gas is almost tripled at the end of 5 cycles and exceeds 

considerably Eq. (5). This discrepancy is qualitatively understandable, since the gas has been 

heated up to such an extent that the average particle speed v must have gone up considerably and 

the rate of dissipation, as predicted by the wall formula (proportional to V), would also have 

increased. An analysis of this problem in the Appendix leads to a generalization of Eq. (5), meant 

to be valid approximately for arbitrarily long times leading to large excitations. According to this 

formula the excitation, averaged over the sinusoidal modulations, should be given by 
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where 

E-E .L 2 _-=.0 _ 't + 't 
Eo 5' 

3 
't = - 001 rot 

4 

This prediction is plotted as the dotted line in Fig. 4a. 

(11) 

(12) 

Figure 4b shows an aperiodic fIssion-like deformation of an initially spherical container. Its 

shape was specifIed by the volume-conserving equation 

(13) 

where a = 11vtlRo, so that the initial tip speed R(o,o), in units of v, is again given by the 

adiabaticity parameter 11. For small a the deformation is approximately spheroidal, but later the 

shape develops an equatorial neck, whose radius vanishes for a = 2, resulting in two somewhat 

deformed fragment containers in contact Figure 4b shows that, for relatively small values of11, 

the process consists of an approximately elastic stage, up to a = 0.3, where the deformation 

energy is approximately independent of 11. This is followed by a dissipative stage for a ~ 0.3, 

where the excitation energy increases monotonically with the speed of the deformation. Thus, 

apart from the case" = 0.1, one might describe the response of the independent-particle gas to a 

fIssion-like deformation as that of a piece of rubber, which then melts into a viscous fluid. 

3 . Oscillations in a fixed container. 

Figures 1-4 were studies of the dynamical response of a gas of independent particles in a 

container whose time-dependence was externally imposed. By contrast, fIgures 5 and 6 are 

examples of the dynamical behaviour of a gas in afixed container, the gas executing oscillations 

analogous to the nuclear giant dipole mode. In Fig. 5a the classical gas with its standard velocity 

distribution inside a sphere of radius v was started off with an overall speed equal to 0.1 v in the z­

direction (i.e., the sphere in velocity space was centered a distance 0.1 v away from the origin). 
\ 
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The position of the center of mass of the gas (in configuration space) was followed numerically as 

a function of time for 40 time units Rclv. The gas is seen to slosh back and forth with an 

amplitude of some 6%, which is damped to about 2% after three oscillations, whose period is 

about 5.5 Rlv. It is of interest to compare these oscillations with the predicted acoustic dipole 

mode analogous to the so-called Steinwedel-Iensen hydrodynamical mode underlying an idealized 

interpretation of the giant dipole resonance in nuclei. The frequency CI) of the lowest acoustic 

dipole mode of a fluid with mass density P confmed in a spherical cavity of radius R may be 

written as (Ref. 32) 

ro = kc , (14) 

where kR is the frrst zero, a = 2.081576, of the derivative of the Bessel function jl and c is the 

speed of sound in the fluid in question, given by the square root of the derivative of the pressure 

with respect to p, evaluated at the undisturbed density Po. Thus 

In the case of our ideal gas the pressure is given by 

_ d (energy) _ d (energy per particle) 
p - - d (volume) - - d (volume per particle) 

=-
d (energy per particle) 

d (inverse number density) 

de _ 2 d (elm) 
- - d (m/p) - P dp 

where e is the energy per particle and m is the particle mass. For an ideal gas 

_ (P )2/3 ~- -
eo Po ' 

where the suffIx zero refers to the undisturbed gas. It follows that 
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and 

since 

The fonnula for the frequency co is now 

e =l(lm v2) 
o 5 2 

co = fi (vIR) . 

(18) 

(19) 

(20) 

An alternative way of arriving at this result is to start with the conventional nuclear fonnula for the 

Steinwedel-Iensen mode (Ref. 33), written in the fonn 

(21) 

where I is the nuclear symmetry energy coefficient, and applying it to the case where this 

coefficient is evaluated for non-interacting neutron and proton Fermi gases, whose out of phase 

oscillations describe the giant dipole mode. With the gases assumed independent, the frequency 

fonnula (21) will then apply also to each gas individually. Now the value of I corresponding to 

this situation is one third the Fermi energy TF. This is readily verified by writing down the kinetic 

energies of N non-interacting neutrons and Z protons in a fixed volume, their relative densities 

being GVi y13 and (t& )213, putting N = i A (1 +1), and Z = i A (1-1) ,where A = N + Z and 

I = (N-Z)/(N+Z), and expanding in power of I, thus 

E = 3. T (-H...)2/3 N 3. T (...2..)213 Z 
5 F N2 + 5 F N2 

= t TF (Al2) [(1+1)513 + (1-1)513] 

= t T FA + j T FAI2 + ... (22) 
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Hence J =tTF =~mv2. Inserting this value in Eq. (21) we again arrive at Eq. (20). 

The period T predicted by this expression is 

T = 21t"ff R. = S 23 (R/v) 
2.0816 v . 

(23) 

This is to be compared with T = S.S (R/v), as read off from Fig. Sa. (One reason for a slight 

difference might be the fact that in the numerical study underlying Fig. Sa the initial velocity field 

of the gas did not correspond to a Bessel-function normal mode, so that the resulting oscillation 

contains an admixture of higher harmonics.) We note that, in contrast to the fair agreement 

between theory and the numerically observed frequency, the damping of the oscillations is an order 

of magnitude smaller than would follow from Eq. (7.11) in Ref. (33), based on an application of 

the wall formula This might be another illustration of the fact that the wall formula is not meant to 

apply to situations where the particle dynamics is integrable rather than chaotic. 

Figure Sb is also a study of the giant dipole resonance, except that at the initial time the gas 

had no collective velocity, but instead was distributed non-uniformly in space, with a relative 

density n2/nO in one half of the spherical container and (2no-n2)/no in the other. The induced 

density oscillations, as measured by the average relative density n2/no, have a period T = S.6 Rlv. 

The damping is also similar to that in Fig. Sa. 

Figure 6 refers to similar oscillations but for a container in the shape of the non-overlapping 

portions of two equal overlapping spherical surfaces. In Fig. 6a the area of the window through 

which the two halves of the container communicate was chosen to be O.S of the equatorial cross­

section of each sphere and in Fig. 6b this ratio was 0.2. The oscillations are now more strongly 

damped and, interestingly, the density n2/no does not equilibrate at n2 = no, but settles down to a . 

value in excess of unity. This is readily explained in terms of the special properties of particle 

trajectories in a spherically symmetric potential. Such trajectories always lie jn a fixed plane, and if 

this plane does not happen to cut the window between the two spheres, the trajectory will never 

leave the original sphere. The corresponding particle will be 'passive,' i.e., it will not take part in 

the equilibration process. The fraction of 'active' particles is readily shown to be UR, where L is 
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the radius of the window. Thus the unit vector i'i which specifies the nonnal to the trajectory's 

plane is given by fAY where f, yare the unit vectors associated with the particle's initial position r­
and velocity v. As f and Y range unifonnly over all possible positions on the unit sphere of 

orientations, i'i will similarly range unifonnly over this unit sphere. An active particle is one whose 

plane of motion (orthogonal to i'i) intersects the window, which corresponds to a polar hole of 

diameter 2UR on the unit sphere. Nonnals i'i.to the planes that are required to intersect such a 

polar hole will then range over an equatorial belt of width 2UR on the unit sphere. The fractional 

area of the unit sphere belonging to such a belt is UR, and this is then the fraction of active 

particles present 

The predicted asymptotic number of particles in sphere 2 will now be given by the number of 

passive particles in that sphere, plus half the total number of active particles. This leads to the 

following fonnula for the asymptotic density n2(00): 

n2(00) = n2(0) (I-i) + ~ [n2(0) i + nl{O) i] 
= n2(0) - [n2(0) - 1] k . (24) 

The horizontal lines in Fig. 6a,b show these values of n2{ 00). The numerical results come close to 

these lines, but the approach seems rather slow. We have not tried to develop a theory of the rate 

at which the asymptotic behaviour should be attained. This would have to include the discussion 

of certain periodic or almost periodic orbits, such as triangles, squares, etc., which might continue 

to miss the window for a long time even though the relevant orbital planes did intersect the 

window. 

4 • Poincare Sections 

The elastic or dissipative behaviour of a gas in a slowly defonning container depends on 

whether the particle trajectories are ordered or chaotic. In order to study the degree of order or 

chaos of trajectories in such containers, we present a series of Poincare sections (Ref. 34) 

illustrating the motions of a sample of particles in statically defonned containers of this type. 
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These Poincare sections are generated in our case by imagining the container to be bisected by an 

equatorial plane and noting the particle's radial distance, p. from the symmetry axis and the 

associated radial velocity, vp, every time the particle crosses this equatorial plane. The result is 

entered as a point in a plot of vp vs p. If the motion is integrable (i.e .• if the number of constants 

of motion is equal to the number of degrees of freedom), the particle' s representative point in phase 

space moves on a torus, the intersection of the Poincare section with the torus defmes a curve, and 

consecutive points in the (vp, p) plane will arrange themselves on such a curve. Conversely, if the 

motion is chaotic, the points will fill the (vp, p) plane in an irregular way. 

Figure 1 shows, in the upper part, four Poincare sections in the case of a spherical container. 

The fIrst panel refers to the case of planar motions, with zero angular momentum about the z-axis. 

Ten particles were located at distances from the center equal to p = 0,0.1,0.2, ... 0.9 in units of 

the equatorial radius (equal, in this case, to the radius of the sphere). The particles were then 

started off with the standard velocity v parallel to the z-axis. The fIrst particle, with initial position 

p = 0 and transverse velocity v p = ° keeps bouncing back and forth along the z-diameter of the 

sphere and (after 150 crossing of the equatorial plane) registers as a single point at the origin of the 

vp vs p plane. The second point, whose p-velocity was also zero originally, acquires fInite values 

of vp and traces out a curve in the (vp,p) plane. 

The other particles trace out similar curves, except for the one started with p = 0.5. As is 

readily verifIed, the corresponding trajectory is a periodic trajectory in the form of a triangle, 

whose intersections with the equatorial plane occur only at p = 0.5 and p = 1, and thus do not 

trace out a curve. 

The second panel in the top row of Fig. 7 corresponds to ten particles started off with a 

defInite angular momentum projection along the z-axis. This was achieved by giving the initial 

velocity vector (of fIxed magnitude v) a tangential component in addition to a component along the 

z-direction. For each initial p the tangential component was chosen so as to give the particle an 

angular momentum around the z-axis equal to "0.25 times the maximum possible (equal to the 

standard speed v times the radius of the sphere). This requirement sets a lower limit on p. equal to 
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"0.25 = 0.5. Thus the frrst particle is started off at p = 0.5 (in the tangential direction) and the 

other nine are equally spaced in p up to P = 0.95. The other panels in the first row of Fig. 7 

correspond to angular momenta equal to "0.5 and "0.75 of the maximum possible. The least 

values of p are thus 0.7071 and 0.8660, so that the trajectories in the Poincare plots are confmed to 

relatively large values of p. (The centrifugal force prevents the particles from approaching the z­

axis too closely.) All the Poincare sections correspond to tori in phase space, since motion in a 

sphere is integrable. This may be contrasted with the second row in Fig. 7 which corresponds to a 

container deformed according to 1 + (X2P2(cos9), with (X2 = 0.5. In this case the planar motions 

appear to be chaotic whereas the trajectories with angular momentum equal to ...)0.25 of the 

maximum possible begin to hint at regularity. The next panel shows a mixture of regular and 

chaotic behaviour and the ten trajectories in the last panel appear to be regular. 

Figure 8 is a similar set of Poincare plots for a spheroid and for P2, P3, P 4, Ps, and P6 static 

distortions described by equations like Eq. (1) but without the time dependent factors, and with 

(X = 0.01. In Fig. 9, (X is equal to 0.05 and in Figs. 10 and 11 (X has been increased to 0.1 and 

0.2, respectively. Figures 12, 13, 14, and 15 correspond to oblate distortions with (X = 4>.01, 

4>.05,4>.1,4>.2, and the odd polynomials P3 and Ps have been omitted. We note that for the 

integrable spheroidal distortions the motions are always ordered, as they should be. 

For planar motions, order is largely present for sufficiently small deformations, but tends to 

disappear for larger distortions and larger mUltipolarities. The survival of tori in phase space for 

not too large deviations from integrability is a consequence of the Kolmogorov, Arnold, Moser 

(KAM) theorem (Ref. 34). It is interesting to note that increasing the angular momentum 

component around the symmetry axis tends to restore order, even for the highest multipolarities. 

The explanation is surely that a large centrifugal force confmes the trajectories to a small region 

near the container's equator, and since a small portion of such a container can always be 

approximated by an osculating spheroid, the particle is fooled into believing that it is bouncing 

inside an only slightly distorted spheroid which. according to the KAM theorem, is expected to 

exhibit order. 
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5. Conclusions 

The present paper presents numerical evidence for a simple but originally unexpected finding: 

a gas of independent point particles in a container does not behave at all like a gas. Its response to 

slow shape changes at fixed volume is sometimes like that of an elastic solid and sometimes like 

that of a very dissipative fluid. These behaviours are intimately related to whether the dynamics of 

the individual particles is integrable or chaotic. Even though the studies reported in this paper are 

entirely at the classical level, the overwhelming effect of the order to chaos transition on the 

collective dynamics of a classical gas of independent particles can hardly fail to be reflected also in 

the properties of the system after quantization. The further elucidation of the role of quantization 

for such systems (Ref. 6) is an outstanding problem, on which we hope to report in due course. 
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Appendix: Dissipation formula for large excitations 

Equation 5 describes the energy of a gas in a periodically oscillating chaotic container. After 

averaging over the sinusoidal modulations, eq. 5 may be written as 

(AI) 

where 't, equal to ~ a 11Ol1, is a dimensionless measure of time. 

The rate of increase of energy implied by the above expression is governed by the wall 

formula, eq. 4, which contains as a factor the mean speed V- of the gas particles. As the energy of 

the gas increases so does V- and thus also the rate of energy increase predicted by the wall formula. 

The energy of the gas is proportional to v2 and if we could establish a relation between V- and v2 

we would be able to write down a differential equation for E valid not only for small excitations 

(when v may be taken to be constant and the result is eq. (AI». 

The relation between V- and v2 depends on the distribution function f(~) in velocity space 

(which we shall assume to be isotropic for the chaotic motions under consideration). The simplest 

situation is one in which, as the gas is heated up, the velocity distribution becomes wider without 

changing its intrinsic shape. (An example of such behavior is the universal Maxwell-Boltzmann 

gaussian distribution function whose width is proportional to the energy of the gas.) In that case V­

is obviously proportional to P, so that the average rate of energy increase would be proportional 

to the square root of the energy, viz., 

~=KYE" 
dt ' 

(A2) 

leading to 

(A3) 

where EI is the value of E at time tl and K is a constant In the dimensionless variables y and 't we 

may write eq. (A3) as 
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(A4) 

where YI is the relative energy when 't = 'tl, and B is another constant The above universal linear 

increase of ~ with t might be characteristic of high excitations, where the function f( v) might have 

reached a universal intrinsic shape, but whether that actually happens is not known. 

At the opposite extreme, when f(v) has changed only a little from the step function assumed 

as the initial velocity distribution of our gas, another universal relation between v and P may be 

deduced by using the technique of leptodermous expansions (Ref. 31). Thus assume that f(v) is a 

slightly diffused step function, like the Fermi function describing a degenerate Fermi gas at low 

temperature (a distribution qualitatively like a trapezoidal distribution that falls off linearly from one 

to zero in some small distance c). As we shall show presently, the relation between v and P is in 

that case given by 

(..Y..-I)=l.(~-I) , 
vo 5 v~ 

(A5) 

where vo and ~ refer to the values ofv and v2 for the original step function distribution. The 

above relation is again universal in the sense of being independent of the fall-off profIle of f(v). 

The implied differential equation for E is now 

(A6) 

where k is a constant, whose value is determined by putting E = Eo on the right hand side of eq. 

(A6), in which case one should recover eq. (AI). Thus k =~ Eo ex 1')0). In terms of the 

dimensionless variables y and 't we now fmd 

dy 2 3 
-=-y+-
d't 5 5 

Integrating and expanding in powers of't we fmd 

y = - t + t exp (; 't) = 1 + 't + t 't2 + ... 
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We may now wish to construct a more generally valid approximate fonnula for the excitation 

energy by smoothly joining eqs. (A4) and (A8) at some suitable time 'tl. This detennines Yl and B 

in eq. (A4) as follows: 

(A9) 

(AW) 

In order to estimate the time 'tl at which it would be reasonable to change from the small 't (or small 

excitation) formula to the large 't (or large excitation) formula. we take as a guide the family of 

trapezoidal functions f(v). for which the width of the linear surface profIle keeps increasing until 

the trapezoid has become a triangle that begins its linear fall-off already at v = O. There is at this 

stage no bulk region left: the distribution has become holodennous (all-surface). The natural 

further continuation of the sequence of shapes for f(v) is now a holodermous family of triangles of 

increasing base and decreasing height (ensuring nonnalization). Making the transition between the 

leptodennous and holodennous limiting formulae (A8) and (A4) at the moment of the first 

appearance of the triangle, determines Yl (and hence 'tl). This is because the relative energy Yl of 

a triangular distribution in units of the energy of a step-function distribution containing the same 

number of particles is readily found to be Yl = i 2113 = 1.6799 leading to 'tl = 0.6064 from eq. 

(A9). Inserting these values in eq. (AW) gives the following formulae for the relative energy y: 

1 2 
Y = 1 + 't + 5" 't for 't < 0.6064 , (All) 

y = 1.0109 + 0.9639 't + 0.2298 't2 for 't > 0.6064 . (AI2) 

Comparing these two expressions one realizes that they actually never differ by much, so that the 

simple expression (All), fonnally valid for't « 1, continues to represent approximately the 

behavior of y also for large 'to For example, after 5 periods of oscillation in the case illustrated in 
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Fig. 4a, eq. (All) gives y = 2.8328 and eq. (AI2) gives y = 2.8134. This is a difference of only 

0.69%, even though neither y - 1 nor't (=1.4137) is small at this stage. 

The derivation of eq. (AS) proceeds as follows. Consider a leptodermous distribution f(v) 

qualitatively similar to a Fermi function [1 + e<v-C)/c]-l, or to a trapezoidal function 

f(v) = 1 for v < C - ~ c 

f(V)=I-[v-(C-~C)]/C for C-~c<v<C+~c . (AI3) 

Thus we are assuming that f(v) is essentially unity except in a thin surface region, and that the 

derivative df/dv is a function essentially symmetric with respect to the point v = C. The zeroth 

moment of f(v), i.e., the normalization integral which we shall write as 17tR3, where R is a 

constant independent of c, may be written as 

(AI4) 

where we have integrated by parts and made use of the vanishing of v3f(v) at v = 0 and v = 00. 

Writing v = C + n we find 

(A15) 

Since (-f) falls off rapidly beyond a distance of the order of the diffuseness parameter c, which is 

assumed to be small compared to C, we may extend the lower limit of integration to - 00, and order 

the terms in the integrand according to the small parameter E = clC. Thus 

where v = nlc. Denoting the function (-f/c) by F(v) and denoting by Fs its s-th moment, viz. 
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Fs = f~ dvvs F(v) , (AI6) 

wefmd 

(AI7) 

where we have made use of the vanishing of the odd moments due to the assumed symmetry of 

F(v) with respect to v = O. 

Proceeding similarly, the fIrst and second radial moments of f(v), i.e., v and v2, may be 

written as 

v = Lao 41t v3 dv f(v) / Lao 41t v2 dv f(v) 

= ~c f~ dv(1 + £.v)4 r / f~ dv(1 + £.v)3 r 

and 

For £. = 0 we fInd v = Vo = ~ R and v2 = Vo 2 = ~ R 2, from which, using eq. (A 17), it follows that 

(AI8) 

(A19) 

Expanding to order £2 we have 
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Eliminating £2F2 we fmd 

v2 = 1 + 5£2F2 + .... 
v~ 

(A20) 

(A21) 

(A22) 

Equation (A22) is valid when the fourth and higher powers of £ are negligible. In order to estimate 

the accuracy of this approximation, consider as an example the trapezoidal distribution (A13). We 

readily find that in this case F2 = 1112 and F4 = 1180. We may now calculate vIVo parametrically 

as a function of v2/v~ by means of the exact equations (A18) and (AI9), or by means of the 

lowest-order approximation (A22). We fmd that in the full range between £ = 0 and £ = 2 (when 

the trapezoid becomes a triangle) the RMS deviation between the two calculations is 0.06%, with a 

maximum deviation of 0.17% for £ = 2. Thus the formula 1 + 't +t't2, based on the 

leptodermous expansion, turns out miraculously to be almost universal in that it is quite accurate 

for all values of't. The dotted curve in Eq. 4a corresponds to this formula. (Mter this paper was 

completed a proof that a formula of this type holds exactly for arbitrary times was found. See 

Refs. 35 and 36.) 
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Figure Captions 

Fig. 1. The relative excitation energy of a gas of point particles in a container oscillating fairly 

slowly with amplitude a = 0.2 and adiabaticity index 11 = 0.04 around the spherical 

shape according to Legendre polynomial deformations P2, P3, P4, P5, and P6. In (b) 

the prediction of the wall formula would be indistinguishable from the curve P5; in (a) 

the average trend of the wall formula is shown by the dashed line. 

Fig. 2. This is like Fig. 1 but the oscillations are spheroidal. In (a) the frequency of oscillation 

is such that the maximum tip speed of the spheroid, as indicated by the adiabaticity index 

11, is 0.01, 0.02 and 0.03 times the speed of the fastest particle of the gas. In (b) the 

frequency has been increased tenfold. 

Fig. 3. In (a) the oscillation is a P2 mode, with amplitude a = 0.1 and adiabaticity index 

11 = 0.1414. In (b) the oscillation is a P3 mode, with 11 = 0.0338 and a = 0.00845. 

The dashed line refers to the trend of the wall formula. 

Fig. 4. In (a) the oscillation is in a P6 mode with a = 0.2 and with 11 = 0.1 and 0.3. For 

11 = 0.3 the wall formula prediction is shown by the dashed line and the generalized 

formula 't + tt2 is indicated by the dots. In (b) the spherical container is deformed in a 

fission-like mode with radius vector proportional to I + aP2. The rate of change of a 

is constant, and is such that at the beginning of the motion the tip speed is 0.001, 0.01, 

0.02, 0.03 and 0.1 times the speed of the fastest gas particle. 

Fig. 5. In (a) the gas inside a spherical container was given an overall velocity along the z-axis 

equal to 0.1 of the speed of the fastest particle. The position of the center of mass of the 

gas, in units of Ro, is followed in time as the gas sloshes back and forth in a Steinwedel­

Jensen acoustic mode. In (b) the gas was started off with a relative density n2/no equal 

to 1.2 in one half of the spherical container and nl/no equal to 0.8 in the other. The 

subsequent oscillations of the relative density n2/no are followed in time. 
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Fig. 6. The plot in (a) is like Fig. 5(a), but the container is in the shape of the non-overlapping 

portions of two equal spheres, whose intersection defines a window with an area equal 

to half the equatorial area of either sphere. The horizontal line shows the expected 

asymptotic value of n2/no after allowing for the presence of 'passive' particles whose 

planar trajectories do not intersect the window. In (b) the relative window area has been 

reduced to 0.2. 

Fig. 7. Poincare sections for ten trajectories in a sphere (upper row) and in a container deformed 

according to 1 + 0.5 P2(cos8) (lower row). The first panel in each row refers to planar 

trajectories, the others to trajectories with angular momentum projections along the axis 

of symmetry equal to ~0.25, ~0.5 and ~0.75, in units of the maximum possible (see 

text for details). The position p is the radial distance and vp the associated radial velocity 

of the particle at the moment of crossing the equatorial plane. 

Fig. 8. This is like Fig. 7 but for spheroidal and Legendre polynomial deformations specified by 

a = 0.01 (see text). 

Fig. 9. This is like Fig. 8 but for a = 0.05. 

Fig. 10. This is like Fig. 8 but for a = 0.1. 

Fig. 11. This is like Fig. 8 but for a = 0.2. 

Fig. 12. This is similar to Fig. 8 but for an oblate deformation a = -0.01. 

Fig. 13. This is like Fig. 12 but for a = -0.05. 

Fig. 14. This is like Fig. 12 but for a = -0.1. 

Fig. 15. This is like Fig. 12 but for a = -0.2. 
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