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PATH Goal Statement

The research described in this report is part of the Program on Advanced Technology for the
Highway (PATH). PATH research is being conducted at the Institute of Transportation Studies at
the University of California at Berkeley, to develop more effective highways. The aim of PATH is
to increase the capacity of the most used highways, to decrease traffic congestion, and to improve
safety and air quality. PATH is a cooperative venture of the automobile and electronic industries,
universities, and local, state, and federal governments.



Abstract

Platoon Collision Dynamics and Emergency Maneuvering I:
Reduced Order Modeling of a Platoon for Dynamical Analysis

Benson H. Tongue, Yean-Tzong Yang, and Matthew T. White

PATH Project

August 1991

The purpose of this three-year project is to develop an operational model of vehicle
platoon dynamics under emergency conditions and to evaluate the platoon’s dynamical
behavior under non-nominal, or emergency, conditions. New platoon protocols and/or
controller modifications will be formulated after analyzing the platoon response data in
order to minimize damage to the platoon and the vehicles’ occupants.

During the first year of this research, a comprehensive review of previous work dealing
with the dynamics and control of platoons of vehicles was undertaken. Following this, a
nonlinear reduced order model (ROM) was developed from an accurate, and high order,
model. Regression analysis, based upon the least-squares algorithm, was applied to the
response of a full order model in order to determine the reduced order vehicle model.

Preliminary results have shown that the reduced order model provides an accurate re-
sponse match with the original model at a substantial computational savings. A platoon
model has been developed and coded and preliminary simulations of platoon dynamics
have been performed in which system parameters such as sampling time, desired head-
way, vehicle spacings and road grades were varied.

This progress report discusses the results of the modeling phase of this work. A detailed
literature review is included as Appendix B. A second report, dealing with the platoon
dynamical simulations, is currently in preparation.

2



1. Introduction

The topic of platoon dynamics and longitudinal control has been studied extensively from the late
1960’s into the 1970’s,  and has attracted researchers’ attentions again since the mid 1980’s. Much of
the recent emphasis has to do with augmenting the capacity of existing roadways and increasing the
safety of automobile travel. By far, the bulk of the effort has been directed towards the development
and analysis of different control strategies for the platoons, both for longitudinal and lateral motion.
Less effort has been expended upon the study of platoon dynamics, especially during non-nominal,
or emergency, conditions. In addition, most of the dynamics work that has been done has con-
sidered a linear vehicle model. Recent research [38,39,46] has shown that strong nonlinearities are
unavoidable in a given vehicle’s dynamic response. It is known [19,21]  that nonlinearities within a
platoon can induce unstable wave propagation in the event of commanded speed reductions. Thus,
the actual behavior of a realistic chain of vehicles, especially one experiencing a non-nominal oper-
ation such as an internal collision, is likely to be both complicated and unpredictable from a linear
standpoint.

The main goal of this project in the first year of research was to construct an accurate reduced order
model that reproduces the responses of realistic, full order models but that requires substantially
less computation time. The reason for this is that full order models take a very long time to run
on even powerful computers and extensive simulations are necessary in order to gain insight into
platoon behavior during non-nominal operations. Based on Hedrick’s full order vehicle model [46],  a
reduced order model has been obtained by the least-squares technique. Other vehicle specifications,
such as the bumpers, aerodynamical forces, including the effect of drafting, rolling resistance force,
etc., have also been implemented in this model.

Desoer’s control law [37], which considers the lead car dynamics, has been implemented as a pre-
liminary controller for platoon response determinations. Initially, a platoon of identical vehicles has
been used in the numerical studies.

Attention in the coming years will be focused on quantifying the degree of disturbance propagation
within a platoon, the effect of mild and strong collisions and the effect of vehicles entering or leaving
the platoon. Since the aerodynamic forces on the vehicle will vary substantially during entry and
exit as well as during changes in headway due to the drafting effect, it is expected that the platoon
dynamical response will be much more complex than that shown under uniform aerodynamic as-
sumptions, the type of assumption that has been made in all previous studies. Recommendations
will be suggested towards appropriate modifications that should be made in the platoon decision
protocols and/or the control algorithms in order to minimize damage in the event of a collision.
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Nomenclature

ccl = aerodynamical coefficient
cal, ca2 = acceleration gain coefficients of the controller
Cf = damping coefficient of the front bumper
G- = damping coefficient of the rear bumper
c,r, c,2 = velocity gain coefficients of the controller
c,r , c,2 = displacement gain coefficients of the controller
Dt = duration for changing throttle angle,sec
dt = sampling time, set
FU = aerodynamical force, N
Fb = braking force, N
Fb,mar = maximum braking force, N
4 = gravitational force, N
FT = rolling resistance force, N
flf = traction force, N
Ftfm = maximum traction force, N
.fr = rolling resistance coefficient
Go = road roughness coefficient
9 = gravitational acceleration,m/sec2
H = height of the front vehicle, m
kf = spring constant of the front bumper, kN/m
k, = spring constant of the rear bumper, kN/m
&2, &2 = gain coefficients of the controller for the lead car dynamics

= vehicle mass, kg
= steady state slope of the traction force, N/set
= time, set
= velocity, km/hr
= initial velocity for throttle-changing operation, km/hr
= acceleration of vehicle i, m/sec2
= braking percentage
= headway spacing, m
= desired headway spacing, m
= headway spacing error, m
= headway spacing of the i-th vehicle, m
= road grade
1 throttle angle, deg
= throttle rate, deg/sec
= final throttle angle for throttle-changing operation, deg
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4 = initial throttle angle for throttle-changing operation, deg
71 = first time constant of the ROM, set
72 = second,time constant of the ROM, set
73 = third time constant of the ROM, set
74 = fourth time constant of the ROM, set
71, = time constant of the braking system, set
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2. Current Work

The longitudinal dynamics of a vehicle can be simply expressed by Newton’s second law:

where z?i is the acceleration of vehicle i,
A/& is the vehicle mass,
F,, is the traction force,
Fb is the braking force,
F, is the rolling resistance force,
F, is the aerodynamic force,
Fg is the gravitational force caused by the road grade.

Figure 1 shows this vehicle model, where “Ai” is the headway spacing of the i-th vehicle from the
preceding vehicle, (‘) denotes the time derivative, and 4 and Q are the applied throttle angle and
braking percentage, respectively.

Clearly, Fb, F,, F,, and Fg are external forces. Fb depends on the braking system and tire perfor-
mance. F, is a function of road roughness, vehicle speed, and tire properties. F, is the flow-induced
force, which depends on the vehicle profile, velocity, spacing between vehicles, and so on. Fg is the
gravitational force caused by the longitudinal grades of highways. These four terms have nothing
to do with the engine dynamics, tramission system, and drivetrain system, which all possess some
degree of nonlinearity. The only term that is dominated by the internal dynamics is Ftr. Thus
the present effort is focused on the F,f term in equation (1). The fully-developed vehicle model
we applied is Hedrick’s model [46].  This model, which is briefly presented in Appendix A, includes
the engine dynamics, transmission system, and drivetrain. It is important to keep in mind that the
modeling to follow is only concerned with the traction force. There are no external forces such as
aerodynamic or tire damping. These are added later when complete platoon simulations are run.

Figures 2 through 5 show the response of Hedrick’s model with respect to different inputs. For
these simulations, the throttle opens (Figures 2 through 4) or closes (Figure 5) at t = 2 set, and
the input pattern is a ramp function with a rising duration Dt. As shown in these three plots, the
system exhibits a significant reaction time delay. Figure 2 illustrates the variation of the traction
force for varying forward velocities with 4 and Dt held constant. For the case of constant zli and 4,
Figure 3, different reaction time delays, corresponding to distinct Dt are seen. For the case of the
same Dt and zli, Figure 4, the reaction time delay is different as 4 varies. Moreover, the traction
force is higher for a higher 4, but the variation is not linear with the throttle value. As displayed
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in Figure 5, the system’s response during throttle closing possesses similar characteristics to those
seen during throttle opening.

As seen from the responses of the full order model, the relationships among input parameters are
nonlinear and quite complicated. The traction force F,f corresponding to different throttle angles 4,
initial velocity II;, and reaction time duration Dt, exhibits various reaction time delays, maximum
traction, and steady-state performance. Based on the analysis of the full order model, a nonlinear
numerical reduced order model scheme will be outlined. The idea is to bypass the vehicle’s compli-
cated internal dynamics and direct the effort to the response of the overall system.

2.1 Curve-fit results of Reduced Order Modeling

Based on an inspection of the characteristics of the full order model, six performance indices, rr , 72,
73, 7-4, Ftjm, and m, have been chosen to capture the qualitative behavior of the nonlinear model. As
illustrated in Figure 6, F,,, is the maximum traction force, m is the rate of change of the traction
force for constant throttle positions, rr is the first time constant, 72 is the second time constant, 73
is the third time constant, and r4 is the fourth time constant. The variables rr and 73 correspond to
the reaction time delay. The time durations of the system responses are 72 and 7-4. The independent
variables are the initial velocity z+, reaction time duration Dt, and the throttle angle 4.

2.1.1 First time constant, 71

As shown in Figure 7, the data are scattered around a straight line in a log-log plot. The value
of 71 decreases as (p increases. The initial velocity does not play an important role on the reaction
time delay. The value of 71 can be approximated as follows

q(d) = 2.0905~-“~7033

Note that r1 = 0 for 4 + 00 , i.e. for a step input function.

2.1.2 Second time constant, ~~

(2)

Figure 8 illustrates the variation of maximum traction with respect to throttle angle for various
vehicle velocities. As can be seen V; is not a critical factor. Clearly, r;, varies a good deal with $J.
The curve-fit formula is

7-2(&r  $f, w = Cl(h, 4+m + co(h, $f> (3)
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where

U2(4f  M” + Ul(4f  Mi + UO@f >

h&+#$  + h(&>4i  + bo(+f)
.1236 x 10-6# - .0190 x 10-3# + .9307 x 10-3$f - .0147
-4.9847 x 10-6+; + .7543 x 10-3$; - .0355$f  + .5290
.0431 x 10-3# - 6.6078 x 10-3& + .3123+f - 3.9746
-.0309 x 10-6~;  + 4.6716 x lO-?j; - .2153 x 10-3+f + 2.9635 x 1O-3
2.1909 x lo-‘4; - .3257 x 10-3$2, + .0152$f - .2257
-.0120 x 10-3# + 1.8282 x 10-3& - .0851+f + 1.6124

and ~$i and $f are the initial and final throttle angles, respectively.

The third and the fourth time constants may be derived in a similar manner. It should be noted that
the assumed polynomial representation for the identifications was obtained both by visual inspection
of the computer simulation results and by reference to a handbook [53] that dealt specifically with
the question of nonlinear curve fitting.

2.1.3 Third time constant, 73

73(4%  4f 9 w = Cl@%, 4f >ot + CO(4f)

where

Clh df> = ~2@i)& + Q(d4)4f  + %(4$)

CO@f> = -.0163 x 10-3cj; + 1.1531 x lo-3+f + .0501

‘32kk) = -.0779 X lo-‘& + 5.2538 x 1F6+;  + .1508 x lo-3
ul(h> = 4.6947 x lo-‘& - .3556 x 1W3$;  + 3.9027 x 10-s
a~(&) = 5.8772 x 10-34i - .1152

2.1.4 Fourth time constant, 74

(4)

(5)



where

c&h, 4j> = a2w4  + e4wf  + a&h)

c&b) = h(&)G$  + bo($i)

%(h) = 2809 x 10m6& - .0277 x 10-34j + .3220  x lo-3
Ul(h) = -9.5922 X lo-(+$ + .9394 x 10-3c+hj  - .Olgfj
ao($i)  = -8.6516 x 10-6& - 5.1943 x 10-~& + 1.0761
h(h) = .4870 x lo-$” - .0291  x IO-~& - 5.23g4  x lo-3
bo($i) = -.0162 x 10-3& + 1.9726 x 10-3~i + .1820

2.1.5 Maximum traction force, F,f,

Figure 9 shows the regression analysis results for the maximum traction force. It is interesting to
note that F’,, increases nonlinearly with $f. For a smaller value of $f, F,,, changes more severely.
Moreover, for a fixed $f, F,f, drops while zli increases. The expression for F,fm can be denoted by
a function of throttle angle and initial velocity. The equation is

Ftj,($j, Vj) = a(1 - e-B4r)7 (6)
where

o! = 1. x 103(-.0053vi  + 2.7404)
,D = 1. x 10-3(.0613~i  + 101.9315)
y = 1. x 10-3(18.8640~;  + 855.0600)

2.1.6 Steady-state slope of the traction force, m

The results for m are shown in Figure 10. As ~~ increases, m drops to a minimum value when $f
is within the range of 20 to 40 degrees, and then maintains almost a constant value for higher #f
values. In addition, m decreases with vi for a fixed 4f. The results can be expressed as

44% 4 = (a + b#+P + fi (7)

where

a! = .8274vi - 4.2020
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p = 1.9124 x lo- “TJ,” - .4021q + 16.3670

Y = -.6554  x 10-3~i + .9620
S = .1484 x 10-3~a - .0432$  + 4.1972q - 158.3749

2.1.7Fidelity  of the ROM

After completing the regression analysis on the full order model, it is necessary to compare the results
obtained from the ROM and the original full order model. Two representative cases are presented
in Figures 11 and 12 to demonstrate the fidelity of the ROM. As is clear from these figures, the
reduced order model does an excellent job of approximating the full order model’s response. Table
1, shown below, illustrates that the reduced order model is more than an order of magnitude faster
than the full order model. Thus the goal of attaining high accuracy with reduced computation
times would seem to have been achieved. As mentioned previously, this is very important in view
of the large number of simulations that must be run on the nonlinear platoon model.

Table 1 Computing Efficiency of the ROM
(6 set real time simulation on DEC 5000 with 0.001 set sampling time)

Model Order (No. of state variables) CPU time (set)
Hedrick’s 9 3.1

ROM 1 0.2

2.2 Other specifications of the ROM

To complete the ROM, subsystems must be implemented to model the braking dynamics, bumper
structure, rolling resistant force, aerodynamical force, and gravitational force.

2.2.1 Braking force, Fb

Basically, the braking force depends on applied braking percentage and properties of the braking
system. The performance of different braking systems may vary significantly. However, the output
characteristics of braking force are similar. The braking mechanism used in the ROM is adopted
from Hedrick’s report [38]. The expression of braking force is

-t
Ft, = ~!Fb,~~~(l - e  rb) (8)
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where o is the braking percentage,
Fb,max is the maximum braking force,
t is the braking time,

and rb is the time constant of the braking system.

2.2.2 Bumper mechanism

The front and rear bumpers are modeled as parallel combinations of a linear damper and a linear
compression spring. This mechanism will come into action as two adjacent vehicles experience a
mild mutual collision. In the event of a major collision, the vehicles will be modeled as a single body.
The switching instant from a minor collision to a major one is defined at the onset of 5 inch bumper
travel. Figure 2.2.1 shows this simplified bumper model on the vehicle. The spring constants of the
front and rear bumpers are Ic, and k,, respectively. The variables cf and c, represent the damping
coefficients of the bumper. Obviously this model is a highly simplified one and will be extended in
later work.

2.2.3 Rolling resistance force, F,

The reaction between tires and road surface is a complicated one. The friction force depends on the
tire properties, road roughness, vehicle velocity, wheel rolling speed, and so on. However, to simplify
the rolling resistance mechanism, the data contained in ASTM STP884 [47] has been adapted for
the ROM. The formula can be expressed as follows:

F, = Mgfr cos(X)
fr = (.4864 x 10-3G0 - .0103  x lO-6)~3 +

(-.0952Go  + 1.1425 x 1O-6)~2 +
(7.09826,,  - .0310 x 10-3)~ + .Ol

where M is the vehicle mass,
g is the gravitational acceleration,
fr is rolling resistance coefficient,
X is the road grade,
Go is the road roughness coefficient,

and .4050 x low6 5 Go 5 6.400 x lo-” , for highways.

Figure 14 shows the original ASTM data.

(9)

(10)

I 2.2.4 Aerodynamical force, F,
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Although the flow field around individual vehicles has been studied extensively by many researchers
[48-521, the b ehavior of the wake region between two vehicles is still not well understood. The
analysis of such a situation is complicated by not only the irregular profiles of different vehicles,
but also by the variation of intervehicle spacing with time. Since the effect of adjacent vehicles
is believed to be extremely significant with regard to the applied aerodynamic forces and existing
information seems to be non-existent, a heuristic approximation has been used. Basically, the model
chosen possesses a drag coefficient that varies linearly with inter-vehicle separation. When far
apart, the aerodynamic forces are taken to scale with the square of velocity, the usual aerodynamic
drag assumption. When very close, the force is taken to be equal to zero; the preceding vehicle
is essentially shielding the following one from the wind. And between these extremes, the drag
coefficient varies in the manner described. Thus the drag force can be represented as

0 if A 5 .5H
F, = .4(A - .5H)Cav2 if .5H < A 5 3 H (11)

CaV2 if3H<A

where C, is the aerodynamical coefficient,
H is the height of the front vehicle,
v is the vehicle velocity,

and A is the headway spacing between vehicles.

2.2.5 Gravitational force, Fg

Fg is the force caused by the longitudinal road slope. Depending on the vehicle weights and the
road grades, Fs will induce a constant force during the grade section. The gravitational force can
be expressed as

Fg = Mg sin(X) (12)

where X is the grade of the road.

2.3 Platoon model

Based on the vehicle model developed above, a platoon model has been established. An outline of
this model is presented in Figure 15, where xi is the position of vehicle i, and Ai is the spacing
between vehicles i - 1 and i.

3. Conclusions
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This progress report has documented the development of an efficient numerical vehicle model that
can be easily applied to the study of platoon dynamics. This reduced order model has shown the
capability of accurately capturing the dynamical characteristics of the original full order model with
an order of magnitude less computation time. All other relevant forces and systems (aerodynamic
forces, tire forces, bumpers, etc.) have been included in the overall platoon model. A future report,
now in preparation, will document the details of controller design and the results of platoon simu-
lations for a wide variety of nominal and non-nominal operating conditions.
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APPENDIX A: Full Order Model

A nine state variable nonlinear vehicle model has been developed by Hedrick, McMahon,and  Cho
[38,39, 461.  T h i s  f u l l order model includes an internal combustion engine, engine transmission
dynamics, and a drivetrain system. The following is the outline of this full order model.

A.1 Engine Model

Four engine state variables have been used. They are the pressure in the intake manifold,P,,  the
exhaust gas recirculation rate, ti,grO, the engine speed,w,,and  the mass flow rate of fuel entering
the combustion chamber,tifi.  The state equations are as following.

Rn = ((F, - 0.08873  %~d)P,  + (q+ti.i + tiegri) (13)
. .

megTo = 0.0&73  we~vo@z,gr~  - tiegT,) (14)
J,b, = Ti - Tf - Tp (15)

Tfrii,~  + riafi = tifc (16)

and

T-h,; = MAX. TC . PRI
%lol = %ol(Ma,  42)

Ma = MairPmVm
RTm

T
i

= cg&,(t  - &)AFI(t  - &,)SI(t  - bit)
f-4@ - Mt)

where T, is the manifold temperature,
%ol is the volumetric efficiency,
R is the universal gas constant for air,
+bi is the mass rate of air entering the intake manifold,
megri is the exhaust gas recirculation rate into the intake manifold,
rf is the fuel delivery time constant,
f+c is the command fuel rate,
J, is the effective inertia of the engine and torque converter,
T; is the indicated engine torque,
Tf is the engine friction torque,
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Tp is the torque converter pump torque,
M A X is the maximum flow rate corresponding to a fully open throttle valve,
TC is the normalized throttle characteristic,
PRI is the normalized pressure influence,
Ml is the mass of air in the intake manifold,
ct is the engine torque constant,
%o is the mass flow rate of air entering the combustion chamber,
Ait is the intake to torque production delay,
As, is the spark to torque production delay.

A. 2 Transmission model

The transmission system is modelled  as a combination of a torque converter and a planetary gear
train. The transmission model has two state variables. They are the angular velocity of the turbine
and the angular velocity of the reaction carrier, wt and w,,, respectively. The state equations are
given by

J&t = Tt - R,RdT, (17)
ljcr = c&R, (18)

where Jtg is the rotational inertia,
Tt is the turbine torque,
T, is the axle shaft torque,
R, is the gear ratio,
Rd is the final drive gear ratio.

A.3 Drivetrain model

Three state variables have been used in the drivetrain model. They are the angular velocity of the
wheel,wf, the axle shaft torque,T,, and the vehicle’s velocity, TI. The state equations are as follows:

+, = I-&( R,Rdwt  - wWf)
Jwpwf = T, - h,F,,  - T,, - Tbf
Jwr~w, = W’tr - T,, - Tbr

i’vlti = Ftf - F,,  - Cav2

(19)
(20)
(21)
(22)

where KS is the combined stiffness of the left and right axle shafts,
wWf is the angular velocity of the front wheel,
WWV is the angular velocity of the rear wheel,
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Jwf is the front wheel inertia,
JWT is the rear wheel inertia,
hf is the.static  ground to axle height of the front wheel,
hi- is the static ground to axle height of the rear wheel,
F,f is the tractive/braking force the front wheel,
FL” is the tractive/braking force the rear wheel,
Trf is the constant rolling resistance of the front wheel,
T?-P is the constant rolling resistance of the rear wheel,
Tbf is the front brake torque,
Tbr is the rear brake torque,
M is the vehicle mass,
ccl is the aerodynamical coefficient.
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APPENDIX B: Literature Review

The motivation for automated highway systems (AHS) is essentially twofold, greater capacity
on existing roadways and increased safety. To implement such a system, a variety of problems
must be solved, including physical implementation, popular acceptance, political concerns (11,12),
navigation and routing (10,30,49,50),  and lateral (14,18,51,62,70) and longitudinal control.

We are interested primarily in longitudinal control. First, a description and analysis of the
three basic longitudinal control approaches is presented. Next, a review of specific research efforts
is included, with an emphasis on those relating to PATH. International research areas, a brief
summary, and an annotated bibliography conclude this survey.

LONGITUDINAL CONTROL APPROACHES

Block Control

Block control is currently in use in many public transit systems. Guideways are divided into
imaginary segments, or blocks. Occupancy information for each block is relayed to a central com-
puter that controls the flow of vehicles (45). Because of its inflexibility, block control is not a
popular method for AHS’s, but it has been suggested for use in emergency situations because of its
simplicity and reliability (3,4).

Point-Follower Control

This control scheme also relies mainly upon roadside computers. Vehicles transmit state infor-
mation to the computers and receive command signals to follow fictitious moving points along the
highway. No intervehicle communication is required.

Vehicle-Follower Control

In this system, vehicles receive state information from the preceeding  vehicles and use this
information to control their own velocity and position. If no leading vehicle is near, a preset control
velocity is used.

Analysis

The spacing or headway for a vehicle-follower control system greatly affects the system perfor-
mance. Headways  generally fall into one of three categories: constant separation, constant time-
headway, and constant safety factor.

Constant separation means that the distance between a leader- follower pair remains constant
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regardless of speed. This sort of headway has been found to result in serious instability problems
in some systems (2,5,21) but has been used successfully in others by including additional state
information (43,60).

For constant time headway, the distance between vehicles increases with speed so that the time
required for the follower to travel the separation distance is the same for all speeds. This implies
constant throughput. With a constant safety factor, the spacing is linearly proportional to the
distance required to come to a dead stop from the operating speed. The constant of proportionality
(10 is called the safety factor (45). Thus, K=l implies the so-called ‘brick wall’ stop, i.e. if the
leader were to stop instantaneously, the follower would stop without collision.

Garrard (45) ranks the headways in order of preference as constant safety factor, constant time,
and constant separation. For further discussion on headway analysis, see also (5,53,54).

There are several basic requirements that must be met by any vehicle control system (43).
Controllers must be stable for each individual vehicle as well as asymptotically stable, that is
disturbances must be attenuated as they are passed from the lead vehicle to following vehicles.
Acceleration and jerk limits must be employed for both passenger comfort and to account for
engine limitations. Standard limits are 0.2 g and 0.3 g/s, respectively (60). This obviously adds a
nonlinear effect and can be destabilizing (2,45).

To increase capacity, very short headways must be used. Currently, freeways operate at safety
factors of about K=O.3 (15,44) and on the verge of instability (33). At such headways, collisions
are sure to occur. However, if managed correctly in an AHS, very little damage will result since the
severity of an accident depends upon the relative velocity between vehicles. Merging situations are
especially troublesome for this case (24,61).

In some ways, point-follower control is superior to vehicle- follower. Communication problems
are reduced, since vehicles communicate only with the central computer and not with each other.
Ex/entrainment maneuvers are simplified, if the headways are not small, since the computer may
easily create appropriate point spacing on all parts of the roadway. It should be noted, however,
that this would not be possible for small headways. Asymptotic stability is guaranteed because
each vehicle is independently controlled (38). Th e computer has information concerning the states
of all vehicles in its range, thus in emergency situations, communication delays to following vehicles
may be avoided (25).

Despite these benefits, PATH advocates vehicle-following (64). This is mainly because vehicle-
following facilitates the formation of tightly-spaced platoons, leading to increased capacity. In
addition, modern communication technology has reduced many of the communication problems
between vehicles.

PREVIOUS RESEARCH

Optimal Control

Levine and Athans (34) were perhaps the first to apply optimal control theory to the longitudinal
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problem. They employed a simple dynamic model and a quadratic cost function that included
relative position, relative velocity, and acceleration changes. Wilkie (35) extended this work with an
analytical method for determining the weighting factors. Chu (37) proposed a unified approach and
studied the benefits of increased state information. Garrard and Kornhauser (38,39,55) improved the
dynamic model and considered merging and emergency operations and the effects of data-sampling.

Classical / State Feedback Control

There have been numerous efforts in this area. Fenton (43) suggested a phase-plane dependent
controller that allowed constant separation headway. Fenton and Chu (28) used a PI controller
with compensator on a vehicle model that included nonlinear tire-slip. Chiu, Stupp, and Brown
(1) employed a variable-gain state feedback controller, as did Shladover (60) for platoons. Frank,
Liu, and Lang (41) added feedfoward control to a nested PID controller. Other researchers in this
area include: Olson and Garrard (16), Garrard and Caudill (5), Rouse and Hoberock  (3,4), and
Hauksdottir  and Fenton (42).

In general, most previous efforts have used simplified linear models with little empirical valida-
tion, despite arguments that such approximations are inadequate. This is especially true for the
propulsion system (16,28,69). Powertrain systems are generally modeled as first-order time delays,
with values roughly corresponding to electric motors. Automobile time lags are generally longer
and vary with speed, which makes them more difficult to control (38,40,60).

PATH Research

There are two main groups working on longitudinal control, one under Hedrick and one under
Desoer. Hedrick’s work has been primarily in modeling for control. With Cho (47), they developed
an eight-state, nonlinear powertrain model from physical principles. The emphasis was on transient
effects, including gear shifting. Empirical and simulation comparisons were made to show the valid-
ity of the model. This work has continued with McMahon  (6,69). Two surface sliding control was
added, based on a technique described in (46). Robustness studies were performed for disturbances
and parameter variations.

Desoer’s research with Sheikholeslam has employed control using relative position, velocity, and
acceleration with respect to the immediate leader as well as relative velocity and acceleration with
respect to the platoon leader. In (65,66), a linearized model with a first-order engine lag was used.
In (67,68), the propulsion model was enhanced to include a velocity dependent time lag. In addition,
effects of nonidentical vehicles, mass perturbations, communication delays, and measurement noise
were simulated.

International Research

Research has been underway in both Europe and Japan with regard to automated highway sys-
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terns, with most of the longitudinal control work having been concentrated in Europe under project
Prometheus. Most of the readily available literature concentrates on public transportation systems
and navigation such as Japan’s AMTICS  (50) and Great Britain’s Autoguide (49). Prometheus,
Europe’s major traffic research effort, is putting a great deal of emphasis on driver warning systems
and control assistance, i.e. supplementing the driver’s inherent knowledge and response capabili-
ties while leaving the leaving most of the control in the driver’s hands. Gillan  (48) downplays the
importance of ‘road trains’ or platoons due to the technical difficulties involved (48).

The closest area of research to the AHS idea involves specialized personal rapid transit (PRT)
vehicles. These systems are generally electrically powered and run on specially-designed guideways.
MacKinnon  reviewed these systems in (13). Japan’s CVS and France’s Aramis are two of the best-
known efforts (61). Unfortunately, most of the technical information is proprietary and therefore
unavailable. Ishii (52) does provide some information on the CVS, which would have employed
point-following and a two-target tracking scheme, but was never implemented.

PATH sponsored two fact-finding trips in 1987, Kanafani and Parsons traveled to Germany and
Ross visited Japan (31). Both trip reports conclude that the research emphasis in Europe and
Japan is on navigation and information systems, with some work being done on lateral guidance of
public transportation vehicles.

SUMMARY

Longitudinal control is just one aspect of the AHS problem. There are three basic control
approaches: block, point-following, and vehicle-following. PATH advocates the use of vehicle-
following because it allows for the formation of platoons, which increases highway capacity more
than other approaches. Most of the previous work on longitudinal control has been performed using
simplified linear dynamical models with little empirical verification. Finally, it seems that Japan
and Europe are not interested in the AHS longitudinal control problem, preferring to direct their
efforts toward navigation and improved public transportation.
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and Cntrl., v. 99, n. 3, Sept. 1977, pp. 183-189.

This paper examines the requirements and constraints imposed on a longitudinal control system
at constant headway from 0.4 to 3.0 seconds. A linear second-order model is used to design
a constant gain controller. Two extreme nominal overtaking maneuvers are then analyzed to
show that the response of the system under constant gain control is unsatisfactory for certain
extreme transient maneuvers as they lead to unacceptable initial controller errors. A fourth-
order model was then used to design a time-variable-gain control system.

An exponential function was chosen to obtain satisfactory vehicle response characteristics.
Simulations were carried out to show that this controller is capable of performing extreme
overtaking maneuvers without resulting in unacceptably large initial errors after maneuver
completion.

[2] Caudill, R.J. and Garrard, W.L., “Vehicle-Follower Longitudinal Control for Automated Tran-
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The authors investigated three different spacing policies: constant separation, constant time-
headway and constant safety factor. A simple vehicle model was used with only the acceleration
nonlinearity taken into account. They established the steady-state stability using a linear ap-
proximation of the transfer function between consecutive vehicles. It was shown that for the
constant separation policy it is impossible to obtain steady state stability. They also discussed
the effect of nonlinear drivetrain characteristics on the performance of the system by making
use of a modified describing function technique. The transfer functions for different velocities
were obtained and the jump phenomenon was shown to exist in the nonlinear system. Tran-
sient stability was investigated using Liapunov theory but it was pointed out that for nonlinear
models computer simulation must be used.

[3] Rouse, R.J. Jr. and Hoberock, L.L., “Emergency Control of Vehicle Platoons: Control of
Following-Law Vehicles,” ASME J. Dyn. Sys., Meas., and Cntrl., v. 98, n. 3, Sept. 1976, pp.
239-244.

The longitudinal control of vehicles under following-law control when grouped into controlled
platoons with wayside controllers (see (3)) is analyzed. Nonlinearities such as limits on jerk, and
powerplant dynamics are included in the vehicle model used to study emergency operations.
The gains are adjusted on a trial and error basis to obtain acceptable response in computer
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simulations. A set of gains is found to gives satisfactory results for a specific set of vehicle
parameters. The effects of parameter uncertainty and errors in velocity measurements are not
included in the analysis.

[4] Hoberock, L.L. and Rouse, R.J. Jr., “Emergency Control of Vehicle Platoons: System Oper-
ation and Platoon Leader Control” ASME J. Dyn. Sys., Meas.,  and Cntrl., v. 98, n. 3, Sept.
1976, pp. 245-251.
The control of a platoon of vehicles where the lead vehicle of a platoon is controlled by wayside
controllers is analyzed. The wayside controllers are proposed to ensure that sufficient stopping
distances are maintained between platoons by making use of “modified block control”. Non-
linear models are used to analyze the response of the system for different disturbances. Only
the lead vehicle’s response is presented here and the reader is referred to [3] for the complete
analysis.

[5] Garrard, W.L. and Caudill, R.J., “Dynamic Behavior of Strings of Automated Transit Vehi-
cles,” SAE Trans., SAE paper 770288, v. 86, sec. 2, March 1977, pp. 1365-1378.
The three different spacing policies: constant separation, constant time-headway and constant
safety-factor are implemented in the longitudinal control of a platoon of vehicles. A simple
nonlinear model and a PID control law is used to implement the three different policies. The
models are used in computer simulation to adjust gains obtained from linear analysis and the
response to a number of different conditions (inter alia emergency braking) are discussed. It
is concluded that the constant-safety-factor spacing policy is superior to the other two. The
constant gain controller provides satisfactory response for most nominal operations as well as
emergency braking. However for severe merging maneuvers additional damping is needed and
it is proposed that nonlinear controllers might improve dynamic response during off-nominal
operations.

[6] McMahon,  D.H., Hedrick, J.K. and Shladover, S.E., “Vehicle Modelling and Control for Auto-
mated Highway Systems,” Proc. Amer. Cntrl. Conf., San Diego, CA, 1990.
The authors developed a fully nonlinear vehicle model using simple physical principles. The
model makes use of nine state variables and include the internal combustion engine, transmis-
sion dynamics and tire friction characteristics. This model was then used in the design of a
nonlinear controller making use of a two surface sliding control technique for the longitudinal
control in a platoon of vehicles. Simulation results for a platoon of two vehicles are presented
indicating the feasibility of implementing this nonlinear controller. Tracking errors were inves-
tigated in the presence of modelling errors and a disturbance input to show the robustness of
the controller.

The following articles all appeared in:
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ASCE J. Transp. Engr., v. 116, n. 4, July 1990, pp. 407-478.

[7] Schmitt, LA., “Advanced Vehicle Command and Control System (AVCCS)” pp. 407-416.

The research currently underway to develop an autonomous vehicle command and control
system are presented. This is basically an overview and very little technical information is
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[8] Shladover, S.E., “Roadway Electrification and Automation Technologies,” pp. 417-425.

The new technologies of roadway electrification and automation are discussed to show how
their implementation can alleviate the severe transportation/environmental/energy problems
in major metropolitan areas. The necessity of a complete system solution is stressed and coor-
dination in the development and implementation of the different technologies will lead to an
ultimate solution.

[9] Heddebaut, P., Degauque, D., Duhot, D. and Mainardi, J., “I.A.G.O.: Command Control Link
Using Coded Waveguide,” pp. 427-435.

This article describes a communication system that can be used by vehicles under automatic
control to exchange information.

[lo] Takada, K. and Wada, T., “Progress of Road-Automobile Communication System,” pp. 436-
441.

Similar to (9) but using fixed beacons to communicate to vehicles as they pass.

[ll] Johnston, R.A., DeLuchi, M.A., Sperling, D. and Craig, P.P., “Automatic Urban Freeways:
Policy Research Agenda,” pp. 442- 460.

The political aspects of automating urban freeways are discussed. A five stage implementation
procedure is proposed from voluntary on-board navigation and guidance devices to full au-
tomation of all lanes. Further issues such as capacity, air quality and noise, safety and liability,
costs, benefits and equity, privacy, and public-private and local- state cooperation are also
discussed.

[12] Sobey, A.J., “Business View of Smart Vehicle-Highway Control System,” pp. 461-478.

The acceptance of new technology by the public is discussed. Prior technological revolutions
that have changed society significantly are examined. The feasibility to involve private business
and the cooperation with the public sector are investigated. Incentives to involve public and
private sectors are proposed.
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All the above articles are overviews of the different aspects involved in the implementation of
an Automated Highway System. Technical, economical as well as political considerations are
discussed. I

[13] MacKinnon, D., “High Capacity Personal Rapid Transit System Developments,” IEEE Trans.
Veh. Tech., v. 24, n. 1, Feb. 1975, pp. 8-14.

High capacity personal rapid transit (HCPRT) is a system concept which utilizes small vehicles
at very short headway on exclusive guideway  networks. This paper explores the effect of basic
parameters such as vehicle length, reaction time, maximum jerk etc. on potential minimum
operating headway. The results are then discussed in context of five different programs in
high-capacity PRT systems: Cabtrack (UK), Aerospace  (USA), Cabintaxi (FRG), Controlled
Vehicle System (Japan) and Matra “Aramis,” (France).

[ 141 Fenton, R.E., Melocik, G.C. and Olson, K.W., “On the Steering of Automated Vehicles: Theory
and Experiment” IEEE Trans. Auto. Cntrl., v. 21, n. 3, June 1976, pp. 306-315.

The design and implementation of a lateral controller is discussed. A linear 2-DOF model in-
corporating the effect of roll-steer is used to describe the lateral dynamics of the system. The
parameters of the model were obtained from dynamic and static testing as well as manufac-
turer’s data. This model was used to design single and multiple loop controllers. The systems
were implemented in an actual test vehicle and acceptable results were obtained. The predicted
performance corresponded very closely to the actual measured response. Single loop configura-
tions were found to have adequate performance up to 80 mph. No emergency situations were
considered and the tests only consisted of high-speed tracking in straight and curved sections
of a freeway.

[15] Fenton, R.E., “A Headway Safety Policy for Automated Highway Operations,” IEEE Trans.
Veh. Tech., v. 28, n. 1, Feb. 1979, pp. 22-28.

The interaction between a vehicle’s longitudinal control and the constant headway spacing
policy is discussed. Different controller types such as point-following and car-following modes
are developed and analyzed on the bases of safety, cost and capacity. The most important
parameters were identified through a sensitivity analysis and subsequently used in the analyses.
They are: maximum deceleration of lead vehicle, maximum deceleration of second vehicle, time
delay of controller, and a velocity deviation threshold. A number of conditions under which
safe operation is possible were identified.

[16] Olson, D.E. and Garrard, W.L., “Model-Follower Control for Automated Guideway  Transit
Vehicles,” IEEE Trans. Veh. Tech., v. 28, n. 1, Feb. 1979, pp. 36-45.
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A design approach for the design of a longitudinal control system for automated transit vehicles
is proposed. Two model- following controller designs are discussed. Preliminary second and
third order controllers are designed making use of a linearized model. Nonlinear effects such as
jerk and propulsion limitations are included and the describing function technique is used to
analyze the stability of the system. In the case of nonlinearities for which describing functions
can not be found, numerical integration is used to obtain the corresponding results.

Computer simulations were also carried out to verify the theoretical results and the occurrence
of a limit cycle. It was shown that it is possible to design longitudinal controllers with excellent
behavior during station keeping operations. Additional controllers are necessary for transitional
modes of operation. It is also shown that controllers generating jerk commands become unstable
at relatively long headway while controllers issuing acceleration commands can become unstable
at very short headway.

[17] Pue, A.J., “Implementation Trade-Offs for a Short-Headway Vehicle-Follower Automated Tran-
sit System” IEEE Trans. Veh. Tech., v. 28, n. 1, Feb. 1979, pp. 46-55.

The influence of communication and digital computation on the longitudinal control of vehicles
in an automated transit system is discussed. Two cases are considered, a dumb-vehicle model
where all the computation is carried out by the wayside computers, and a smart-vehicle model
where the computation is carried out onboard the vehicle. A simple nonlinear model of the
vehicle is linearized to carry out the analysis. Such factors as the word length, data rates and
allowable transmission time lags are investigated. Computer simulations are used to evaluate
the response of the fully nonlinear system. A set of values is obtained for the smart-vehicle
model that will satisfy all the requirements for nominal and emergency control.

[18] Nisonger, R.L. and Wormley, D.N., “Dynamic Performance of Automated Guideway  Transit
Vehicles with Dual-Axle Steering” IEEE Trans. Veh. Tech., v. 28, n. 1, Feb. 1979, pp. 88-94.

The lateral dynamic performance of automatically guided single and dual steered axle vehi-
cles are investigated using a 3-DOF nonlinear model which includes yaw, sideslip and roll.
Three different controllers, an independent controller, yaw- controlled rear steering and a zero-
sideslip controller, are implemented and the response analyzed for a number of different vehicle
maneuvers including curve and station entry.

All three controllers showed improved performance compared to a single- axle controller. It
was also found that all the ride quality requirements were met by the controllers. It seems as
if the zero-sideslip controller was preferred due to reduced tracking error and acceleration in
curve and station entry while having performance on straight guideway  sections similar to that
of the single-axle controller.
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[19] Walzer, P. and Zimdahl, W., “European Concepts for Vehicle Safety, Communications and
Guidance,” Int’l Cong. Transp. Elec., 1988 Convergence, pp. 91-96.

The European road traffic situation is discussed with reference to safe driving systems, com-
munication, and guidance and traffic control. The PROMETHEUS (PROgraM for a European
Traffic with Highest Efficiency and Unprecedented Safety) project is also presented with all
the different modules: Pro-Car - Development of computer-assisted systems to support the
driver. Pro-Net - Development of communication networks between vehicles. Pro-Road- Devel-
opment of information systems on road conditions. Pro-Chip- Development of micro-electronic
components. Pro-Art - Development of fundamental artificial intelligence systems. Pro-Corn -
Development of structures and standards for data exchange between vehicles and their envi-
ronment. Pro-Gen - Development of scenarios simulating the road traffic of the future that are
suitable for analysis and evaluation of the proposed systems.

[20] Schilke, N.A., Fruechte, R.D., Boustany, N.M., Karmel, A.M., Repa, B.S. and Rillings, J.H.,
“Integrated Vehicle Control” Int’l Cong. Transp. Elec., 1988 Convergence, pp. 97-106.

An overview of the scope and aims of Project Trilby at General Motors are given by the authors.
The importance of taking the human factor into consideration during this development is
stressed by regarding the driver as a dynamic subsystem and not merely as a source of manual
input. The incorporation of artificial intelligence is proposed to take care of driver preferences in
the automatic control process of the automobile. In “The Adaptive Vehicle” all the subsystems
must be completely integrated to perform their various tasks to the complete satisfaction of
the driver over a wide range of environmental conditions. A three-level hierarchical control
structure is proposed in order to reduce the complexity of the optimal control problem to
solve.

[al] Chandler, R.E., Herman, R. and Montroll, E.W., “Traffic Dynamics: Studies in Car Following”
Ops. Res., v. 6, n. 2, 1958, pp. 165-184.

very interesting article on the modelling of vehicle strings. All the analysis are carried out on a
linearized model. The authors considered a car as a servo-mechanism with a lag to compensate
for the driver’s reaction time, the braking system and the inertia of the vehicle. A variety of
analyses are carried out to investigate the stability of the system. Models range from propor-
tional control, constant spacing policy to the California Motor Vehicle Code (allow spacing of
one car length for every ten miles per hour) and Laplace  transforms are used to determine sta-
bility. It was shown that constant spacing control is always unstable but that relative velocity
control can be stable under most circumstances. A number of experiments were also carried
out and it was shown that the most applicable model is that of relative velocity control.

2221 Herman, R., Montroll, E.W., Potts, R.B. and Rothery, R.W., “Traffic Dynamics: Analysis of
Stability in Car Following” Ops. Res., v. 7, n. 1, 1959, pp. 86-106.
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This article is a follow-on to (21) where the emphasis is now put on the stability of the string.
Again Laplace transforms are used to solve the resulting differential equations, but the results
are further examined by numerically integrating the ODE’s on a digital computer. A more
complex control law is also investigated where not only the state of the first vehicle, but also
that of the lead is taken into account. A case where the states of the vehicle in front and the one
behind are used is also described. A statistical criterion is derived for stability by examining
the statistics of the n’th car in a line assuming that of the first car is known. ‘Acceleration
noise’ is proposed as a parameter that might be employed to characterize the car- driver-road
complex under various conditions.

[23] Fenton, R.E., “Automatic Vehicle Guidance and Control - A State of the Art Survey” IEEE
Trans. Veh. Tech., v. 19, n. 1, 1970, pp. 153-161.
Yet another survey with many references (all pre 1970). The topics that are covered are:
longitudinal control, vehicle- spacing detection, vehicle communication systems, lateral control,
automatic merging, propulsion, decision-making capabilities, automatic vehicle checkouts and
evolutionary developments.

[24] Glimm, J. and Fenton, R.E., “An Accident-Severity Analysis for a Uniform-Spacing Headway
Policy,” IEEE Trans. Veh. Tech, v. 29, n. 1, 1980, pp. 96-103.
This paper attempts to evaluate the severity and cost of each collision for a variety of accident
scenarios. The approach includes a specification of the collision model, a selection of an accident
severity measure, a consideration of a corresponding cost function and a sensitivity analysis.
A quantitative measure of the effects of key parameters on accident severity is specified. Three
different platoon-accident scenarios are then investigated to demonstrate the effectiveness of
the methods.

[25] Lenard, M., “Safety Considerations for a High Density Automated Vehicle System,” Transp.
Sci., v. 4, n. 2, May 1970, pp. 138-158.
Simple vehicle dynamics and control was employed to model an automated vehicle system
with vehicle-borne or wayside controllers. An accident severity measure was defined and is
then subsequently used in computer simulations to compare the effect of different parameters
in the case of the sudden failure of a vehicle and the case where a stalled vehicle on the roadway
is not detected. The only significant parameter was found to be the deceleration of the vehicles.
The wayside controller proved to be far superior to the vehicle-borne system. An attempt was
also made to compare the results of automobile traffic and an automated system with wayside
controllers. It was also found that a considerable improvement in safety could be obtained if
vehicles could be kept in motion at high speeds after a collision.
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[2G] Parsons, R.E., “Program on Advanced Technology for the Highway (PATH),” Engr. 21st Cent.
High.: Proc. of Conf., San Francisco, CA, April 1988, pp. 146-155.

The author, ‘former director of the PATH program, gives an overview of the scope and type
of research planned for the next 2-3 years. The activities include: lateral control, longitudinal
control, non-contact electrification and navigation.

[27] Schmitt, L.A., “Advanced Vehicle Command and Control System (A.V.C.C.S.),” Engr. 21st
Cent. High.: Proc. of Conf., San Francisco, CA, April 1988, pp. 105-118.

AVCCS is being developed as the major solution to current highway congestion. The objective
is to automate vehicle operations while minimizing human involvement. Different degrees of
control are proposed for the different street types encountered in one journey. The components
of the system included in the discussion are: the measured wheel, the flux gate compass, the
automatic vehicle location sensor system, the radar proximity detection system, the logical bit
map and the command and control communications system.

[28] Fenton, R.E. and Chu, P.M., “On Vehicle Automatic Longitudinal Control,” Transp. Sci., v.
11, n. 1, 1977, pp. 73-91.

The authors discuss the design and implementation of a longitudinal controller in an automo-
bile. They use a simple nonlinear model of the vehicle to account for powerplant dynamics and
wheel slip for the design of the controller. In the design of the controller the following aspects
are taken into consideration: vehicle acceleration limits, ride comfort, tracking accuracy and
external disturbances such as headwinds. No emergency maneuvers were incorporated in the
design. The performance of the controller was investigated making use of numerical simulations.
The designed controller was subsequently implemented in a full scale test. It was found that
the controller performed satisfactorily under nominal conditions such as merging and consta,nt
speed operation. The response of the system under emergency braking was also found to be
adequate.

[29] Whitney, D.E. and Tomizuka, M., “Normal and Emergency Control of a String of Vehicles by
Fixed Reference Sample-Data Control,” Pers. Rapid Transp., ed. Anderson, J.E. et. al., Univ.
of Minn., April 1972, pp. 383-404.

A fixed reference system is proposed to eliminate the shockwave associated with moving refer-
ence systems. The model of the vehicle dynamics include only wind drag force, gravitational
force and the propulsion force which are assumed to be linear. A PID controller is designed using
first a continuous system approach and then refined making use of sampled data techniques
because the vehicle only receives inputs when it passes the fixed reference posts. Computer
simulations are also carried out to evaluate the system response to initial spacing errors and
wind gusts. In section 2 vehicle control under emergency braking is considered. In this case

45



it is assumed that the posts provide information on the desired displacement, velocity and
acceleration. Four PI controllers are designed and their responses analyzed through numerical
simulations. It was found that oscillations of the wheel’s angular velocity resulted from the ef-
fect of the discrete nature of the input leading to longer stopping distances than for continuous
input.

[30] French, R.L., “Automobile Navigation: Where Is It Going?” Proc. IEEE Pos. Lot. and Nav.
Symp., 1986, pp. 406-413.

A survey of automobile navigation techniques including radio location, dead reckoning, map
matching, and proximity beacons. In all cases the aim is to maximize the efficiency of the
route and to determine the absolute position as opposed to sensing relative position to other
vehicles. This article concludes with a description of where the U.S., Europe, and Japan are
concentrating their research efforts.

[3 l] Kanafani, A., Parsons, R., and Ross, H., “Status of Foreign Advanced Highway Technology”
UCB/ITS PTM2, Oct. 1987.

This is a summary of Kanafani’s and Parson’s exploratory trip to Germany and Ross’ visit
to Japan as part of the PATH program. Both Europe and Japan seem to be concentrating
on navigation for automobiles and lateral guidance public transportation systems. Europe’s
Prometheus project is highly secretive, while the Japanese IVS system under the Ministry of
International Trade and Industry is somewhat more open. Neither Europe nor Japan seems
to be actively pursuing longitudinal control, although Assoc. Prof. Yoshio Tsukio of Nagoya
University made the interesting comment that if Japan were to pursue an automated highway
system, it would be fully autonomous (i.e. without any roadside communication).

[32] Kleinman, D.L., Baron, S., and Levison, W.H., “ A Control Theoretic Approach to Manned-
Vehicle Systems Analysis,” IEEE Trans. Auto. Cntrl., v. AC-16, n. 6, Dec. 1971, pp. 824-832.

The authors construct a linear, time-invariant model of a human controller, which includes
such effects on performance as visual screening, task interference, and workload. Neuromotor
dynamics are modeled as a time lag. Experimental data was collected using actual human
responses to disturbance inputs given a scalar controller and an error indicator.

[33] Gazis, D.C., Herman, R., and Rothery, R.W., “Analytical Methods in Transportation: Math-
ematical Car-Following Theory of Traffic Flow” J. Engr. Mech. Div., Proc. ASCE, v. 89, n.
EM6, Dec. 1963, pp. 29-46.

This paper presents some early car-following theories. The vehicle dynamics are represented
with differential difference equations including a time-lag and sensitivity. The model is evalu-
ated with constant and varying sensitivities. Local and asymptotic stability are discussed. Some
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empirical results are presented, with the comment that most drivers operate on the verge of
instability. Relationships for the maximum flow are discussed for each sensitivity.

[34] Levine, W.S., and Athans, M., “On the Optimal Error Regulation of a String of Moving
Vehicles,” IEEE Trans. Auto. Cntrl., v. AC-11, n. 3, July 1966, pp. 355-361.

This paper appears to be the first of several to apply optimal control theory to the platoon
problem. Specifically, an optimal linear regulator with a quadratic cost function was employed.
The cost function penalizes errors in relative position and velocity, as well as changes in accel-
eration. This control approach leads to a linear, time-invariant, stable feedback control system.
The optimization problem is solved only for the steady-state case by solving the Riccati equa-
tion on a digital computer.

Simulation results are presented for the three-car case. The vehicle model includes only propul-
sive force and nonlinear drag, which is linearized with a Taylor series expansion. The simu-
lation was performed on an analog computer. The method presented employs information on
the states of all three vehicles. The authors suggest that the first vehicle has little effect on the
last vehicle in large strings, but they do not address asymptotic stability specifically.

[35] Wilkie, D.F., “A Moving Cell Control Scheme for Automated Transportation Systems,” Trans.
Science, v. 4, n. 4, Nov. 1970, pp. 347-364.

This article presents a cell-following control theory that attempts to avoid the prohibitive
amount of information needed for high-dimension controllers and the possible instabilities of
car-following. A simple linearized model is used for the vehicle dynamics. A quadratic cost
function that considers position, velocity, acceleration, and jerk is included in the optimal
controller. An analytical sensitivity method is used to calculate the weighing factors. Simulation
results for a merging maneuver are presented.

[36] Bender, J.G., and Fenton, R.E., “A Study of Automatic Car Following” IEEE Trans. Veh.
Tech., v. VT-18, n. 3, Nov. 1969, pp. 134-140.

A small-signal, car-following model is developed from the vehicle’s longitudinal dynamics. Cri-
teria for asymptotic stability are developed. Simulations and empirical trials were run for a
two vehicle string initially at steady-state. For the empirical trials, an experimental car with
electrohydraulic braking, acceleration, and steering was employed with a phantom lead car un-
dergoing sinusoidal velocity variations. Six cases with varying control parameters were studied
to show effects upon stability and car-spacing.

I [37] Chu, K.C., “Decentralized Control of High-Speed Vehicular Strings,” Trans. Science, v. 8, 1972,
pp. 341-383.
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This work presents a unified approach to the optimal control of a string of vehicles. The
vehicle dynamics are represented with a simple model that accounts for drag and input force.
A rather thorough analysis of asymptotic stability is given based on the z-transform of the
dynamic model. The quadratic cost function includes relative position, relative velocity, and
acceleration (control force and jerk). Six control cases are discussed for varying amounts of
feedback information. The general trend is that more information leads to better control, but
with diminishing marginal returns.

[38] Garrard, W.L., and Kornhauser, A.L., “Use of State Observers in Optimal Feedback Control of
Automated Transit Vehicles,” ASME J. Dyn. Sys., Meas., and Cntrl., June 1973, pp. 220-227.

A study of slot-following control. A dynamical model is derived that includes drag forces,
propulsive forces, road grade, and mechanical resistance. The equations are non- dimension-
alized and linearized about a mainline operating point. A quadratic performance index is
employed for optimal control that includes position, velocity, and acceleration errors, and the
rate of change of propulsive force (proportional to jerk). Observers are used in place of measur-
ing acceleration error and jerk. Simulations for constant disturbances, merging, and emergency
stops were run with the observers and measured acceleration and jerk. Sampled data effects
were also simulated.

[39] Garrard, W.L., and Kornhauser, A.L. “ Design of Optimal Feedback Systems for Longitudinal
Control of Automated Transit Vehicles,” Trans. Res., v. 7, 1973, pp. 125-144.

This article supports the results of (38) ba ove and shows that the linearized equations are
applicable even to emergency and merging situations.

[40] Shladover, S.E., “Longitudinal Control of Automotive Vehicles in Close-Formation Platoons,”
ASME Adv. Auto. Tech. Conf., v. 13, 1989, pp. 63-81.

This article presents a clear motivation for vehicle automation, although without much quanti-
tative proof of predicted benefits. A discussion of the pros and cons of vehicle- and point-follower
control systems is included. A vehicle model for simulation is described that includes propulsion
with a first order lag, acceleration and jerk limits, sampling errors, and signal noise. A constant
coefficient, vehicle-following control system is employed with knowledge of position, velocity,
and acceleration of the immediately preceeding  vehicle and command acceleration and velocity
of the platoon leader. Other effects are added to specific trials, such as delay of information to
rear vehicles, an enhanced jerk limiter, rolling resistance, and square-law aerodynamic drag.

The first simulation uses a propulsion time delay corresponding to an electric motor. The
results show that the controller is not suitable for emergency situations. Simulations with an
increased time constant (roughly equivalent to an internal combustion engine) show a heavy
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dependence of the control parameters on the propulsion system. The author notes that most
automobile propulsion parameters vary with speed, leading to increased complexity.

[41] Frank, A.A., Liu, S.J., and Liang, S.C., “Longitudinal Control Concepts for Automated Au-
tomobiles and Trucks Operating on a Cooperative Highway,” Journal of Passenger Cars, SAE
Transactions, Sec. 6, 1989, pp. 13081315.

This paper presents simulation results from a vehicle-follower control model. The non-linear
vehicle model includes propulsion and sensing delays, power saturation, and dissimilar vehicle
characteristics for members of the platoon. A nested control system is used , consisting of a
PID regulator for disturbance rejection, proportional space- controller for entrainment, and a
feedforward speed- synchronizer to change the command speed.

[42] Hauksdottir, A.S., and Fenton, R.E., “On the Design of a Vehicle Longitudinal Controller”
IEEE Trans. Veh. Tech., v. VT-34, n. 4, Nov. 1985, pp. 182-187.

The authors develop a velocity-dependent, nonlinear vehicle model. It is noted that propulsion
nonlinearities can have significant effects upon the outcome. The nonlinear effects include
throttle and tire slip.

A cascade compensator (PI) was employed to deliver small tracking errors. An ob-
server/controller was also used to deliver a velocity invariant response. Poles were placed
through trial-and-error. Simulations were run for merging, step speed change, and an orga-
nizing maneuver. Robustness to headwinds and sensitivity to tire slip and throttle parameters
were also examined.

[43] Fenton, R.E., Cosgriff, R.L., Olson, K.W., and Blackwell, L.M., “One Approach to Highway
Automation” Proc. IEEE, v. 56, n. 4, April 1968, pp. 556-566.

A comparison of performance for automated and unautomated transportation is presented.
A phase-plane dependent controller is suggested for a simple dynamic vehicle model, which
allows for constant headway control. A limited discussion on asymptotic stability concludes
the article.

[44] Hajdu, L.P., Gardiner, K.W., Tamura, H., and Pressman, G.L., “Design and Control Consid-
erations for Automated Ground Transportation Systems,” Proc. IEEE, v. 56, n. 4, April 1968,
pp.493-513.

One of the first comprehensive articles on the automated transportation problem, this paper
describes basic control modes, probable capacity increases, and safety concerns.
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[45] Garrard, W.L., Caudill, R.J., Kornhauser, A.L., MacKinnon,  D., and Brown, S.J., “State of
the Art of Longitudinal Control of Automated Guideway  Transit Vehicles,” Hi Speed Grnd.
Trans. J., v.,12, n. 3, Fall 1978, pp. 35-67.

This article presents a survey of block, vehicle-follower, and point-follower control. Included
are analyses for constant separation, constant time, and constant safety factor headways.

[46] Slotine, J.J.E., “Sliding Controller Design for Non-linear Systems,” Int. J. Cntrl., v. 40, n. 3,
1984, pp. 421-434.

This paper describes the basis for the sliding control procedure employed by McMahon  and
Hedrick in (6).

[47] Cho, D., and Hedrick, J.K., “Automotive Powertrain Modeling for Control” ASME J. Dyn.
Sys., Meas., and Cntrl., v. 111, Dee 1989, pp. 568-576.

An in-depth development of an eight-state, nonlinear powertrain model based on physical
principles is presented. Empirical and simulation data are compared to show the validity of the
model, with an emphasis on transient and gear- shifting effects.

[48] Gillan, W.J. , “PROMETHEUS - Reducing Traffic Congestion by Advanced Technology” Int’l
Road and Traffic Conf., v. 1, 1988, pp. 111-115.

This report presents the Prometheus system in Europe with an emphasis on electronic route
guidance. ‘Road trains’ (i.e. platoons) are mentioned, but their importance is downplayed due
to the technological difficulties involved.

[49] Rees, N., “AUTOGUIDE in Great Britain: Policy and Prospects,” Int’l Road and Traffic Conf.,
v. 1, 1988, pp. 127-130.

An overview of the UK’s proposed Autoguide navigation system is given.

[50] Tsuzawa, M., and Okamoto, H., “Overview and Perspective of Advanced Mobile Traffic Infor-
mation and Communication System (AMTICS)” Int’l Road and Traffic Conf., v. 1, 1988, pp.
153-157.

The Japanese navigation and on-line map system is described.

[51] Lipicnik,  M., and Murko, S., “Optimization of the System Driver-Vehicle-Road from the View-
point of Driving Dynamics,” Int’l Road and Traffic Conf, v. 1, 1988, pp. 137-141.

This paper focuses primarily on directional, as opposed to longitudinal control, with an em-
phasis on road design using a kinematic study of transition curves.
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[52] Ishii, T., Keizo, K., Katsuhiro, K., and Hiroshi, T., “The Control System of CVS Using the
Two-Target Tracking Scheme” Personal Rapid Transit II, U. of Minn., 1973, pp. 325-334.
This study employs a simple dynamic model of an electrically powered vehicle with four modes:
powering, coasting, electrical braking, and mechanical braking. Simulations were run for point-
following control using PD control. Time delays were implemented to control jerk. The two-
target tracking system is introduced briefly as a means to decrease position error.

[53] Hinman, E.J., and Pitts, G.L., “Practical Safety Considerations for Short-Headway Automated
Transit Systems,” Personal Rapid Transit II, U. of Minn., 1973, pp. 375-380.
Minimum safe headways  are discussed for both point- and vehicle-follower control schemes. In
addition, analyses are made for the no collision condition and for very short headways  that
allow for collisions given limited accident severity.

[54] Lobsinger, D., “An Analysis of Minimum Safe Headway for No Collisions,” Persona.1 Rapid
Transit II, U. of Minn., 1973, pp. 391-398.
This study may be applied to inter-platoon spacing. It presents an analysis of factors affecting
safe headways  for the no collision condition with brick-wall and modified brick- wall stopping
situations.

[55] Kornhauser, A.L., Lion, P.M., McEvaddy,  P.J., and Garrard, W.L., “Optimal Sample-Data
Control of PRT Vehicles,” Personal Rapid Transit II, U of Minn., 1973, pp. 359-365.
This is an extension of previous work (38,39).  A point- follower controller with a quadratic
performance index is combined with a Kalman filter. Simulations were performed with varying
sampling interval lengths, wind conditions, and noise levels. Three vehicle operations were
used, constant velocity, slot advance, and acceleration for merging from an off-line station.

[56] Anderson, J.E., “Theory of Design of PRT Systems for Safe Operation” Personal Rapid Transit
II, U of Minn., 1973, pp. 367-373.
This paper uses a kinematic analysis to examine very short headways  for applications on PRT
systems. No specific control systems are described.

[57] Evans, R.E., and Whitten,  R.P., “Analysis and Demonstration of Position Error Headway
Protection for PRT Systems,” Personal Rapid Transit II, U. of Minn., 1973, pp. 335-348.
An actual PRT system is described in detail, but without much technical information. It uses
point-follower control at very low speed (10 mph).

[58] McGean, T . J . , “Headway Limitations for Short-Term People Mover Programs,” Personal Rapid
Transit II, U. of Minn., 1973, pp. 349-357.
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This report proposes a 1 second ‘headway barrier’ for PRT systems after analysis of the state
of the art of headway capabilities and a kinematic study of braking.

[59] Brown, S.J., “Design Considerations for Vehicle State Control by the Point-Follower Method”
Personal Rapid Transit II, U. of Minn., 1973, pp. 381-389.

A point-follower controller is introduced for a vehicle model including dc-motor propulsion and
aerodynamic drag. The kinematics of speed change and backward point skipping are discussed.
The results show that constant time headway is required for constant throughput and that
the necessary speed reduction results in a decrease in safety. The author suggests tachometer
feedback and a PI controller with relative position data for best performance.

[GO] Shladover, S.E., “Longitudinal Control of Automated Guideway  Transit Vehicles Within Pla-
toons,” ASME J. Dyn. Sys., Meas., and Cntrl.,v. 100, Dec. 1978, pp. 302-310.

This paper describes a car-following controller with special emphasis on asymptotic stability
and the effects of jerk limiting. A standard mass with time-delayed propulsion model (electric
motor) is used with grade/gravitation and aerodynamic external forces. The simulations were
performed at low speeds (30 mph).

A basic feedback controller is employed, although the coefficient values are varied to account
for specific needs of steady-state and ex/entrainment. The coefficients were determined through
pole placement.

An analysis of asymptotic stability shows that absolute velocity feedback is necessary for
constant-spacing control. Calculations show that the vehicle response is much more strongly
related to the lead velocity than to the relative velocity.

Finally, the destabilizing effects of jerk-limiting are discussed. Analyses are performed for si-
nusoidal and random inputs, resulting in jump resonances and limit cycles in both cases. The
author suggests that these situations may be avoided by limiting the error values.

[Gl] Shladover, S.E., “Dynamic Entrainment of Automated Guideway  Transit Vehicles,” Hi Speed
Grnd. Trans. J., v. 12, n. 3, Fall 1978, pp. 87-113.

This paper provides a rather extensive analysis on the cost and safety benefits of AGT systems.
It also includes an historical description of past efforts, including the Japanese CVS and the
French Aramis systems.

[G2] Peng, H., and Tomizuka,  M., “Vehicle Lateral Control for Highway Automation,” Proceedings
of the American Control Conference, Vol 1, 1990, pp. 788-794.

This paper presents that design of lateral feedback and feedforward controllers designed to meet
lateral tracking requirements by utilizing frequency-shaped linear quadratic (FSLQ) control
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theory. This design method accounts for ride quality and permits the high-frequency robustness
characteristics to be improved through a proper choice of weighting factors.

[63] Athans,  M . “A Unified Approach to the Vehicle Merging Problem” Trans. Res., v. 3, 1969,
pp.123-133.
Employs an optimal cost function developed by Levine and Athans  (34) and describes a merg-
ing algorithm based on set theory. On-ramp acceleration and off-ramp deceleration are not
addressed specifically.

[64] Shladover, S.E., et al, “Automatic Vehicle Control Developments in the PATH Program,” IEEE
Transactions on Vehicular Technology, Vol. 40, No. 1, 1991, pp. 114-130.
This is a general description of the PATH program, which supports a platoon approach with
minimal crash effects due to very short headways, leading to double or triple present capacity.
To implement platoons, the vehicle-follower is preferred over the point-follower. It also describes
possible measuring and communication devices to aid the controller. Finally, brief descriptions
of Hedrick’s vehicle model (6,47,69), Desoer’s controller (65-68)) and lateral controllers (62,70)
are given.

[65] Sheikholeslam, S., and Desoer, C.A., “Longitudinal Control of a Platoon of Vehicles I: Linear
Model,” PATH Research Report UCB-ITS-PRR-89-3, 1989.
The vehicle model includes grade effects, linearized air resistance, constant mechanical drag,
and a first order engine lag (0.2s). A state feedback controller is employed that includes relative
position, relative velocity, relative acceleration, lead-car velocity and lead car-acceleration.
Simulations were run for a platoon of four identical vehicles starting at an initial velocity of
40 mph and accelerating to 72 mph. The maximum values for jerk and acceleration were 0.3
g/s and 0.5 g, respectively. Both values are on the upper limit of what is commonly considered
acceptable. The maximum position error was 0.22 m. Robustness to communication delays and
measurement noise was investigated.

[66] Sheikholeslam, S., and Desoer, C.A., “Longitudinal Control of a Platoon of Vehicles II: First
and Second Order Time Derivatives of Distance Deviations,”
This work continues that of (65) by demonstrating the need for the derivatives of distance
deviations for pole placement and the benefits of this information on transient response and
allowable spacings.

[67] Sheikholeslam, S., and Desoer, C.A., “Longitudinal Control of a Platoon of Vehicles III: Non-
linear Model,”
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The vehicle model described in (65) is enhanced by including a velocity dependent time lag in
the engine dynamics. The model is then linearized using the exact linearization technique. Sim-
ulations were run for platoons of 4 to 16 vehicles with nonidentical characteristics. Robustness
to mass perturbations, communication delays, and measurement noise was investigated.

[68] Sheikholeslam, S., and Desoer, C.A., “Longitudinal Control of a Platoon of Vehicles,”

This is essentially the same paper as (67), except that a push-button device is included in the
controller model to compensate for mass perturbations.

1691 McMahon,  D.H., and Hedrick,  J.K., “Longitudinal Model Development for Automated Road-
way Vehicles,”

A restatement of the conclusions reached in (6), this gives a more detailed description of
their conclusions and recommendations for further study. The authors suggest that the vehicle
propulsion dynamics are sufficiently nonlinear to warrant a nonlinear model for simulation, but
that there are simplifications which may be made to their present model.

[70] Zhang, W.B., Parsons, R.E., and West, T., “An Intelligent Reference System for Vehicle Lateral
Guidance/Control,”

A discussion of some lateral control research within the PATH project.

[71] Slotine, J.J. and Sastry, S.S., “Tracking Control of Non- linear Systems Using Sliding Surfaces,
With Applications to Robot Manipulators,” Int’l J. Cntrl., v. 38, n. 2, 1983, pp. 465-492.

A precursor to (46), this paper presents a highly mathematical development of sliding con-
trol. Parameter sensitivity and robustness to disturbance inputs are discussed. A continuous
approximation of the discontinuous control law is applied to reduce chattering. Application to
a two-link, flexible manipulator is shown.

[72] Pue, A.J., “A State-Constrained Approach to Vehicle-Follower Control for Short Headway
Automated Transit Systems,” ASME J. Dyn. Sys., Meas., and Cntrl., v. 100, Dec. 1978, pp.
291-297.

A vehicle-follower controller is designed based upon the results of Levine and Athans (34)
optimal control efforts and the kinematic constraints found by Chu, et al (1) due to the no-
collision condition and the jerk and acceleration limits. Sub-optimal controllers to reduce input
information and computation are evaluated by computer simulation. These simulations were
run for an overtaking maneuver.

[73] Garrard, W.L., “Effects of Jerk Limiting on the Stability of Automated Transit Vehicles,”
ASME J. Dyn. Sys., Meas.,  and Cntrl., v. 100, Dec. 1978, pp. 298-301.
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This paper demonstrates that acceleration and jerk limiting have destabilizing effects for vehicle
controllers. External forces, braking, and propulsion dynamics are neglected, so the results are
best interpreted from a qualitative standpoint.

[74] Thomas, P.D. and Forsythe, W., “Observations on Control of Automated Guided Vehicles,”
ASME J. Dyn. Sys., Meas., and Cntrl., v. 112, Sept. 1990, pp. 435-441.

The authors start with an overview of AGV system requirements. The no-collision condition is
required, justified with the statement that less rigorous safety requirements do not significantly
reduce throughput. A braking maneuver for a string of vehicles is investigated. Pure Moving
Block (minimum headway equals instantaneous braking distance) and Moving Time Block
(constant time separartion) theories are employed. Maximum braking for lead vehicle results
in unacceptable headways for the following vehicles. Thus, headways must be increased at the
expense of throughput. Acceptable results are achieved by shaping the velocity profiles using
jerk and acceleration.

[75] Xia, X. and Law, E.H., “Response of Four-Wheel-Steering Vehicles to Combined Steering and
Braking Inputs,” ASME Adv. Auto. Tech. Conf., v. 13, 1989, pp.107-127.

An emergency obstacle avoidance maneuver was simulated for a four-wheel steering vehicle and
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