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Abstract

Next generation wireless networks face the challenge oéaging energy consumption while satis-
fying the unprecedented increase in the data rate demaratidr@ss this problem, we propose a utility-
based energy-efficient resource allocation algorithm figr downlink transmissions in heterogeneous
networks (HetNets). We consider the fractional frequeraryse (FFR) method in order to mitigate the
intra- and inter-cell interference. The proposed algarittiivides the resource allocation problem into
frequency and power assignment problems and sequent@iigssthem. The proposed power control
algorithm uses the gradient ascent method to control thesitna power of macrocell base stations as
most of the power in the network is consumed there. We alssepighe optimality conditions of the
resource allocation problem and the convergence of theogeapalgorithm. We study the performance
of the proposed algorithm in a Long Term Evolution (LTE) gyst Our simulation results demonstrate
that the proposed algorithm provides substantial impramsiin the energy efficiency and throughput

of the network.
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I. INTRODUCTION

Energy efficiency is an important issue in the next genematioeless networks. In particular,
the high data rate demands of the LTE and LTE-Advanced stdadaing the hidden cost of
increasing energy consumption. These have been studicdeiditerature under the topic of
“Green Communications” [1]. Network operators are alsoksgpgreen solutions in order to
reduce their operational expenses. Several methods haveiineestigated and standardized to
increase the energy efficiency of the networks, see, e.§[5]1 Among these solutions, we
study the FFR method in this paper to reduce both the intrd-iater-cell interference. In the
FFR method, cells are divided into cell-center and celleedggions and orthogonal subbands
are allocated in these regions. In an interference domdneggion, increasing the transmit
power slightly improves the throughput, but it significgndegrades the energy efficiency. The
frequency allocation of the FFR method significantly insesathe energy efficiency and reduces
the outages.

The resource allocation problem for multicell networks baen widely investigated in the
literature, see, e.g., [6]-[12]. The study in [6] finds tHe hetwork sum throughput is maximized
when the radius of the cell-center region is chosen as 0.éstithe cell radius for single-
layer networks employing omnidirectional antennas. A Emstudy is presented in [7] for
two-layer networks with three and six sector antennas incwil.61 and 0.54 times the cell
radius, respectively, are determined to be the cell-caetgpn radii that maximize the network
throughput. In contrast to the studies that maximize thevoed throughput, in this paper,
we investigate the cell-center radius that maximizes trexggnefficiency, which has not been
investigated in the literature. Several studies have begorted investigating energy-efficient
resource allocation in multicell networks, see, e.g. [BP} These works consider the static
power consumption along with the transmit power to develegeb link adaptation schemes. In

our paper, this problem is also addressed but in a large soale that the energy efficiency of



the complete network is maximized. In [11], the effects & dtell-center region radius have been
investigated. The authors identify that as the number ofsusereases the optimal cell-center
radius needs to decrease. Reference [12] investigatesroesallocation in time, frequency, and
both time and frequency domains. Considering the complexitthe problem and practical
constraints, [12] proposes to use constant energy acrddmsds instead of using a multi-user
water-filling algorithm. It needs to be noted that the samest@aints also apply to the LTE and
LTE-Advanced systems, where the standards define the sthatleeduling granularity to be per
resource block and constant power is allocated to the subsawithin a resource block [2].
In this paper, we also employ this approach and find the optpoaer levels that maximize
the energy efficiency of the network. A recent study in [7]geed a novel FFR scheme for
HetNet deployments with sectorized macrocell base statime use the same scheme.

In this paper, we address the resource allocation proble@rihogonal Frequency Division
Multiple Access (OFDMA) systems employing the FFR methodHgtNets deployments. We
propose a novel resource allocation algorithm in which thiedive is to maximize the energy
efficiency in each sector. We account for both the transnt static power consumed at base
stations. The proposed algorithm divides the resourcecatilon problem into frequency and
power allocation problems. To solve the frequency assigrtmeblem, we investigate two well-
known schedulers, the sum rate maximization (SRM) and egaatiwidth (EBW) schedulers
[13]. For the power control assignments, the gradient dsewthod is applied. We note that
power control is applied only at the macrocell base statMaNB) and not at the picocell base
station (pico eNB) in order to eliminate excessive traffietnead among base stations, which is
especially critical as the network becomes denser with Istedildeployments. This also makes
sure that full coverage is provided in the small cells.

The remainder of this paper is organized as follows. Sedtimtroduces the system model and
presents the base station power consumption models. 8dttiormulates the energy-efficient
resource allocation problem in OFDMA systems employing kR method. The proposed
algorithm is presented in Section I, along with the optiityaconditions and the convergence

proof of the proposed algorithm. Numerical results denratisig the performance improvements



are presented in Section IV and concluding remarks are ma&edtion V.

[l. SYSTEM MODEL

In this section, we first present the FFR method used in thgemparhen we identify the
interference conditions in each region and present thesystodel. Finally we discuss the base
station power consumption models that are used to deriveygsmdficient algorithms.

Interference is a key problem in mobile wireless commuincasystems. In today’s mobile
communication networks, base station distances are tjypmathe order of less than a kilometer
for urban deployments. This poses a challenging intertergmoblem for HetNet deployments
due to the large downlink transmit power differences. Fanegle, the MeNBs and pico eNBs
differ by 16 dB in their transmit power levels [2], [14]. Ina®r to mitigate interference, several
methods have been proposed such as FFR [7], enhanced efiténerference cancellation
[2], coordinated multipoint transmissions [15], and aarrggregation [2]. In the FFR method,
different subbands are allocated in different geographegions. Each cell is divided into two
regions as the cell-center and cell-edge region. Depenalinthe locations, the macrocell and
picocell associated users, abbreviated as MUEs and PUmeatevely, are assigned to different
subbands. This orthogonal frequency assignment signifjceeduces both the intra- and inter-
cell interference. In this paper, we denote the cell-cerggion radius as;;,. This distance sets
the region boundaries. For example, users that are clogerthto the MeNB are considered to
be in the cell-center region and those that are farther arsidered to be in the cell-edge region.
Similarly, users connected to a pico eNB located closer thato the MeNB are considered to
be in the cell-center region.

Consider the FFR scheme depicted in Fig. 1. In the macroeg|l the system bandwidth
is partitioned into subbands such that subbahis assigned to the cell-center region for the
macrocell tier, and the rest of the spectrum is divided ihtee¢ subbands, one for each sector.
In the picocell tier, two of these subbands are allocatechédoRUES in the cell-center region,
while subbandA is also available for those in the cell-edge region. Due ftedint spectrum
allocations, interference conditions vary depending @ncll region and the associated tier. Let

us identify the interference conditions for the MUEs and BUiEthe cell-center and cell-edge
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Figure 1. A multi-tier FFR scheme with dynamic cell-centegion boundaries is depicted in a uniform hexagonal grid of
19 cells. The MeNBs employ three sector antennas, whereaseBs have omnidirectional antennas.

regions of each sector. For example, in Sector 1, the MUESdrcell-center region are assigned
to subbandA, while the PUEs in the same region are allocated to subbandsd D. On the
other hand, in the cell-edge region, the MUEs are schedutesibbandB, whereas the PUEs
operate on subbands, C, and D.

First, consider the MUEs in the cell-center region that arkeduled on subband. The
strongest interfering base stations for the users in thgoneare the six MeNBs in the first
ring surrounding this cell. Also, note that the surroundir®yMeNBs in the second ring create
interference although at smaller magnitudes. As for thesst@r interference, the picocells
transmiting on subband! located in the cell-edge region create interference fosdhesers.
Then, we can express the signal-to-interference-plusenmtio (SINR) of an MUEL in the

cell-center region on subcarrieras

(n) (n)

(n) Py g, b
T T M 0 4 @)

b’GBf{,b’;ﬁb b”EBA

WhereP]E}) and PI(;”) denote the downlink transmit powers of macrocell and picocell” on
subcarriern, respectively. The channel gain between useand base statioh is denoted by

g,gflb) on subcarriem. Also, B4, and B4 denote the set of MeNBs and pico eNBs operating on



subbandA. The thermal noise power per Hz is denoted &y, The bandwidth of a subcarrier
is represented ad;, A; = 15 kHz for LTE systems [2].

Similarly, we can express the SINR of the MUEs in the celleedggion of Sector 1 as

7(n) - P z(v?) glgng @)
k - n n n n

S PP+ S PR gl + NoAy

b eBE b'#b v’ eBE

where BY, and BZ are the set of MeNBs and pico eNBs operating on subbancespectively.
Note that in this region, the number of interfering MeNBshe first ring is reduced from six to
two due to the frequency reuse of 1/3. This comes from theogeation at the MeNBs. As in
the cell-center region, the picocells operating on subkarddill interfere with the MUES in the
cell-edge region. The five MeNBs in the second ring also eraaerference, but relatively less
compared to those from the first tier. It is straightforwasdderive the interference conditions
for the cell-center and cell-edge MUEs in Sect@rand 3, and these are omitted due to space
considerations.

Let us now discuss the interference conditions for the PWSsume that a PUE is located
in the cell-center region of Sectdr. This user can be scheduled on the resources over the
subband€’ and D. The interference from the picocell tier comes from the @&Bs operating
over these subbands. These correspond to the pico eNBswithisame cell and those in the
neighboring cells. The interference from the macrocefl isemainly caused by the four MeNBs
in the first ring, in which each MeNB creates interferenceeither one of these subbands. Note
that the closest MeNB does not interfere with the pico eNBgha cell-center region as they
are allocated to different subbands. Hence, this spectilonation significantly decreases the
number of interfering MeNBs for the picocell tier, and tHeyeeduces the cross-tier interference.
Following our previous notation, the SINR of a PUE in the -walhter region scheduled to the

subcarriers in subband is given by

(n) (n)

W = T S ®3)
> Plan+ X Pl + NoAy
v eBY; b eBE b #£b

where B§, and BS denote the set of MeNBs and pico eNBs operating on sublangimilar



expressions can be obtained for the other PUEs, in which tige differences will be the
interfering base stations.

Constant power allocation over subbands is considered igh ghper, which follows the
standards for LTE systems [2]. The proposed algorithm irti@edll-A introduces two power
control parameterg and e to adjust the downlink transmit power levels. The first pasten
B scales the transmit power of each MeNB. The second parametenotes the ratio of the
power allocated to the subcarriers in the cell-edge regiothdse in the cell-center region. By
this way,ec characterizes the fairness between the MUESs in the cetecamd cell-edge regions.
Let N4, N, No, and Np denote the total number of subcarriers in subbaad®, C', and D,

respectively. Then, for Sectdr, the maximum transmit power of an MeNB satisfies

BPmax,m = PyNa + Py Np, (4)
and therefore
Bpmax M
Py=— 5
M= N+ eNg )

where Py, and P,,.x » are the MeNB transmit power per subcarrier in the cell-aerggion and
the MeNB maximum transmit power, respectively. The terf), denotes the transmit power
per subcarrier for the MUESs in the cell-edge region. Siméapressions can be obtained for
Sectors2 and 3 by replacingNp with N and Np, respectively. For completeness, we also
express the picocell transmit power per subcarrier. Forca pNB in Sectorl, the transmit
power per subcarrier, denoted Iy, depends on the picocell’s location in the cell, and it is
given by

Pma)gp/ <N0+ND) If d S Tth
Pp = P (6)

Pmax,P/(NA+NC+ND> if dp>rth
where Pp and P, p are the transmit power of a pico eNB per subcarrier and theimanr
transmit power of a pico eNB, respectively. The distancevbeh the closest macrocell and the

pico eNB is denoted by,. Similar expressions can be obtained for Seckoand3 by replacing



N¢c with N and Np with Ng, respectively.

A. Base Station Power Consumption Models

Recent studies have quantified the energy consumption feagtation down to the component
level and several power consumption models have been mdpsse, e.g., [16]-[18]. These
models include the contributions of the power amplifierjoddequency (RF) transceiver parts,
baseband unit, power supply, and cooling devices [16]. d/sese models each component’s
contribution can be identified and efficient methods can lveldeed to introduce energy savings
[1]. In this paper, we study the load-dependent power copsiom model presented in [16],
which is given by

Nrerx (Po+A - Prx) 0< Prx < Puax

Protar = (7)

Nrrx Psieep Py =10
where Pr.;; and Prx are the overall base station power consumption and RF tituasitput
powers, respectivelyNrrx is the number of transceiver chaing, is the power consumption at
the minimum non-zero output power, aidis the slope of the load-dependent power consump-
tion. Py, denotes the power consumption of the sleep mode. Noticéftbgtower consumption
at a base station depends on the RF transmit poiyef, and thereby this model is referred to
as load-dependent power consumption model. Using thisitiefinthe power consumption at

an MeNB and a pico eNB can be expressed as

Purracro = Nrrxv (Pove + Ay Prx ) and Ppie, = Nrgx.p (Pop + ApPrx,p) (8)

where Py v, Po.py Pracro, @nd Ppy, are the power consumption at the minimum non-zero
output power and the total power consumption of the MeNBs pitd eNBs, respectively.
Nrrx,m and Npgx p represent the number of transceiver chains at the MeNBs @odeNBs,
respectively. The corresponding slopes of the load-degr@nubwer consumption are denoted as
Ay and Ap, in the same order as before. Note that (8) is truelfet Prx y < Puax,n and

0 < Prx.p < Phax p, WhereP,,.. v and P p are the maximum RF transmit power for MeNBs

and piCO eNBs, reSpeCtively. EPTX,]\/I =0 (OI‘ PTX,P = 0), then Pyvrocro = NTRX,MPsleep,]\/I (OI‘



Table |
BASE STATION POWER CONSUMPTIONMODEL PARAMETER VALUES [16]

Base Station Py  Psjeep Pumax A
Type w  w W

MeNB 130 75.0 20 4.7
Pico eNB 56 39.0 6.3 26

Ppico = Nrrx,pPsicep, ), Where Py, v and Py, p are the power consumption of the sleep
modes of MeNBs and pico eNBs, respectively. Table | prest#rascorresponding parameter

values of the linearized power consumption model for vagibase station types.

[Il. ENERGY-EFFICIENT RESOURCEALLOCATION PROBLEM

In this section, we formulate a non-cooperative resouroeation problem in OFDM systems
employing the FFR method. Our objective is to maximize thergy efficiency per sector by
determining the optimal resource block allocation and thenwal power level assignment on
each subband. In the sequel, we define the energy efficiemcyepeor, formulate the problem,
and present its complexity analysis. Then, we proceed tpgs® our algorithm, along with its
complexity analysis, optimality conditions, and converge analysis.

Let Ry () denote the throughput of uskrthat depends on its SINR;. Also, IetICJC\},i, IC])\(M,
K% and K3, denote the set of MUEs in sectorconnected to the MeNB in the cell-center
and cell-edge regions, and the set of PUEs connected to tieegBs in the cell-center and
cell-edge regions of this sector, respectively. Note thatdubscript denotes the sector indices.

Then, the energy efficiency per sectois given by

> Re(w)+ X Ri(w)
kKT, VKR keK$ UKE
NEE: = " (9)

where the total power consumed per seét@® denoted byy); which can be expressed as

i = Nrrx,m,i (Pov + Ay Prx.v) + NpicosNrrx,Pi (Po,p + ApPrx.p) (10)

where Nyicos IS the number of picocells in sector. The energy efficiencgii@n in units of
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bits/Joule.
The energy-efficient resource allocation problem can bmédated as

max NEE,: (11)

F.Pr,Pp

whereF denotes the resource block allocation vector, Bpdand P» are the MeNB and pico
eNB power assignment vectors. The solution requires a ga@atch over the frequency and power
domains. It is shown in [12] that the optimal solution is theltihevel water-filling solution.
However, finding the optimal resource block assignmentsrani® users andVzz resource
blocks requires< ¥z searches [12]. Therefore, this approach is impracticatdal applications
and it can lead to large latencies in practice as there are ners in the system. In the next
subsection, we present our proposed algorithm that divtitesesource allocation problem into

two stages decoupling the frequency and power allocatioblems.

A. Proposed Solution

Obtaining the instantaneous interference conditions efcthmplete network is often imprac-
tical for real applications due to excessive traffic ovech@avould require. Therefore, recent
studies have focused on non-cooperative or clustered hbatsensresource allocation algorithms
in multicell systems, see, e.g., [9], [10], and Chapter 112¢f In this paper, we investigate a
non-cooperative solution in which each MeNB sector max@sizs own energy efficiency. We
assume that there is a fast and reliable information exahéegween the MeNB and the pico
eNBs in the same sector such that the channel conditionsedPtiEs are known at the MeNB.
In LTE and LTE-Advanced, this is exchanged over the X2 iateef[2].

The proposed algorithm starts with determining the cetiteeregion boundaries. We propose
two different algorithms which are described below. Thea,decouple the frequency and power
allocation problems into two stages. First, we solve thguency assignment problem. Once
these are obtained, we assign the power levels that maxtimezenergy efficiency at each sector.

1) Setting The Cell-Center Region Boundarid$ie cell-center region radius per sectqy,,
is an important design parameter that affects the systerdorpgance in OFDMA systems

employing the FFR method. It determines the set of MUEs an&<ld the cell-center and
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cell-edge regions. Once these regions are defined, thegbicdhat are located in each region
can be identified as well. Considering the spatial and teaip@riations of the user distribution

in each cell, this parameter needs to be dynamically adjysée sector. For this purpose, we
study two algorithms. The first algorithm maximizes the setiiroughput, whereas the second
one increases the fairness.

In the first algorithm, the MUE with the lowest path loss, timtthe closest MUE to the
MeNB, is selected to be in the cell-center region, while tbst of the MUEs are assigned to
the cell-edge region subbands. The SINR of this user is ¢ggddo be greater than the other
MUEs because it has the lowest path loss and it is farthesy &wm the neighboring MeNBs.
Consequently, the cell-center region subbands are aflddat only one MUE maximizing its
throughput. In general, this algorithm achieves the maxmnthroughput at the cost of system
fairness. We refer to this algorithm as Adaptikg, Algorithm 1.

In the second algorithm, the cell-center region boundamgei®rmined such that the ratio of
cell-center and cell-edge MUEs is proportional to the ratidhe subbands allocated in these
regions. First, the MUEs are sorted in ascending order basetheir path losses. LeN§;
and N;© denote the number of subcarriers that the MeNB uses in theesler and cell-edge
regions. Fork MUEs in sectori, we round(N§;/(N§; + N3¥) - K) to the nearest integer, and
0.5+ N§; /(NS + Ni¥) - K| users are considered in the cell-center region. The resteofisers
are assigned to the cell-edge subbands. This achievesrigihreess, but this comes at the cost
of a decrease in the sector throughput. We refer to this idgoras AdaptiveR,;, Algorithm 2.
Note that a similar method is proposed in [19] to determireedéll-center boundaries.

2) Frequency Assignment Problerm order to solve the frequency assignment problem we
study two schedulers. First, we study the SRM scheduleudsed in [13]. In this scheduler,
the resource blocks are assigned to users such that thgtimois maximized. This scheduler
is investigated to maximize the throughput, although tloisies at the cost of a decrease in the
system fairness. The second scheduler we study is the EB@dsler. Considek users sharing
Ngp resource blocks. Thers;, = mod (Ngp, K) users gel Ngs/K | + 1 resource blocks,

whereask; = K — K}, users are given/Ngp/K | resource blocks. This scheduler is discussed
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in [14] to calibrate system level simulations.

3) Power Assignment Problenfsecond stage of the proposed algorithm solves the power
assignment problem by assigning the optimal power levelsh&o subbands. The proposed
algorithm uses the gradient ascent method to solve thislgmobFirst we observe that by
controlling the transmissions for the MUEs in the cell-ezmegion, we also determine how much
interference is created for the PUESs in the cell-edge re@amilarly, the downlink transmissions
for the MUEs in the cell-edge region determines the interfee for the PUEs in the cell-center
region. In order to capture these two effects, we introdua® Variables into the optimization
problem ass ande, as discussed earlier in Section II.

Consider the following functiom; (e, 5) that only includes the throughput of users in sector
that are affected by the optimization variabteznd 5. Those users are the MUES in both regions
and the PUEs in the cell-edge region. While calculating, 5) only the interference created

within each sector is considered. The energy efficiencytfandn sector; can be modified as

> Rilw)+ > RBe(w)+ > Ri(w)
keKS; , keKy keKs

where Ry () denotes the user capacity of the corresponding region andssociations. The
power consumed in sectars denoted by);. We modify (10) to account for the power control

parameter3 such that); can be expressed as

Y = Nrgx v, (Pov + A BPmax.mr) + NpicosNTrX Pi (Po.p + ApPrax.p) - (13)

Hence, can be used to introduce energy savings in the total RF tiampswer.
The energy efficiency per sector definition in (12) can be espd as

(n) (n)
BPmax,m Ii,m Be Prmax,Mm Ik,m
> > log, (1 + —(N1€1+5N]{§)1,§”)) + 2 > log, <1 + (Nﬁ-i—sté)NoAf)

C e X X
keKS; nENMk keKq nENMk

Yi

ni(gvﬁ) =Af

(n) /X
Pmax,P i p/NP
E E 10g2 1+ o Iy g(")
X X C max,M 9k M
kekp ; neNp NN NC Ny +NoA

+Af

m (14)
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where I is the interference from the picocells using subbahdn cell-edge region plus
the thermal noise effective over a subcarrier at the PUE. &tmessionn € N NN in
(14) denotes the subcarriers that the downlink transmmssad the cell-center MUES creates
interference for the cell-edge PUESs, which are the sulsrarm subbandi for the FFR scheme
in Fig. 1. It needs to be emphasized that (14) considers telyrtracell interference and not the
inter-cell interference. This enables fast implementats it does not necessitate information
exchange between MeNBs and asynchronous implementatieacit MeNB sector. For that
reason, this type of formulation is robust against intérsatkhaul transmission delays.

The optimization problem that maximizes the energy efficyeper sector can be written as
max (¢, )
87/3
st. e>1 (15)
0<pg<1.

The first constraint is to favor the MUESs in the cell-edge oagsuch that they are transmitted
at least= times the power allocated for the MUESs in the cell-centeraegThis parameter also
affects the interference incurred at the PUESs in the cejeaegion. The second constraint scales
the total RF transmit power of the MeNB and sets the boundanglitions. Hence, the variable

£ not only determines the interference, but it also introgueeergy savings to the system.

B. Optimality Conditions

The Lagrangian of the problem in (15) can be written as
L(e,8,X) =mi(e, B) + M(L—¢g) = A + As(f — 1) (16)

where \;, \y, and \; are the Lagrange multipliers amdl = (A1, A5, A3). Note that if (¢*, 3*)

solves (15), them; (¢*, 5*) > n; (¢, ) for all ¢ > 1 and0 < 5 < 1. Furthermore, there exists
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A* > 0 such that the following optimality conditions are satisfied

OL(e*, B*, A7) _Oni(e", 8%)

Oe Oe —A=0 (17)
05(6*76*7A*) 28771'(5*76*) _)\*+)\*:0
op op 2078 ’
and the complementary slackness conditions are
(1—em)A1=0, [B*AN;=0, (B—1A;=0, and A, <0. (18)

The equations in (17)-(18) are commonly known as the KarughA-Tucker (KKT) conditions
[20]. It needs to be emphasized that the power control paersweand 5 depend on the number
of resource blocks allocated to the cell-center and cejeaggions, the channel conditions, the

maximum transmit powers, and the bandwidth of each suletarri

C. Gradient Ascent Method

The gradient ascent method starts at an init@als) value evaluated at time and the

parameters and g are updated

Err1 = ¢ + e Veni(er, Br) and B = B + e Vi mi(er, Br) (19)

wheres,,; andj,,, are the updated values at time 1, respectivelyNV.n;(s, 8) = dni(e, B)/0e
and Vgn;(e,8) = 0Oni(e,5)/0p are the partial derivatives of; with respect tos and S,
respectively, evaluated at tinte These partial derivatives are multiplied by a sufficiergigall
and positive step sizg;. The step size at each iteration is chosen according to th@jdrule
[21]. In this rule, the step size is chosenas= ('s, wheres is a constant aneh is the first

non-negative integer that satisfies the following inedyali

Ni(€ri1s Ber1) — Milees Be) > praVmy(ee, Be) " dy (20)

wherep is a fixed constant and, is a feasible direction. The gradient is shownWy), (¢, 5) =
(Voni(e, B) Vani(e, 8)]T, where[-]7 denotes the transpose operator. Starting frane 0, it is

successively increased until (20) is satisfied. Note thatgitadient ascent method without the
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Armijo rule can fail to converge to a stationary point assthated in [21, p. 26], but when the
step size is determined with the Armijo rule, it is guaradtd®at the energy efficiency per sector
increases per iteration until the algorithm convergess®mables selecting the increment that
sufficiently improves the current objective value. Typiealues of these constants are such that
p € [1075,107!] and y, is usually between /2 and 1/10 [21]. The directional vectod; is an

ascent direction if it satisfies

V"?i(gt?ﬁt)Tdt >0 if Vny(e, B) #0,

Vn, (e, B)Tdy = 0 if Vn,(er, B;) = 0.

(21)

In this paper, we consider the steepest descent methods that Vn,(s;, 5;)7. The expressions

of the partial derivative&/.n;(e, 3) andVgn;(e, 3) can be found in the Appendix.

D. Convergence Analysis

In what follows, we investigate the convergence of the psagoalgorithm. To this end, we first
show the quasiconcavity of the objective functignwith respect to the optimization variables

¢ and 5. Then, we study the optimality of the solutions obtained iy gradient ascent method.

Definition 1. A function f is called quasiconcave if its domain, denoteddayn f, is convex

and for anyx,y € dom f,

[0z + (1 = ¢)y) = min{f(z), f(y)} (22)

where( < ¢ < 1 [20]. Similarly, a functionf is called strictly quasiconcave if it satisfies (22)

with strict inequality forz # y and 0 < ¢ < 1 [20].

Proposition 1. (First-Order Characterization) Lef (x) be a continuously differentiable function

on an open and convex sBXC R"™. Then, f is quasiconcave if and only if

fy) > f(x) = Vf(x)"(y—x) >0, (23)

for all x,y € D [20].
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Proposition 2. (Second-Order Characterization) L¢tx) be a twice differentiable function and

its dimensions be denoted by If f(x) is quasiconcave, then for al € dom f
y' 'V f(x)y <0 (24)
for all y € R” satisfyingy’ V f(x) = 0 [22].
We now present a lemma and a simple proof.

Lemma 1. Let D be a nonempty convex set aifidbe a strictly quasiconcave function. Then,

any local maximum is a global solution of the problétm= sup{ f(z)|z € D} [22].

Proof: Assume thatr € D is a local maximum. This means that there exists a real pesiti
numberT such thatf(z) < f(z) holds for anyz € D with ||z — Z|| < 7. Let us prove
by contradiction. Assume that is not global maximum. Then, there exigise D such that
f(y) > f(z) holds. Let0 < ¢ < 1 and definex, = ¢y + (1 — ¢)z. The convexity ofD
implies thatz, € D for all ¢ € [0, 1]. If ¢ is small enough, we havigr, — z|| < 7. Using the

guasiconcavity property of, we have

f(xg) = floy + (1 = ¢)7) > min{f(7), f(y)} = f(Z) (25)

which holds for a small enough and positiwgeHowever, this contradicts the assumption that
is a local maximum. [ |

In cases where the concavity (or similarly convexity) of greblem cannot be assumed, the
results of Lemma 1 are important to determine global extrpoiets. In fact, these are directly
applicable to problems in several research fields such & timoeconomics. We refer the reader
to Appendix C.6 of [22] for an example problem in economit® standard consumer demand
problem in a deterministic framework. It needs to be empteakihat care needs to be taken in
applying Lemma 1. The local extreme point of a quasiconcaveasiconvex) problem should
not be confused with the stationary points as for deterrgirtive global extreme point. Next,
using the definitions and lemmas above, we present Lemma @senproof is provided in the

Appendix due to its length.
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Lemma 2. The energy efficiency per sector expressipim (12) is strictly quasiconcave in

and .

Theorem 1. The proposed update rules farand 5 in (19) converge to the global optimal

solution of the problem (15) als— oo for a sufficiently small step size.

Proof: It follows from Lemma 1 that if there exists a local solutian the maximization
problem, then there is a global maximum. It is straightfaxht® show that the solutions obtained
by the gradient ascent method with sufficiently small stepsconverge to the globally maximum

solution. [ ]

IV. NUMERICAL RESULTS

In this section, the performance of the proposed algoritenevialuated. We quantify the
individual contributions of power control, frequency sdhkng, cell-center region radius, and
spectrum allocation. We compare the performance of thegsexb algorithm to the orthogonal
and cochannel spectrum allocation methods, and demansh@tachievable gains. In addition,
we investigate three algorithms for determining the celiter region boundaries. We investigate
the AdaptiveR,, Algorithms1 and2, described in Section IlI-A. Also, we consider the case with
the fixed FFR boundaries, in which the cell radius that maz@®sithe average energy efficiency
is chosen through enumeration methods. Note that this sisaly presented in Figs. 5 and 6.
Based on this analysis, we find that when the cell-centepretadius is taken as 0.3 times the
cell radius, it maximizes the average energy efficiencyeims of spectrum allocation, MeNBs
and pico eNBs transmit over all subcarriers in the cochaahlietation, whereas the spectrum
is divided into 32 and 18 non-overlapping resource blocks for the MeNBs and pico eNBs
respectively, in the orthogonal channel allocation. Fa& BFR method, there af2 resource
blocks in the subbandl and 6 resource blocks are allocated to subbafsC, and D, i.e.,
N§, =32, N =6, NS =12, and N = 44 [6]. The same spectrum allocation is employed for
the no power control FFR algorithm case. In the cochannelaatiebgonal frequency allocation
methods, base stations transmit at full power and no powetraoalgorithm has been applied.

In order to demonstrate the FFR gain over FR methods, we dtudydifferent frequency
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Table Il
SIMULATION PARAMETERS

Parameter Setting

Channel bandwidth 10 MHz

Total number of data RBs 50 RBs

Freq. selective channel model (CM) Extended Typical Urbaéh C
UE to macro BS PL model 128.1 + 37.6 log,,(d)
UE to pico BS PL model 140.7 4+ 36.7 log,o(d)
Effective thermal noise powery, —174 dBm/Hz

UE noise figures 9 dB

Macro and Picocell BS antenna gaifi4 dBi and5 dBi

UE antenna gain 0 dBi

Antenna horizontal patterm(6) —min(12(0/0348)2, Anm)
A, andfz4p 20 dB and70°
Penetration loss 20 dB

Macro- and picocell shadowing 8 dB and10 dB
Inter-site distance 500 m

Minimum macro- to user distance 50 m
Minimum pico- to user distance 10m
Minimum pico- to macro- distance 75 m
Minimum pico- to pico- distance 40 m
Traffic model Full buffer

reuse (FR) spectrum allocation schemes in the HetNet anthie. In both FR methods, the
system bandwidth is divided into three subbands, subbahd#, and C. In the first FR
method, abbreviated as FR1 in Fig. 3 and Fig. 4, each matreeeor uses one of the three
subbands, while the rest two subbands are allocated to ¢beaqdi tier. In the second FR method,
abbreviated by FR2, only one subband is assigned to the sedcemd picocell tiers. Note that
the FR1 method aims to maximize throughput, whereas the F&#Rad is designed to reduce
interference, especially at the cell-edge region.

The simulation layout is shown in Fig. 1. It assumes a HetMg@ia/ment with19 hexagonal
cells in which MeNBs are employed with 3-sector antennasedoh sector, there is a single
antenna, i.e.Nrgx a; = 1, Vi. For the pico eNBs, omnidirectional antennas are employed,
Nrrx.pi = 1,Vi. There are 4 randomly placed pico eNBs in each sector. Inrdodebserve
the clustering effects and potential energy savings, waiden nonuniform user distribution and
generate 20 users per sector. First, we place one user peepNiB within a40 meter radius,
while the rest of the users are randomly generated withisdiotor area. The users are associated

to the base stations with the highest reference signalveggower (RSRP) method [23]. While
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Energy Efficiency (kbits/Joule)

1 15 2 25 3 35 4 4.5 5

Figure 2. lllustration of the energy efficiency region of atse and the proposed algorithm solutions per iteratiomgishe
gradient ascent method.

generating the pico eNBs and users, several minimum distaanstraints are considered and
these are presented in Table I, along with the other paenheind simulation models used in
our numerical results. These parameters and channel madels accordance with [14] for
the baseline simulation of HetNets. Furthermore, we camsid= 10~2 and ;o = 1/10 in the
gradient ascent power control algorithm.

Fig. 2 illustrates the energy efficiency of a sector for défet (¢, 5) pairs. The improvement of
the proposed algorithm at each iteration is denoted by ttheireles. Armijo rule is implemented
to select the step sizes. As studied in Section llI-A, thig guarantees that energy efficiency
increases at every iteration until it converges. Fig. 2 shéwat the energy efficiency of the
network is mostly affected bys. On the other hand, the effects efon energy efficiency is
minor for the same3. This is expected sincg determines the macrocell transmit power level
which directly affects the total consumed power in the nekwahereas: does not change the
total consumed power, but its effects are mostly observetheriotal throughput.

In Figs. 3(a)-(b) and Figs. 4(a)-(b), we investigate theuviudial contributions of the methods to
determine the cell-center boundaries, frequency schegludind power control gains for different

schedulers. In Figs. 3(a)-(b) the EBW scheduler is studretiFEigs. 4(a)-(b) depict the results
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Figure 3. Average energy efficiency per sector (a) and aeesagtor throughput (b) are depicted per iteration for th&\EB
scheduler.

for the SRM scheduler. The average energy efficiency of 5toseds plotted in Fig. 3(a) and
Fig. 4(a), and the average sum throughput of sectors is @epio Fig. 3(b) and Fig. 4(b). The
proposed algorithm starts at full transmit power at the Me&il iteratively updates and j
along the derivative using the update rule in (19). Theahitalues are chosen é&s), 5,) = (2, 1).

It can be observed that both the energy efficiency and thqmutghcrease monotonically at each

iteration.
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Figure 4. Average energy efficiency per sector (a) and aeesagtor throughput (b) are depicted per iteration for th&ISR
scheduler.

Let us first identify the power control gain. In Fig. 3(a), viheee compare the power control
and no power control cases of the FFR specrum allocation &@8hV scheduler, it can be
observed that the energy efficiency of the FFR spectrum atilmt increasef.38 times with
the power control. In addition, we observe from Fig. 3(b)tthawer control brings &7%
throughput increase. Similar gains are observed with thil SBheduler in Figs. 4(a)-(b) such

that the energy efficiency gain 229 times and the throughput gain48%. These gains are due
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to adjusting the downlink transmit power and reducing bbathintra- and inter-cell interference
in the network. Notice that in Figs. 3(a)-(b) and Figs. 4f&)-both the power control and no
power control curves start almost at the same points andcat ieeration we observe the power
control curves monotonically increase their values intiligathe power control gain.

Second, we analyze the effects of frequency scheduling ereniergy efficiency. Comparing
Fig. 3(a) and Fig. 4(a), we observe that the energy efficieidhe FFR scheme with the SRM
scheduler is0% better than that of the EBW scheduler. The throughput gdfardnce between
these two schedulers is similar. This shows that the endfgyeacy gain is mostly related to
the throughput gain of the scheduler and the scheduler tgpeatrelatively small effect on the
power consumption.

Third, we analyze the performance of different spectruracallion schemes in two-tiers. We
observe that the FFR scheme outperforms the cochanneatdindy 24% and the orthogonal
channel allocation byi7% in terms of energy efficiency. Similar gains are observedhia t
throughput performance as well. For the SRM scheduler, tobhannel allocation method has
20% better performance in both metrics compared to the orthalgand FFR methods. This
result, in fact, highlights the importance of the schedirlarse for different spectrum allocations.

Fourth, we compare the FR scheme to the FFR spectrum atbodatthe HetNet architecture.
We employ the proposed power control method and the SRM st#reth both cases. As
previously mentioned, two types of FR schemes in two-tiewnek are investigated. From
Figs. 4(a)-(b), we observe that the energy efficiency of FRLER2 are269 and403 kbits/Joule,
respectively, whereas it isl 0 kbits/Joule for the FFR allocation with adaptive cell-agnegions.
The average sector throughput of FR1, FR2, and FFR spectiiogatons are75, 112.1 and
140.2 Mbits/sec, respectively. These results show that the FRtapm allocation provides
27—90% more energy efficient transmissions a&id-87% more throughput per sector compared
to the FR spectrum allocation. These results also show tk& 5 an effective spectrum
allocation method that effectively utilizes the availabpectrum by reducing the interference and
increasing the achievable throughput. Similar conclusicen be drawn based on Figs. 3(a)-(b).

Fifth, we study the effects of the cell-center region boure$a The proposed Adaptivg,,
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Figure 5. Average energy efficiency per sector versus the odtthe cell-center region radius to cell radius.

Algorithm 1 has similar energy efficiency and throughput performancapaoed to the fixed
radius FFR method with,, = 0.3R in both schedulers. However its performance is signifigantl
higher compared to other constant radii values as depiatédg. 5 and Fig. 6.

Finally, we compare a single-tier macrocell only deployttera HetNet architecture when the
proposed power control method is applied along with the Féfieme and the SRM scheduler.
From Figs. 4(a)-(b), we observe that the energy efficiencyhef single-layer network i271
bits/Joule and it increases @0 bits/Joule when picocells are deployed, indicating a 2xgai
Moreover, the spectral efficiency increases fra@rno 140 Mbits/sec from a single-layer to two-
tier HetNet deployment, respectively. These results destnate the substantial gains that can
be achieved with the picocell deployment. Again, similandasions can be drawn based on
Figs. 3(a)-(b).

Fig. 5 shows the average energy efficiency per sector fogréifit constant cell-center radii for
the EBW scheduler. In this figure, the performance of the psed adaptivez,, algorithms is
also presented. First, we observe that the performanceedffR system strictly depends on the
cell-center region boundaries. For example, when the figgils FFR methods are considered

and different radii values are enumerated, the system gmdfigiency varies betweetp and456



24

L Bomimimmim Bommmmm B--mmm D - EAIEIEAEIE - EYP AR E e L -o

€ -
Adaptive Rth Algorithm 1

=
N
<

100 b

Average Sector Throughput (Mbits/sec)
[e2] o)
L £
| |

IN
o
T
|

Adaptive Rth Algorithm 2

2 L L L L L L
8.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Ratio of Cell-Center Radius and Cell Radius

Figure 6. Average sector throughput versus the ratio of #ilecenter region radius to cell radius.

kbits/Joule. Our simulation results show that the propdsdaptive i, Algorithm 1 outperforms
all FFR methods with constant radii in both metrics. On theeohand, Adaptiveé?,, Algorithm 2
performs significantly worse as it prioritizes fairnessheatthan throughput. Note that there is
a 5x gain between the two algorithms in terms of energy effeyewhich illustrates the energy
efficiency and fairness trade-off.

Fig. 6 compares the average sector throughput per sectioe ikked fractional cell-center radii
to the adaptiveR,, algorithms for the EBW scheduler. Similar to the energy &fficy, throughput
performance strictly depends on the cell-center regiombaties such that the average sector
throughput varies betweeil and 126 Mbps for different constant cell-center radii values. An
important result is that the cell-center radius that mazesithe throughput is the same as that
maximizes the energy efficiency. Note that these two poirgsnat necessarily the same. For

example, with another power consumption model, these tad can take different values.

V. CONCLUSION

Energy consumption of a wireless network is a serious confcgrthe next generation cellular
networks such as LTE systems. To address this problem, we praposed an energy-efficient

resource allocation algorithm for OFDMA HetNet systemdwitie FFR scheme. The proposed
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algorithm decouples the frequency and power allocatiomlpros and successively solves each
of them. It employs the gradient ascent method to solve theepallocation problem. The
optimality conditions and the convergence of the propodgdrihm are also studied. Based
on the simulation results, we show that the proposed alguargignificantly improves both the
throughput and energy efficiency of the system. We also dfyathie individual contributions
of the effects of cell-center region, power control, andjfrency scheduling gains in order to
provide design guidelines. It is demonstrated that the ggeg power control algorithm provides
the most significant gains, while moderate gains can be asthiby different schedulers and
adaptive cell-center region algorithms. Finally, we shbattsignificant energy savings are also
possible with the proposed algorithm which reduces theaijmeral expenditures for the network

operators and the Carbon footprint for the environment.

APPENDIX

In what follows, we prove thaj; (e, 8) is quasiconcave inandg. It follows from Proposition 2

thatn;(e, ) is a quasiconcave function if and only if the following holds
y Vini(e, 8) = 0 andy” Ve, 5)y < 0 (26)

wherey = [y, yQ]T. First, we introduce new definitions for the proof, and th&press the first

and second order derivatives. LBi(=, 3) denote the aggregate throughput of sec¢tamich is

given by
Rie,8)= > > RYep+ > > R eh+>. > ReEp @)
kEKS neN, ke neNGY, keKE neNE NN
where
(k.n) —1 1 Ba (k,n) ] 1 efd
Rl (57 ) Og( + b—|—€C ) R2 (675) Og + b+EC
(28)
R (e, B) =log | 1+ /
bf—ZC + h
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Wherea:Pmangkm/](nab_N]\C4’C_N]\)/§ad Pmang](gm/(NOAf) f PmaxP/ Xgl(z,
g = Prax Mg,i m» @ndh = NyAf. Due to space con5|derat|ons, we denBié¢s, 3), R 1’“’” (e, B),
R (e, 8), and RY™ (2, 8) by R;, RI"™ RF™ and RY™, respectively. Using these defini-

tions, the first derivative of; with respect ta= can be expressed as

8R 8R (f:m) 8R(k " OR{™™
DY DD (29)
keXS; neNfy ke neNTY kEKE neNE NN
where
OR{™ acB dRY™ bd3
de (b+ce)(aB+b+ce)’ de (b+ce)(b+e(c+dB)) (30)
ORY™ cfgp

0e (h(b+ce)+gB) ((f+h)(b+ce)+gB)

The second derivative aR; with respect tee is given by

O*R; 02R(k’n) 82R(k7") 02R(k7")
W:ZZ a;*ZZ a§2+Z > s (31)

ke neNf ke neNR, keKE neNE NN

where
2R _ Bac® (af+2(b+ ce))
92 (b+ce)’ (af + b+ ce)?
P2RE™  bdB (b + ce) (2¢ + dB) + cdef)

_ ‘ . (32)
Oe? (b+ce)” (b+e(c+dp))

OPRY™ P fgB2h(f +h) (b+ce) + gB(f +2h))
92 (h(b+ce) +gB) ((f +h) (b+ce) + gB)°

Similarly, the first derivative of?; with respect to5 is

+>. > s 2. 2 o5 (33)
ke, neNfy, ke neNTY keKE neNE NN
where
R ORY™ de
08 af+b+ce 98 b+e(c+dp) )
ORS™ g b+ ce)

98 (h(b+ce)+gB) (f+h)(b+ce)+gB)



The second derivative ak; with respect to3 is given by

2R 82R(k7") 82R(k’n)
sy P g s PR e s o

ke neNf kERR neNGY, keKE neN nN
where
82R§k‘,N) - a2 aQng‘,n) - d2€2
op? (af + b+ ce)?’ op3* (b+e(c+dp))
PRIV g2 (b+ o) ((f +2h) (b+ cs) + 2g5)

98> (h(b+ce)+ g8 (f +h) (b+ce) + gB)*

The derivative ofR; with respect to: and g is

82R(k’n) 82R(k’n) 82R(k’n)
8586 =2 X gt X 505 T > X 54

kEKXS neN, ke nENRY, keKE neNE NN
where
0*R (k n) ac O’R (k n) bd
5207 (@B tb+ee)? be08 (b+e(ctdp))?
Ry cfg ((f +h)h(b+ce)® — gB%)

9:08  (h(b+ce)+gB)2((f +h) (b+ce) + gB)

The gradient ofy (¢, 5) can be expressed as

an (g, 8) OR; 1

_ Oe _ Oe 1
V(e f) n (e, 8) OR; 1 R; 0
op op Y P?op

where

OR, _ORy  ORy ORy OR, _0Ry 0Ry  OR,
ge 0= | 0= | 0e o8~ o8 9B 0B’

Consider that”Vn, = 0 is satisfied and use (39) to rearrange terms, we have

OR; n OR; oY 1
05 85 y2 86’(/} Zy2'
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(35)

(36)

(37)

(38)

(39)

(40)

(41)
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The Hessian of); is given by

R, PR, OR; 00 1
> 1 B 008 0= OB Y
1EN=01 er  omovt . (42)
0e0B 0= OB
where
PR, 20RO R (%N R (00’
=95 ~vasas ¢ \om) "% (a5) @)

For the power consumption model in (1(%—2 = 0. When we expand the terms, we get

O°R; 2(82 OR; 0 1

Tx72,,. =
y Von(e, By = 5 9edf D DB

) Y1y + Py (44)
Substituting (41) in (44) and rearranging terms, we have

= %yT V2Rz y. (45)

where V2R, denotes the Hessian @f;. This means that; is quasiconcave if and only iR; is

1 [(O°R; O?R; 0’R;
yTvznZy:i (362 y%+2a 85y1y2+ BQ yZ)

guasiconcave. Next, we analyze the quasiconcaviti,ofUsing in (32), (36), and (38) in (45)

to obtainy” V2R,;y < 0, we need to show that

Z Z 82R(" ) 202R(" N 82R§") )
y a 6/6 y1y2 8ﬁ2 y2

ke neN,

) ) 202R(n 2R
+ D D | sty TR T y2 (46)

keks, nGNM

9> R™ PR 2R\
+Z Z (ng)y%—l-Qaaﬂylyz-l- RRE yz><0

X X ANC
keky nENPk NN,

Notice that the summations in (46) are grouped into sulsrarthased on their locations within

the cell. The contributions of the cell-center and cell@ddUEs are captured in the first two

summations in (46), while the third is of the cell-edge PUEst the proof, it is necessary to

show that the sum of these summations is non-positive.

First, we identify the condition for the first summation in6§4 that is the terms for the
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cell-center MUESs, as

pac? (aB +2 (b + ce))

2 _%ac — a2 <. 47
b1 ) (' Y192 Yy < (47)

Adding and subtracting the teraky,)? from (47) and rearranging terms, we get
(Bac+c(b+ )’ y2 < (c(b+ce)yr + a (b+ ce)ya)” . (48)

Notice that this is the condition that relates to the celitee MUES.

Next, we investigate the condition for the second summatiof@6) to hold, that is

bd3 ((b 2c+d d
_ B(b+ce) c+2ﬁ)+0 5ﬁ)yf+2bdy1yz—d2e32y§§0 (49)
(b4 ce)

When we rearrange terms, we have the necessary conditiaidocell-edge MUEs which is

given by

2bd (b + c£) y1ys < bdB ((b+ cg) (2¢ + df) + cdeB) y? + d*e? (b + ce)* 2. (50)

Finally, we see that the condition for the cell-edge PUEs is

—fgB 20 (f +h) (b+ce)+gB (f +2h)yi +2cfg ((f +h)h(b+ce)* = g°B%) y1ya

+ fg* (0 + ce) ((f +2h) (b + cg) 4+ 298) y2 < 0. (51)

In our extensive simulations, we have observed that (47)-4% always satisfied. This makes us
conjecture thaf; andn; are negative semi-definite, as we have observed numericaiéyefore,

we conclude that the functiop should be quasiconcave iand 5.
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